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General solution of multichannel partial-wave
dispersion relations

I. Coincident thresholds, pole approximation
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M. Stihi
Laboratory of Fundamental Physics, Institute of Nuclear Physics and Engineering, Bucharest, Romania

and W. S. Woolcock
Department of Theoretical Physics, Research School of Physical Sciences, Australian National University,

Canberra

(21. III. 1978; rev. 8. VI. 1978)

Abstract. We show how to obtain the general solution for the S-matrix of j-wave amplitudes, in the
case of n coupled two-body channels whose thresholds coincide. The physical S-matrix is assumed to be
the boundary value from above of a function analytic in the whole complex plane with the physical cut and
the positions of a finite number of simple poles removed. The input consists of the positions of these poles
and the residue matrix at each pole. Competing channels are neglected, so that the physical S-matrix is

required to be unitary at each energy. Necessary and sufficient conditions are obtained for a solution to
exist, and three types of soluble problem are distinguished. To obtain these results we have generalized
some parts of the Schur-Pick-Nevanlinna interpolation theory to analytic matrices. Some special cases

are treated in detail and various results of physical interest pointed out. Particular attention is paid to the
characterization of the diagonal components of a solution of a multichannel problem, considered as
solutions of inelastic one-channel problems.

1. Introduction

Our aim in this paper (and in others which will follow it) is to solve partial-wave
dispersion relations for n > 1 coupled two-body channels by using function
theoretical methods which yield the same sort of detailed information about the existence
and non-uniqueness of solutions as was obtained in [1, 2] for the case n 1. As a
first stage we consider here the case of coincident thresholds (the sum ofthe masses of
the two particles in each channel is the same for all channels). We confine ourselves
in the text to s-waves. The generalization to higher partial waves is possible, but then
complexities arise which obscure the simplicity of the method. Competing channels
are neglected, so that the physical n x n »S-matrix of s-wave amplitudes is taken to be

unitary at each energy.

') On leave from the Laboratory ofFundamental Physics, Institute ofNuclear Physics and Engineering,
Bucharest, Romania.
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The 'unphysical' singularities in this paper are taken to be a finite set of Af simple
poles on the real axis. This is what is done in all attempts at practical dynamical
calculations. It turns out that in this case a natural matrix generalization of the
method of [1] is the appropriate mathematical tool to use. The method of this paper
can be extended to deal with cases where the 'unphysical' singularities include multiple
poles or pairs of complex conjugate poles; such approximations are appropriate to
the more complicated 'unphysical' singularities which occur for example in pion-
nucleon scattering (see [3]). We also want to point out that we treat only 'unphysical'
singularities ('driving forces' in more physical language) whose effect is so small that
there are no bound states. In other words, we confine ourselves strictly to the
mathematical problem which we shall define. Consideration of cases in which there are
bound states would require a more careful analysis even of the one channel problem.

The problem of finding solutions of partial-wave dispersion relations has been
extensively studied in the past by the so-called ND'1 method. We do not want to
comment on this work because it was recognized very early (see for example page 403
ofAmati and Fubini [4]) that it is difficult to establish the analyticity properties ofthe
solution by this method, because of possible zeros in D (or in det D in multichannel
cases). Moreover, there is a possible arbitrariness in D which it is very difficult to
characterize precisely. Though valuable work has been done by Bjorken [5, 6],
Warnock [7, 8], Atkinson [9-13] and others, these problems have not been solved.
For this reason we looked for other methods which avoid these difficulties.

For n 1, with the 'unphysical' singularities consisting ofa finite set ofN simple
poles on the real axis, the problem of finding solutions was solved by us in a general
and complete way [1, 2]. When the effect of competing channels is specified by the
inelasticity parameter n (0 < n < 1), Nenciu [1] showed that the Schur-Pick-
Nevanlinna interpolation theory gives a comprehensive description of the non-
uniqueness of solutions and also gives necessary and sufficient conditions for a
solution to exist. To apply this theory, Nenciu used a conformai mapping which
transforms the complex plane with the physical cut [1, oo) removed into the open
unit disc (see (1.2) below). The problem then became one of finding functions analytic
in the open disc, continuous on the closed unit disc, and having prescribed values at the
N transformed pole positions. The modulus of the function on the unit circle is the
specified function n, and a Froissart transformation may be made to a function whose
modulus on the unit circle is always unity (see Section 4). The problem was solved
by making a sequence of invertible transformations ofthe functions which remove the
prescribed values one at a time. Finally one arrives at a function with the same
properties as the original function, but with no prescribed values, and this function
is easily characterized. Necessary and sufficient conditions on the input data (pole
positions and residues, and the function n) for a solution to exist arise naturally in
making this sequence of transformations, on applying the maximum modulus
principle for analytic functions. The input data may be such that there is no solution,
or a unique solution, or an infinity of solutions. In the last case, the number of zeros
of a solution in the unit disc is at least N, and there is just one solution (called the
isolated solution) with exactly N such zeros.

It is also possible in the one channel case to specify the effect of competing
channels by the ratio R of the total cross-section to the total elastic cross-section for
the partial wave in question (R > 1). We showed in [2] how it was possible to obtain
a very general class of solutions in this case. The conformai transformation was not
used, and it was possible to characterize the solutions as the boundary values on the
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physical cut from above of analytic functions, which could be represented as the
product of a Herglotz function and the quotient of two polynomials. The Herglotz
function could be written in a more explicit form involving the prescribed function R.
However, a set of necessary and sufficient conditions for solutions to exist could be

given only in a very indirect form.
For the case to be considered in this paper, with n > 1 coupled two-body channels

whose thresholds coincide, and the left-hand singularities again consisting of N poles
with prescribed residue matrices, the method of obtaining solutions is a natural matrix
generalization ofthe method used in [1]. Since the thresholds coincide, one can begin
by making the same conformai mapping to the unit disc as in the one channel case.
The problem then becomes one of finding matrix functions analytic in the open unit
disc, continuous on the closed unit disc and having prescribed values at the A^

transformed pole positions. The effect of competing channels is neglected and the
matrix functions are required to be unitary everywhere on the unit circle. There are
some further conditions to be satisfied by the matrix functions which are given later
(see (1.3) and (1.6)).

Following the method of [1], in Section 2 we make a sequence of invertible
transformations of the analytic matrix function being sought, each transformation
removing one prescribed value. These transformations are best described as 'matrix
Blaschke transforms' and the result (if the sequence proceeds for the full N steps) is
that the problem is reduced to finding analytic matrix functions with the same
properties as the original function, but with no prescribed values. Application of the
maximum principle for analytic matrix functions (given in the Appendix along with
other mathematical results) at each step enables a set of necessary and sufficient
conditions for a solution to exist to be given. The input data may be such that there
is no solution or a unique solution ; in either case the sequence of transformations
stops short of the full N steps.

If the sequence proceeds for the full Af steps, however, there is an infinity of
solutions, which can be divided into sets characterized by the number of zeros of the
determinant ofthe matrix function solution in the unit disc. The solutions are obtained
from the matrix analytic functions with no prescribed values by reversing the steps
in the sequence of transformations. We shall give in Section 3 a representation theorem
which shows how to construct all the matrix functions having the properties desired,
but no prescribed values in the open unit disc. The dimension of these matrix functions
may be n, the number of coupled channels, in which case we say that the solution is
completely non-unique (CNU). However, the dimension may be reduced from n to
some lower value in the course ofthe sequence of transformations; in such a case we
say that the solution is partially non-unique (PNU). In either case there is a single
solution whose determinant has the smallest number of zeros in the open unit disc
(this number is nN for a CNU case and is less than nN for a PNU case). This solution
is called the isolated solution ; it is given in terms ofthe input data only (pole positions
and residue matrices), with no arbitrary parameters.

Section 4 will specialize the results of Sections 2 and 3 to the cases of one pole and
of two poles, and will discuss some consequences of physical interest. A particular
problem which we shall consider is the following. Suppose that, from a solution ofthe
«-channel problem, the inelasticity parameters rjj \Sjj\ (j 1,..., n) are computed
for the n elastic scattering processesy —> / Each Sjj is then a solution ofthe one-channel
problem whose input consists of n, and the (Jj) components ofthe residue matrices at
the poles. We call this the equivalent inelastic one-channel problemj (or ElOCPy for
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short). But what kind of solution is it? In particular, are there cases where, for the
isolated solution of the «-channel problem, one at least of the Sjj, considered as a
solution ofEIOCPj, has CDD zeros There is a large body ofwork on these questions
(see footnote 14 of Warnock [7] and Refs. [11, 14, 15-17]). In the cases of one pole
and of two poles the isolated solution will be constructed explicitly and the second
of the questions just given will be studied.

Consider the S-matrix of s-wave amplitudes and assume that it is the boundary
value from above of a matrix function S(s) which is analytic on <E, with the interval
[1, oo) and the positions st (i 1,..., N) of the simple poles removed. The Mandel-
stam variable s has been scaled so that the common threshold is at 1, as in [2], and it is
assumed that S(s) is continuous onto [1, oo) from above in the precise sense discussed
in [2]. In addition we assume that the following mathematical properties hold:

(a) S(<7 + iO)S*((T + /0) 11„, a > 1 ;

(b) S(s) ST(s);

(c) S(l) 1^
(d) S(s) S(s);

(e) lim(s-si)S(s) A'i, A't P 0. (1.1)

The star in the (unitarity) condition (a) denotes the adjoint. Time reversal invariance
leads to the symmetry of S(a + /0) and (b) follows by analytic continuation.
Condition (c) is the threshold condition appropriate to s-waves; for / > 0 further
conditions must be imposed. The reflection property (d) is integral to the Mandelstam
representation. We do not assume any particular ordering of the pole positions st;
the st are real, distinct and each less than 1. By (b) and (d), the residue matrices A- are
real and symmetric.

The next step is to make the standard conformai mapping (as in [1])

1 - (1 - s)1'2

1 + (1 - s)1
- ; ;, _

- i/2' (1.2)

which maps C — [1, oo) bijectively to A(0; 1) (the open unit disc). The semi-infinite
interval (— oo, 1) is mapped into (—1, 1), the upper half-plane (Im s > 0) into
A(0; 1) n {Imz > 0} and the lower half-plane into A(0; 1) n {Imz < 0}. The
upper side ofthe cut (1, oo) is mapped into C(0; 1) n {Im z > 0} and the lower side
into C(0; 1) n {Im z < 0}, C(0; 1) being the unit circle. Finally, 1 maps into 1 and the
point at infinity into — 1. The pole positions st map into x{ (i 1,..., N); the xt
are real and distinct, and |x,| < 1. We did not specify the behaviour of S(s) at infinity.
However, we now require that the new function S(z) (S is used again for convenience)
be defined at z —1, unitary everywhere on C(0; 1), and continuous on A(0; 1)

-{xj. Using (1.1) we now write the full set of conditions on S(z).

(a) S(z) is continuous on A(0; 1) — {xj;
(b) S(z) is analytic in A(0; 1) - {xj;
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(c) S(ew)S*(e">) 1„, 0 < d < n;

(d) S(z) ST(z);

(e) S(l) 1^
(f) S(z) S(z);

(g) lim (z - xAS(z) A1:, A'; PO, A[ ~Â[ A'Y. (1.3)

It is neater to work with the function W(z) defined by

W(z) (ftb(xt;z)\s(z), (1.4)

where

è(x,.;z) (z-x,.)/(l -xfz). (1.5)

The transformation (1.5) maps A(0; 1) bijectively to A(0; 1) and C(0; 1) bijectively to
C(0; 1). The conditions (1.3) on S(z) become the following conditions on W(z):

(a) W(z) is continuous on A(0; 1);

(b) W(z) is analytic in A(0; 1);

(c) W(ée)W*(eie) t„, 0 < O < n;

(d) W(z) WT(z);

(e) W(\) 1^
(f) W(z) W^j;
(g) W(xA Ai, AtP0, (1.6)

with X; real and distinct, |x;| < 1, A{ A{ Aj, i 1,..., N. Our problem is to
find all the matrix functions which satisfy the conditions (1.6).

2. Reduction of the problem

We solve the problem posed at the end of Section 1 in two steps. In this section
we show how condition (g) of (1.6) may be removed, and the problem reduced to
finding functions U(z) satisfying conditions (a)-(f) of (1.6). In Section 3 we give a
general representation theorem for such functions U(z). In the course of removing
condition (g) we shall collect a sequence of necessary conditions for a solution to
exist. These conditions together will be sufficient for a solution to exist. We shall also
be able to distinguish three classes ofproblems (that is, of prescribed xt,AA for which
a solution exists.

We begin by applying the maximum principle given in the Appendix to prove

Lemma 2.1. A necessary condition for the existence of a solution W(z) is that
either

M,-!! < 1, i \,...,N (easel)
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Or

MJ! 1, /= 1,..., N (case II).

Proo/. From (c) and (g) of (1.6) and the maximum principle it follows that
Mill < 1, / 1,..., N, is a necessary condition for a solution J^(z) to exist. Moreover,

if one of the At has norm 1, then || W(z)\\ 1 for z e A(0; 1) and thus all the
other At must also have norm 1.

We next analyse case II in more detail and obtain a further necessary condition
in this case.

Lemma 2.2. If the condition of case II ofLemma 2.1 holds and ifa solution W(z)
exists, then there is a real orthogonal matrix Q and an integer m satisfying 0 < m <
« — 1, such that

QYA& (\n~m °\ ||JJ <l,i=ì,...,N (2.1)

Moreover

,r^.« fi»-» o
Q' W(z)ÇlV * 0 Viz)

where V(z) is an m x m matrix function satisfying the same conditions as W(z), but
with « —> m and with condition (g) o/(1.6) replaced by

V(xA Bt, i=\,...,N.
Proof. Let Q be a real orthogonal matrix which diagonalizes AN in such a way

that

aTA"° - (o 1} «'" - '¦•
where J is a diagonal (« — m) x (« — m) matrix with diagonal elements J{ ± 1

and BN is a diagonal m x m matrix with \\BN\\ < 1. Since MjvII 1> there is at least
one eigenvalue with absolute value 1 and so m < « — 1.

Now the matrix function QTW(z)£l satisfies the same conditions as W(z), except
for the obvious change in (1.6) (g). Application ofthe maximum principle to its first
(« — m) diagonal elements gives

(QTW(z)a)jj Jjj, j 1,...,«- m, ze A(0; 1).

It follows from (1.6) (c) that, for all 0,

(QTW(eie)fì)jk 0, j Pk, 1 <j < n - m or \ < k < n - m.

Thus, by the maximum principle again,

(QTW(z)Q)Jk 0, zeÄWT), jPk,
1 < j < « — m or \ < k < n — m,
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and so

QTW(z)Q (J °
xW \0 V(z)

From (1.6) (e) we have J t„_m, V(\) lm. Further, from (1.6) (g),

aTAta ^n0m °J, /=i,...,at-i,
F(x;) Äi, /= l,...,N.

From Lemma 2.1, ||Äi|| < 1,/= l,...,N- 1, since ||5W|| < 1. D

Thus in case II a further necessary condition on the At is that each At should have
the same number (« — m) of eigenvalues equal to +1 and the same number m of
eigenvalues with absolute value less than 1. Moreover each At must be reducible to the
form on the right side of (2.1) by the same orthogonal matrix £1 In the proof we used
an Q for which BN was diagonal, but it is clear that this was not necessary.

Two subcases of case II may now be distinguished. First, it is possible that
m 0, in which case At 1„, i 1,..., N and the problem has the unique solution

W(z) H„, zeA(0; 1).

On the other hand, if 1 < m < « — 1, we have for V(z) exactly the same problem as
we had originally for W(z), but with a lower dimensionality. Moreover, since \\Bt\\ < 1,

i 1,..., N, we are back to a case I situation for V(z).
We now show how the prescribed values in condition (g) of (1.6) may be successively

removed. We start with a set {AA, and write

At A\°\ W(z) Ww(z), « «(0).

If it is necessary to make the transformation of Lemma 2.2 we write further

Bt Bl°\ V(z) Vm(z), m m(0).

To include case I as well and so give a general discussion we make the obvious
convention that in this case

Bi At, V(z) W(z), m n.

The next lemma shows how to remove one prescribed value.

Lemma 2.3. Define the function Ww(z) by

W«Xz) V>ixN; z)Y\tm - B2yll2iViz) - BN)

xiHm-BNViz))-\im-B2)112. (2.2)

Fhen W(1)(z) satisfies the same conditions as V(z), except that its values are prescribed
only at the points xt,..., xN_ x.

Proof. The necessary background for the matrix operations in (2.2) is given in
the Appendix. The only parts of the proof which are not trivial are given in Lemmas
A.l and A.2. It is clear that Wa\xN) is not prescribed. D
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It follows from (2.2) that

W^Xxi) A\Y i=l,...,N-l,
where

A\» [4(xw; Xi)THK - Bir^iB, - BN)(lm - BNBi)-\im - B2)1'2.

(2.3)

The procedure described in Lemmas 2.1-2.3 may now be implemented again to
define successively matrix functions WU)(z), j 0, 1,..., N, and VU)(z), j 0,1,

N — 1, of dimension nli) and m(S) respectively, where

n „O) > m(0) „(i) > w(i) > m(N-i) n(N) >

The function W°\z) has the prescribed values

W^ixA A\>\ j 0, 1,..., N- 1 and i 1,..., N - j,
while the function Vu\z) has the prescribed values

V^(xA B\», j 0,\,...,N-\ and i=\,...,N-j.
The function W{N)(z) has no prescribed values.

Generalizing (2.2) and (2.3) and the results in Lemma 2.2, the required recursions
are

W«+l\z) [ètx^^z)]-1^, - By>-jrll2(VU>(z) - Btflj)
x (Hm(J, - B^}V^(z)Tl(tmiii - BtiP,)1'2, j =0,l,...,N-l (2.4)

Vu\z) WU)(z) if nP «01, (2.5)

lBÜ)-mo-. J \ ÇiuYWu)<z)Çiu) if w0)<„0), (2.6)
0 V (z)J

AY+li Wxh-jI xdl'Kl^ - B^j)-V2(B!» - BJP.j)

x OU, - BJHjBl»)-l(lm(], - B^j)112,

; 0, l,...,N- 2 and i 1,..., N - j - 1, (2.7)

5.o> ^ if mU) M(i); (2.8)

(n"°om0) Ä">) QU|,P^nU) if w<j) < "0)- (2-9)

It has been assumed in the preceding two paragraphs that the recursion continues
for the full N steps. It is possible that, for some J such that 0 < J < N — 1,

A\J) in(Ji, i=l,...,N-J. (2.10)

The recursion will then terminate at this stage, with the unique function

W"\z) 11„(J), zeMÖYF),

giving a unique solution Wm(z) W(z) of the original problem on reversing the
steps.
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We now distinguish the three classes of problems for which a solution exists.
(1) Suppose that the prescribed x;, At are such that the recursion (2.7), starting

with A\0) At, yields matrices Af which satisfy

MF>|| < 1, j 0, 1,.. N - 1 and i=\,...,N-j.
Then mu) nu\ tip Af, Vw(z) WU)(z), j 0, 1,..., N - 1 (as in (2.5) and
(2.8)). The problem has been reduced to that of finding all « x « matrix functions
U(z) satisfying conditions (a)-(f) of (1.6). From this set of functions {U(z)} the full
set { W(z)} of solutions ofthe original problem is obtained by setting U(z) W{N)(z)
and reversing the steps (2.4) and (2.5) ofthe procedure. We shall say that in this case
the problem has a completely non-unique solution (or, for short, that it is a CNU
problem).

(2) Suppose that the recursion continues for the full N steps but that «(JV) < «(0).

This means that at one or more steps we have MPlI 1» » l,-~-,N — j,so that
the 'sideways' step of Lemma 2.2 (given in (2.6) and (2.9)) is required. In this case the
problem has been reduced to that of finding all matrix functions U(z) satisfying
conditions (a)-(f) of (1.6), but with the dimension of U(z) now less than n. Again the
set {W(z)} of solutions of the original problem is obtained from this set of functions
{U(zy] by setting U(z) W{m(z) and reversing the steps of the procedure. In this
case we say that the problem has a partially non-unique solution (or that it is a PNU
problem).

(3) The prescribed x;, At may be such that the solution is unique (a U problem for
short). The condition for a Ù problem is given in (2.10).

We have now given, in cases (l)-(3) above, necessary and sufficient conditions
on the prescribed xt, At for a matrix function W(z) to exist which satisfies conditions
(a)-(g) of (1.6). If none ofthe conditions for cases (1), (2) or (3) is satisfied, no such
function exists. In the one-channel case, as was pointed out in [1], the conditions on
x,, A{ for a solution to exist can be put in a compact form. Although we shall not
write it here explicitly, a similar compact form can be written down for the «-channel
case, using the powerful theory of unitary dilatations of contractions [18].

One naturally asks what happens if a different procedure is used for successively
removing the prescribed values of W(z). For a U problem it is clear that any
procedure will terminate short ofN steps with a set ofunit matrices. However, for a CNU
or PNU problem the succession of transformations (2.4) and (2.7) could be carried
out in N\ different ways, simply by taking the pole positions in any order. Further, if
transformations of the type (2.6) are required, there is an arbitrariness in the choice of
the QU). Denote by @ any such procedure which removes the prescribed values of
W(z) at x,,..., xN. Since it is quickly verified that each step of a procedure is in-
vertible and thus one-to-one, it follows that, for a CNU or PNU problem, all solutions
W(z) of the problem with N prescribed values are obtained by taking all distinct
solutions U(z) of the problem without any prescribed values and reversing the steps
of any fixed procedure 0". Moreover, if W,(z) and W2(z) are two solutions of the
problem with Af prescribed values and UA[z) and U2(z) are the corresponding solutions
of the problem with no prescribed values (a fixed procedure being assumed), then

W,(z)PW2(z) ifandonlyif Ux(z) P U2(z). (2.11)

Consider next what happens to the number of zeros in A(0; 1) of det WU)(z) as

j increases from 0 to N. From (2.6) it is clear that det V°\z) and det WU)(z) have the



Vol. 51, 1978 General solution ofmultichannel partial-wave dispersion relations 617

same (finite by Lemma A.5) number of zeros in A(0; 1). From Lemma A.7 and (2.4)
it follows that

p(W(j+1)) p(WU)) -nu+1\
where p( W0)) is the number of zeros of det WU)(z) in A(0; 1). Hence

p(3?(W)) p(W) - £«<¦•>. (2.12)
i=l

Thus p(W) - p(0>(W)) is independent of W; denote this quantity by p(0>). Then
p(3P) is independent of ^. For, if iP is the set of all solutions of the problem with Af
prescribed values, then

p(0>) min p( If) - minp(^(I*0).
WsUr W<sW

But in the set 11 ofall solutions ofthe problem with no prescribed values is the function
which is identically !„<„, on A(0; 1); its determinant has no zeros in A(0; 1). Thus

p(0>) min p(W),
WsW

which is clearly independent of 0" ; call it p.
Note further that the function which is identically l„w on A(0; 1) is the only

function in <% whose determinant has no zeros in A(0; 1). For if U(z) is such a function,
it follows that det U(z) is identically 1 on A(0; 1), since (7(1) H„<n). Since U(x0) is
real and symmetric for each x0 in — 1,1), the result follows from Lemma A.4. It now
follows from (2.11) that there is just one function W0(z) in W for which

P(W0) p.

This function is called, in the standard terminology, the isolated solution. If
U0(z) ln(m, zeA(0;l),

then

W0(z) &-\U0(z)),
and the same W0(z) is obtained, whatever the procedure 3f. Note also that from the
preceding discussion it follows that iP may be written as

OD

iP (j irm,
k 0

where iP(k) is the set of all solutions whose determinant has (p + k) zeros in A(0; 1).
The set -W{0) consists of the single function W0(z). Moreover,

Uri» ^-i(^<*)); (2.13)

where %(K) is the set of all solutions of the problem with no prescribed values whose
determinant has k zeros in A(0; 1).

A further question may be raised. From (2.12) we see that

£«<¦>=/>, (2.14)
i=l
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so that the sum on the left side is independent ofthe procedure 2P. For a CNU problem,
of course, the sum is nN. For a PNU problem, however, one may ask whether
different procedures can give rise to different sequences {«(0}. We have not been able
to show that this is not possible. It is clear that «(1) is the same for all procedures, and
it may also be shown (though we do not give the proof here) that the same is true for
«<2). Moreover, we shall show at the end of Section 3 that n(N) is independent of & ;

from this it follows that the sets #(k), k 0, 1, 2,..., are also independent of 3P.

Further than this, together with (2.14), we have not been able to go.
We conclude this section with a result needed in Section 4; its proof requires a

preliminary lemma.

Lemma 2.4. Suppose that there exists a function F(z) which satisfies conditions
(a), (b), (d), (f) and (g) o/(1.6) and the further condition

sup \\Tiz)\\ sup ||TV9)!! < 1.

|Z|<1 9

Fhen the prescribed xt, At define a CNU problem.

Proof. It follows immediately that \\A{ || < 1, / 1,. N. Define

F™(z) [_bixN; z)Y\tn - A2Y"2(F(z) - AN)

x (Hn - ANT(z))-1(l„ - A2»)1'2.

From the manipulations of Lemma A.l we know that

n„ - r^Vrr«V) (n„ - Air112 (n„ - T(e«>)*ANr1

x (Hn - F(eie)*F(eie))(ln - ANF(ei9)yl(tn - A2»)1'2,

since \b(xN; e*e)\ 1. Now, using the equivalence of 1„ — F*F > 0 and ||2"|| < 1,

and the fact that, if H is Hermitian and det M # 0, then

M*HM > 0 if and only if H > 0,

we see that

sup||r(1)(e''9)|| < 1.
e

Thus, from the maximum principle,

sup ||r(1»(z)|| < i,

and, in particular, since A\l) r(1)(Xj),

M^JI < 1, /= l,...,N~ 1.

Continuing this process through a further N — 2 steps, we obtain the required
result.

The converse of Lemma 2.4 is also true, but we do not need it in what follows.
We now use Lemma 2.4 to prove

Lemma 2.5. If the problem with prescribed xt, Ai, i 1,..., N, has a solution,
then the problem with prescribed x;, XAt, i Ì,..., N, has a completely non-unique
solution for 0 < X < 1.
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Proof Let W(z) be a solution of the problem with prescribed x; ,At. If0 < X < 1

and F(X; z) XW(z), then 7XA; z) satisfies the conditions on F(z) in Lemma 2.4, but
with Ai -> >L4i. It follows from that lemma that the problem with prescribed x;, XAt
has a CNU solution. The case X 0 also has a CNU solution, since it follows from
(2.4) and (2.5) that, if U(z) is any function in the set <%, the corresponding function
in fPxs

W(z) (fl b(x,r,z)\ U(z).

3. Representation theorem

We turn now to the problem of finding functions U(z) of dimension
m (1 < m < ri) satisfying conditions (a)-(f) of (1.6). We use m instead of niN); for a
CNU problem m «, while for a PNU problem m < n. We shall show how to
construct each ofthe sets <%m of (2.13). To motivate the construction, we start with
a function U(z) from $tm, so that det U(z) has A: zeros in A(0; 1). Ifk 0 we know
that t/(z) is identically lm, by Lemma A.4. If, however, k > 0, then, for each x0 in
(—1, 1), U(x0) has at least one eigenvalue with absolute value less than 1 ; for otherwise

det U(x0) 1, which by Lemma A.4 contradicts the assumption that k > 0.
Take x0 0 for convenience and let U(0) B. Then either ||fi|| < 1 or ||5|| 1.

In the latter case an orthogonal matrix Q exists such that

B a^m-* °~)C1T, QQT *m,

where 0 < m < m and B is a matrix of dimension m for which ||B|| < 1. Moreover,
in this case we know from Lemma 2.2 that U(z) may be written in the form

with i~f(0) B. If \\B\\ < \ this step is not necessary; in this case we make the
convention that 0 (z) U(z), B B,m m.

Now define a new function

«7(1)(z) z-1(nm-ß2)-1/2(t7(z)-ß)
x (1.- BÜ(z))~\lm- B2)1'2. (3.1)

From the arguments in Section 2, <7(1)(z) satisfies conditions (a)-(f) of (1.6), with
« —> m, and det Lf(1)(z) has k - m zeros in A(0; 1). If A: -m>0we may repeat the
procedure until we arrive at a function whose determinant has no zeros in A(0; 1);
this function is then identically 11. By reversing this procedure we see that each U(z)
can be constructed in a finite number of steps from a function which is identically 1,
and possibly of lower dimensionality. To express this more precisely, note that the
inverse relation to (3.1) is

0(z) (tm - B2rli2(zuw(z) + B)iu + zß[/,1»(z))-1(nft - B2)1'2.

This enables us to formulate the

Representation theorem. The set fy of matrix functions t/(z) of dimension m
satisfying conditions (a)-(f) of (1.6) is the union of disjoint sets^"0:
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fy U «W,
* 0

where the determinant of each function in fy(k) has k zeros in A(0; 1). The following
construction gives all the functions U(z) in fyik). Let {/«/}, j 0, 1,..., q, be
a sequence of integers satisfying

8-1
1 <s m0 < mt < • • • < m m, ^ Wj- k.

l=o
Let Bj, j 0, I,..., q — 1, be real symmetric matrices of dimension mA satisfying
\Bj\ < 1. Further, whenever m,_l < m},j 1,..., q, let Q(j) be a real orthogonal
matrix of dimension m}. Then define U(z) by the recursion

V<J+1\z) (lmj - B2Y"2(zU^(z) + Bj)

x (lmj + zBjU^(z)r\lmj - B2)1'2, j 0,...,q-\,
Uu\z) V^z) if mj mj_u

U^(z) Q°> IK>-"' - ' v^\ &»T ifmj>mj.1,j=l,...,q-\
Ui0)(z) Bmo, Z6A(0;1), C/<«»(z) l/(z).

While we know that all functions U(z) in fyw can be constructed in this way it is

not true that all the U(z) so constructed will be distinct. We look now at the way in
which the distinct functions in fy(1) may be indexed. For k 1, we must have q 1

and

/«0 1, /«j m (> 1).

The case m 1 is trivial; we look at «j > 1 and construct £/<0)(z) 1, K(1)(z)
(z + b)(l + bz)'1, è real, |è| < 1,

"<*>=<""»-"(Y F,"<4K.
where Q is a real orthogonal matrix of dimension m. Writing

n M„_, x'm-l
y nj

QCiT flm is equivalent to

K,-l^m-l + XXT Hm_x, Mm_1JT + //X 0, ^r + «2 l.
Thus

f/(z) llm-(l-FW(z))(^ '*
so that the functions U(z) depend on the choice of b and of the unit vector e in IR™

given by

Vf
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It is not difficult to see that U(z) U'(z) if and only \fb b' and e +e'. Thus the
distinct functions of fy{1) may be indexed by the Cartesian product ofthe open interval
(— 1, 1) and the set of pairs {e, — e} of unit vectors in IRm.

This result may be used to prove the statement in the paragraph preceding
Theorem 2.4, that for a PNU problem niN) is independent ofthe procedure 0>. From
(2.11) and (2.13), it must be possible, for a fixed k, to index the distinct sets fy(k) for the
various possible procedures by equivalent index sets. However, the index sets for
fy(1) for different «(JV) are clearly inequivalent.

4. Consequences of physical interest

We begin by returning to Lemma 2.5. Consider an «-channel case with N poles
for which the prescribed xt, At define a CNU problem. Then the problem with
xt, XAi prescribed is a CNU problem for 0 < X < 1. Denote by W(X; z), 0 < X < 1,

z e A(0; 1), the isolated solution of this problem. Recall from (2.4)-(2.9) (but using
the inverse of (2.4)) that W(X; z) is given by

W(\X; z) (1„ - AW_j(X)2r1,2(b(xN-}; z)W«+l\X- z) + A<j>\j(X))

x (1, + b(xN.j; z)AtiYj(X)WU+1>(X; z)y\lLn - A^X)2)1'2,

j N - 1,...,0,
with

WiN\X; z) 1„, z e A(0; 1), Wm(X; z) W(X; z),

where

Ar1](X) IKxn.jixJ]-1^ - Ay_j(X)2)-ll2(A<f-(X) - A$.ß))
x (K - AW_{X)AY>(X»-l0Lm - A^ß)2)1'2,

j 0,...,N - 2, /= \,...,N -j- 1,

with

Af\X) XAi, i= h--.,N.
In particular,

W(0-z) (j\b(Xi-z)\tn. (4.1)

It is clear from the recursions of the previous paragraph that W(X ; z) is continuous
in X on [0,1], uniformly with respect to z in A(0; 1). Note that it is the hypothesis that
Xi, Ai define a CNU problem which secures this continuity on the closed interval
[0,1]. Applying Lemma A.6 to/A(z) W}i(k; z),j 1,...,«, we see that, provided

inf \Wjj(X; ew)\ > 0,.
0<A<1
0<9<2n

the function Wjj(X; z) has the same number of zeros in A(0; 1) for all X in [0, 1].
From (4.1), ^(0; z) has N zeros in A(0; 1); so then does Wj}(\ ; z), the isolated
solution of the CNU problem with x;, A( prescribed.
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We now take up the question introduced in Section 1. This may be formulated
precisely as follows :

(a) take a solution W(z) of an «-channel problem with prescribed x;, Ai ;

(b) compute, for eachy in {1,...,«}, the inelasticity parameter nj(9) for the one-
channel elastic scattering process y —> j, namely

nß) \Wjj(eie)\;

(c) consider the one-channel problem with prescribed x,-, (AAj; and rfj(6) (which
we shall call the equivalent inelastic one-channel problem j, or EIOCP j for
short) and seek to characterize the solution Wjj(z) of this problem.

In particular, when W(z) is the isolated solution of an «-channel CNU or PNU
problem, we are interested in finding conditions for which Wu(z) is the isolated solution

of the EIOCP j.
Let us digress for a moment to note that by a Froissait transformation [19] an

inelastic one-channel problem can be transformed into an elastic one-channel
problem. Define the function L(z) on A(0; 1) by

1

L(z) exp j e + z
dt -r In —e" - z n(t)

zeA(0; 1),
_27t_

and a new function W(z) by

W(z) L(z)W(z).

Then W(eie)\ 1 if \W(ew)\ n(0). Since L(z) does not vanish in A(0 ; 1), W(z) and
W(z) have the same number of zeros in A(0; 1). Thus, if we say that an inelastic one-
channel problem is a CNU problem whenever the transformed elastic one-channel
problem is a CNU problem, then the isolated solution of such a problem has N zeros
in A(0; 1), and the other solutions have more than Af zeros in A(0; 1). There are
clearly no PNU problems in the one-channel case. However, there are problems with
a unique solution, and in such cases the solution has less than N zeros in A(0; 1).
Note too that for an «-channel case with « > 1, the determinant of the isolated
solution of a CNU problem has «Af zeros in A(0; 1), while the determinant of the
isolated solution of a PNU problem or of the solution of a unique problem has less
than nN zeros.

We may now state the result in the paragraph following (4.1) in the form of a
lemma.

Lemma 4.1. Letxt,Ai,i 1,..., N, define a CNUproblem with «(> 1) channels.

Denote by W(X; z), 0 < X < 1, ze A(0; 1), the isolated solution ofthe CNU problem
with prescribed x;, XA{. Let

t]j(X; 6) \Wjj(X; e">)\, 0 < X < 1, 0 < 0 < 2tt.

//
inf nj(X;0)>O, (A.2)

0<A<1
0<e<2n

then Wjj(l;z) is the isolated solution of EIOCP j (with prescribed xt, (At)jj and

rijil;0)).
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This is a convenient point at which to give the natural generalization of Levinson's

theorem for the multichannel case we have considered. In view of the remarks
immediately preceding Lemma 4.1 (which apply to det W(z), W(z) being the isolated
solution of a CNU or PNU problem, or the solution of a unique problem), and the
relation (1.4) between W(z) and S(z), it follows that, if Ds is the difference between
the number of zeros and the number of poles of det S(z) in A(0; 1), then Ds 0 for
the isolated solution of a CNU problem, while Ds < 0 for the isolated solution for a
PNU problem or for the solution of a unique problem. In particular, if det S(e'e)
exp (/A(0)), then

A(2n) - A(0) 0

for the isolated solution for a CNU problem.
We now apply Lemma 4.1 to a special case.

Lemma 4.2. Fake a one-pole CNUproblem with «( > 1) channels; let W(xt) A,
with \\A\\ < 1. Fhen ifWiz) is the isolated solution of the n-channel problem, Wjj(z)
is the isolated solution ofEIOCP j.

Proof. If A QDQÂ, with Q a real orthogonal matrix, then

W(X; z) £l(b(Xl ; z)l„ + XD)(tn + Xb(xx ; z)D)~1CiT,

Wjj(X; z) £ £i%(b(Xl ; z) + Xdk)(\ + Xb(x, ; z) d,)'1.
k=l

The matrix D is diagonal, and its diagonal elements dk are real and satisfy \dk\ < 1,

k 1,..., n.
It is easy to verify that

Im W (X- e») Y ^(1-A2<42) (l-x2)sin0
iM' ' £, |1 + Xb(Xl ; eie)dk\2 |1 - Xl eie\2

Further,
Wn(X;\)= 1, Wjj(X;-l)= -1.

Thus (4.2) is satisfied and the result follows from Lemma 4.1.

We turn now to the next most simple case, that of two poles at x;, x2 with « x «
matrices Ax, A2 prescribed. We shall consider only CNU cases, so that

Mill < L /= 1,2.

It is more convenient to use the matrices Pt defined by

Pi (H + ^i)(Il -Ar1,
which satisfy,

^>0, /=1,2, (4.3)

Using the recursion at the beginning of this section, the isolated solution is given by

W(2\z) H„, zeA(0;l),
W^(z) (b(xx ; z)ll„ + ^<1>)(n„ + b(Xl ; z)^1')"1,
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W(z) Wm(z)

(1. - A22)-1'2ibix2;z)Ww(z) + A2)

x (ïï„ + b(x2;z)A2W^(z)y1(îLn - A2)1'2,

with

4" Wx^Xi)]-1^ - Alr^iA, - A2)(tn - A2Aiy1ßn - A2)1'2

[_b(x2; xjy'iP - ln)(P + IJ-1, (4.4)

P P21'2P,P21>2. (4.5)

From now on we write b instead of b(x2 ; x,). For a CNU problem we also
require M^'ll < 1 ; by (4.4) this is equivalent to

(1 - \b\)/(l + \b\) < Pi <(l + \b\)/(l - |*|), (4.6)

where pt,i= 1,..., «, are the eigenvalues of the positive matrix P defined in (4.5). A
tedious computation, which uses the identity

b(x2 ; x1)è(x1 ; z)b(x2 ; z) b(x2 ; xt) + b(xy ; z) — b(x2 ; z),

shows that the isolated solution may be put in the form

W(z) (Q(z) - q(z)ln)(Q(z) + q(z)ln)-\
where

Q(z) (z- x2)(l - x2z)(l - x2)P1 - (z - xj(l - xxz)(l - x2)P2,

q(z) (xt - x2)(l - XiX2)(l - z2).

The conditions (4.3) and (4.6) ensure that det (Q(z) + q(z)ln) has all its 2« zeros
outside C(0; 1) and that det (Q(z) - q(z)i„) has all its zeros inside C(0; 1). That
each of these statements implies the other can be seen from the relations

ß(z"1) z-2Q(z), q(z'1)= -z~2q(z), z # 0. (4.7)

To obtain results of physical interest we confine ourselves from now on to the
case of two channels. Then

W12(z) 2[det(ß(z) + ?(z)H2)]-1?(z)ß12(z),

where

ß12(z) (z2 + l)[-x2(l - x2)(7\)12 + Xl(l - x2)(P2)12]

+ z[(l + x2)(l - x2)(Pt)12 - (1 + x2)(l - X2)(P2)12].

The product of the two zeros of Q12(z) is 1. There are thus cases where Ql2(z) has
complex conjugate zeros on C(0; 1). Physically, this means that there is an energy
above threshold at which the two channels decouple. The simplest such case occurs
when (P1)12 iP2)i2, since

2| -x2(l - xj) + Xl(l - x2)\ > |(1 + x2)(l - x2) - (1 + x2)(l - x2)|.

Condition (4.6) can also be satisfied at the same time, since it holds for Pl and P2
in a neighbourhood ofPt P2. We have shown that there are two pole, two channel
cases for which the 'dynamical input' x;, At(i =1,2) gives an isolated solution for
which the two channels decouple at an energy above threshold.
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We consider now the characterization, for the isolated solution of a CNU two
pole, two channel case, of the solutions Wu(z) of the two EIOCPs. Suppose that
Wll(z) has «j; zeros inside C(0; 1), mc zeros on C(0 ; 1) and m0 zeros outside C(0 ; 1).
Denote the corresponding quantities for W22(z) by «;, «c, «0 respectively. Since

Wjj(z) [_det(Q(z) + q(z)l2)r1
x [det Q(z) - q\z) - (-)Jq(z)(Q11(z) - ß22(z))], j 1, 2,

it follows from (4.7) that

m, «o, mc nc, m0 «;.

Also,

mt + mc + m0 A.

Since rVjj(l) rVjj(— 1) \,j 1, 2, it follows that only the following cases can
occur :

mc A, mt 0, m0 0; (4.8a)

mc 2, W; 2, m0 0; (4.8b)

mc 2, m; 0, w0 2; (4.8c)

/wc 0, m( 4, «J0 0; (4.8d)

wc 0, mt 2, m0 2; (4.8e)

wc 0, /n; 0, m0 4. (4.8f)

In case (4.8a) both EIOCPs are unique. In case (4.8b), Wx t is the isolated solution of a
CNU EIOCP, while W22 is the solution of a unique EIOCP. These characterizations
of Wll and W22 are reversed in case (4.8c). In case (4.8e) both Wn and W22 are the
isolated solutions of CNU EIOCPs. In case (4.8d), Wll is a solution of'CDD' type
[20] (with two extra zeros in A(0 ; 1)) of a CNU EIOCP, while W22 is the solution of a
unique EIOCP. The characterizations of Wtl and W22 are reversed in case (4.8f). We
now give explicit examples of all six cases.

We shall first look for an example of case (4.8a). Note that if W11(e±,e) 0,
then, by unitarity, W22(e±m) 0 and so

det Q(ew) - q2(ew) 0 and Q^e16) Q22(eie).

If mc A there must be two pairs of zeros of W^ on C(0; 1), e±Wl and e±iBl. This
means that [Qu(z) — ß22(z)], which is a second degree polynomial, has four zeros
and thus is identically zero. This can occur if and only if

(Pj),, =(Pj)22, 7= 1,2.

But then both P1 and P2 can be diagonalized by the orthogonal matrix

_1_/ 1 r
V2V-1 K

In such a case we need to look at the zeros of det ß (z) — q2(z). The products of the
four zeros is 1. Since Wlt and W22 must have an even number of zeros on the real
axis between — 1 and 1, the only possible subcases are (4.8a) and (4.8e). We now give
an example to show that both cases occur.



626 G. Nenciu, G. Rasche, M. Stihi and W. S. Woolcock H.P.A.

Take

(At)u (Ai)22

(4,)i2 (At)21

*i -y
1 -

Xi

- xty,

+ y

+
Xj + y

1 + x,yt

Xi- y

i 1, 2,

/= 1,2,
v1 + xty) \\ - xty)

where 0 < y < 1. It is not difficult to check that the isolated solution is given by

^n(z) W22(z)

Wl2(z) W21(z)

z - y
1

z

-yz,
+ /

z + y
1 + yz.

z - y
^l + yz) \\ — yzj

It is a bit more difficult, but still routine, to check that (4.6) holds. It is easy to verify
that the four zeros of W,fiz) are at

(2^)-1[±/(l - y2) ± {Ay2 - (1 - j>2)2}1/2].

Thus, if 0 < y < Ql — 1), the four zeros are all on the imaginary axis, with two
inside C(0; 1) and two outside. However, if Çjl — 1) < y < 1, all four zeros are on
C(0; 1).

The next lemma gives another example of case (4.8e).

Lemma 4.3. Consider a two channel, two pole CNU case with prescribed x{, At,
i 1,2, and assume that

A\A2 — A2Ay 0,

so that the At can be diagonalized by a real orthogonal matrix

cos co sin co\
Q.

¦ sin co cos co
If cos 2ft) # 0, the isolated solution ofthe two channel

problem has diagonal elements Wiy(z), W22(z) which are the isolated solutions of the
two EIOCPs.

Proof. Let wt(z), / 1, 2, be the isolated solutions of the two one-channel
problems in the diagonal representation. Each of them has two zeros in A(0; 1) and

\w,(eie)\ 1 for all 0.

The isolated solution of the two channel, two pole problem is

'w,(z) 0

0 w2(z)j

so that

^n(z) cos2 (ow,(z) + sin2 mw2(z),

W22(z) sin2 cow^z) + cos2 cow2(z).

If cos 2co ^ 0, then cos2 co p sin2 co. If cos2 co > sin2 co, it follows that

|cos2 cow^e^l > |sin2 cow2(e'9)|

w(z) n nr,
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and so, by Rouché's theorem, Wlt(z) has the same number of zeros in A(0; 1) as

w^z) has, namely 2. The same conclusion follows if sin2 co > cos2 co, and the same

argument shows that W22(z) also has 2 zeros in A(0; 1). D

We now give examples of the other cases in (4.8). Take •

(^i)n CP2)u Pi, ipi)n ipi)i2 Pi, PiPPi,
(Pt)12 ed, (P2)12 0, e ± 1, d > 0.

To have Pt > 0 we must take pj > 0, p2 > 0, p,p2 > d2. The matrix P of (4.5) is

1 £rf/(PiP2)1/2N
P~

\Bdl(plP2)1'2 1

so that (4.6) is satisfied if and only if
d/iPiPi)1'2 < l\b\/(i + \b\) (<1 since |*| < 1).

This more restrictive condition replaces PyP2 > d2. It is more convenient to use
d' d(\ - b2)ll2/l\b\,

in terms of which the condition becomes

d'2/Plp2 < (1 - H)/(l + |*|). (4.9)

If we write further

d'2 1 + Ô,

then

Qu&QiiV) - ßi22(z) - q\z) + q(z)(Q11(z) - Q22iz))

[(z2 + 1)(1 + XjX2) - 2z(x: + x2)]

x [(z2 + l){PiPi(l - xj)(l + XjX2) - (1 - 3x,x2 + 3x\ - Xjxf)}
— 2z{p1p2(l — x2)(xt + x2) — (3x2 — xi — 3xxx\ + x|)}

+ (1 - xtx2)(l - x2)(Pl - p2)(\ - z2)]

- 45(1 - x2)[(z2 + l)x2 - z(l + x2)]2. (4.10)

If è 0, the quartic in (4.10) has two zeros on C(0; 1), namely Ç0, £0> with

(X, + x2) + /(1 - x2)1/2(l - x2)1'2
1 + x,x2

The other two zeros are those ofthe other quadratic in the term in (4.10) which does
not involve ô. We denote this quadratic by

cp(z) <xz2 + 2ßz + y.

When ô 0, we must choose

P1P1 > (1 + |*|)/p - |*|), (4.11)

by (4.9). Further,

q>(\)<p(-\) (z + y)2 - Aß2

4(1 - x2)2(l - xlX2)2l(plP2 - l)2 - (Plp2 + l)2*2] > 0,
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by (4.11), which, together with the reality of a, ß, y implies that the two zeros of <p(z)

are both inside, both outside, or both on C(0; 1). The product of the two zeros is

y/a, which has the form

[a + c(pi #- p2)][a - c(pj - p2)]_1,

where a is real and c is real and positive. Further, from (4.11),

a (PiPi + 1)(1 - x^)(l + xxx2) - 2(1 - XjX2)(l + x22)

> (\l-~xfxf(\-\bi) C1 + Xl*2 + Sgn {XÌ - XÌ)\Xl + *& > °-

Thus, ifpx < p2, \y/<x\ < 1 and q>(z) has two zeros inside C(0; 1), while ifp, > p2,
\y/a.\ > 1 and cp(z) has two zeros outside C(0 ; 1 (one of these zeros may be at infinity
for exceptional values ofpl, p2 for which a 0). We have thus given examples of
cases (4.8b) and (4.8c).

It is easy to give examples ofcases (4.8d) and (4.8f) by making ô in (4.10) different
from zero. Consider what happens to the zeros £0, £0 ofthe quartic (4.10) as ô moves
slightly from zero. Suppose that £0 moves to Ço0 + rf). Then

0 * fortCo - CoMCo) - 4^(1 - x2)[(x2 - Co)(i - x2Co)T-

But

(x2 - Co)(l - x2Co) (1 + Xixj-^l + 3xjX2 + 3x1 + XjxDCo

and
(1 + 3xjX2 + 3x| + XjX2) / 0 since (x2 — Co)(l ~~ X2Ç0) p 0.

Thus

2///Co(Im CoMCo) ~ 4(1 - xf)(l + 3xtx2 + 3x^ + x^)2
x (1 + x1x2)"2Co ô.

Since Co Co1 and CqCÌCo1) aCô"1 + Iß + ?Co, it follows that

2(1 - xf)(l + 3xtX2 + 3x\ + xlxl)2(y -_o)Ke,?Ä
(1 + x,x2)2 KC0)|2

so that

sgn (Re ri) sgn (px - p2) sgn Ô.

Thus, ifPi < p2, W1 t(z) has two zeros which remain inside C(0 ; 1), and as <5 increases
through zero the other two zeros move through C(0; 1) from the outside to the
inside. For ö slightly greater than zero, then, Wll(z) has four zeros inside C(0; 1)

(case (4.8d)). On the other hand, ifpl > p2, W^lz) has four zeros outside C(0; 1)
when ô is slightly greater than zero (case (4.8f)).
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Appendix

We use freely in the paper some elementary results about « x « matrices,
considered as linear operators on the finite dimensional Hilbert space C", with the
usual scalar product, namely

n

(x,y) £ x-Ji, x,je<C".
i=i

These results include the norm continuity of the product, the existence of a unique
non-negative Hermitian square root of a non-negative Hermitian matrix, and the fact
that ln — A*A > 0 is equivalent to M|| < 1.

Two lemmas follow, involving a kind of matrix Blaschke transform. Let A, X
be « x « matrices satisfying

mu < i, a ä at, imi < i.
Define [21]

Y (H„- A2y1'2(X - A)(i„ - AX)-\tn - A2)1'2. (A.l)
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Lemma A.l [21]. Fhe transformation (A.l) is invertible and thus is one-to-one.
Moreover,

X*X tn ifand only if Y*Y 1„.

Proof. It follows directly from the definition (A.l) that

tn - Y*Y= (ln - A2)ll2(tn - X*A)-'
x [(n„ - Z*^)(lln - A2)-\l„ - AX) - (X* - A)

x (n„ - A2)~\X - A)-](K - AX)-\tn - A2)1'2.

An explicit calculation of the expression within the square brackets shows that it is

just (a„ — X*X), which completes the proof. The calculation uses the result

H„ - AX (1„ - A2) - A(X - A). D

Lemma A.2. IfXT X, then YT Y.

Proof. From (A.l),
YT (1„ - ^2)1'2(1„ - XA)-\X - A)(tn - A2)-1'2.

Thus YT Y is equivalent to

(X - A)(t„ - AX)-\tn - A2) (B„ - ^12)(11„ - XA)-\X - A).

But

11„ - A2 H„ - AX + A(X - A)

tn- XA + (X - A)A,

so that YT Y is equivalent to

(X - A)(in - AX)~XA(X - A) (X - A)A(Ü„ - XA)~l(X - A).

Since

(1„ - AX)A A(\ - XA),

the result follows.

There is one result from the theory of analytic functions of a complex variable
which we used constantly in the paper. This is the extension to analytic matrix
functions of the maximum modulus principle for the usual complex-valued analytic
functions. We refer to it as the maximum principle and give it now in the form we
require.

Maximum principle. Let F(z) be a matrix function analytic in A(0; 1) and

continuous on A(0; 1). (This is equivalent to requiring that each element of F(z)
possess these properties.) Then, if M sup ||F(OI|, we have

\\F(z)\\ <M, zeA(0;l).
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Further, if ||.F(z0)|| M for some z0 e A(0; 1), then ||F(z)|| M for all z in A(0; 1).

For a proof of the maximum principle we refer to Hille and Phillips [22]. We
now apply it to prove two more lemmas.

Lemma A.3. Let F(z) be a matrix function analytic in A(0; 1) and continuous on

A(0; 1). Further, let F(z) be unitary in C(0; 1) and let F(z0) be unitary for some z0 in

A(0; 1). Fhen F(z) is a constant (unitary) matrix for z e A(0; 1).

Proof. Since F(z0) is unitary it may be diagonalized by a unitary matrix U:

F(z0) U*DU, U*U=l„.
where D is diagonal and \DU\ 1, / 1,..., n. If

G(z) UF(z)U*,
then G(z) has the same properties as F(z) and |Ga(z0)| 1. Thus by the maximum
principle for ordinary analytic functions, Git(z) is a constant, of modulus 1, on

A(0; 1). Since G(z) is unitary in C(0; 1), Gtj(z) 0 in C(0; 1) for i # ;'. By the

maximum principle again, G^z) 0 on A(0; 1). Thus G(z) D, F(z) U*DU, a

constant unitary matrix, for z e A(0 ; 1).

Lemma A.4. Let F(z) be a matrix function analytic in A(0; 1) and continuous on

A(0 ; 1 Further, suppose that F(z) is unitary inC(0; 1 and that, for some z0 in A(0 ; 1

F(z0) is normal and |det F(zQ)\ 1. Fhen F(z) is a constant unitary matrix for
zeA(0;l).

Proof. Since F(z0) is normal, it may be diagonalized by a unitary matrix U:

F(z0) U*DU, U*U 1„,

where D is diagonal and |det.F(z0)| n>"=i|A<| 1- On the other hand, by the
maximum principle,

|| F(z0) || =max\Du\< 1.
t

Thus \DU\ 1, / 1,..., « and F(z0) is unitary so that Lemma A.3 applies.

The next Lemmas (A.5-A.7) concern results about the number of zeros of
functions analytic in A(0; 1).

Lemma A.5. If f(z) (not identically zero) is analytic in A(0; 1) and continuous

on A(0; 1) and iff(z) does not vanish in C(0; 1), thenf(z) has afinite number of zeros
in A(0; I).

Proof. If f(z) has an infinite number of zeros in A(0; 1), these zeros have an
accumulation point. This point cannot be in A(0 ; 1 for then/(z) would be identically
zero. On the other hand, this point cannot be in C(0; 1), for this would contradict the

continuity of/(z) on A(0; 1).
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Note that if, further, \f(z)\ 1 in C(0; 1), then/(z) is a Blaschke product with a
finite number of zeros :

/(z) n fib- (A-2)
k=1 i — akz

where we may choose the ak so that 0 < |ax| < ¦ • • < \ap\ < 1.

RouchPs theorem. If/(z), g(z) are analytic in A(0; 1) and continuous on A(0; 1)
and if \g(ei6) - f(ei0)\ < \f(ei9)\ for all 0, then/(z) and g(z) have the same number of
zeros in A(0; 1).

For the proof, see Rudin [23], Theorem 10.36 and Ex. 10, page 266.

Lemma A.6. Let fx(z) be analytic in A(0; 1), continuous on A(0; \) for each X in
[0, 1], and continuous in X on [0, 1], uniformly with respect to z in C(0; 1). Iffurther

inf \fx(ew)\ > 0 for each X in [0, 1],
e

thenfYY) has the same number of zeros in A(0; F)for all X in [0, 1].

Proof. Let p(X) be the number of zeros of fk(z) in A(0; 1) and let X0 e [0, 1].
Then we can find ô > 0 such that, for all 0,

\fxiem) - h0iPe)\ < inf \f,0ie'% X e [0, 1] n {\X - X0\ < Ö}.
e

By Rouché's theorem, p(X) p(X0) for this set of values of X, and so p(X) is constant
on [0,1]. D

Corollary. Let f(z) be a Blaschke product of the form (A.2) and let g(z) be the

function

g(z) (f(z) - a)(\ - qfiz))-1, \a\ < 1.

Fhen g(z) also has p zeros in A(0; 1).

Proof. Define

hiz) (f(z) - Aa)(l - X~af(z))-\ \a\<\,0<X<\,
and use Lemma A.6.

There is a natural extension of this result to the 'matrix Blaschke transform' of
(A.l).

Lemma A.7. Let F(z) be a matrix function analytic in A(0; 1), continuous on

A(0; 1) and unitary in C(0; 1). Let A be a real symmetric matrix with M|| < 1 and
define the matrix function G(z) by

G(z) (ln - A2)-1'2(F(z) - A)(ln - AF(z))-\tn - A2)1'2.

Fhen det F(z) and det G(z) have the same number ofzeros in A(0; 1).
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Proof Define

Fx(z) (l. - X2A2)-1'2(F(z) - XA)(t„ - XAF(z))-1(ln - X2A2Y'2,

0 < X < 1.

Then Fx(z) for each X in [0, 1] has the same properties as F(z) and

F0(z) F(z), F,(z) G(z).

Moreover, it is clear that Fx(z) is continuous in A on [0, 1], uniformly with respect
to z in C(0; 1). This implies the continuity in X of each of the elements of Fx(z)
and thus of det Fx(z) -(in the absolute value norm). Now apply Lemma A.6 to
fx(z) det Fx(z). D
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