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The Scattering Matrix for some Non-Polynomial Interactions I

by Sergio Albeverio and Raphael Heegh-Krohn

Institute of Mathematics, University of Oslo, Blindern, Oslo, Norway

(2. 1V. 73)

Abstract. We continue the study of quantum field theoretical models in #» dimensional space-
time with interaction densities which are bounded functions of an ultraviolet cut-off boson field.
For the scattering matrix of the space cut-off interaction, constructed in terms of asymptotic
fields, we prove analyticity in the coupling constant A and convergence of the linked cluster ex-
pansion for sufficiently small A\. The correlation functions and imaginary time Wightman functions
for the infinite volume limit constructed in a previous paper are also proved to have a linked cluster
expansion, convergent for sufficiently small values of A. This is then used, together with the results
on the space cut-off S-matrix, to establish the existence and analyticity in A of the infinite volume
scattering functions and to prove reduction formulae for the infinite volume Wightman functions.

1. Introduction

The basic quantities for the description of scattering processes for systems of
infinitely many particles have been proven to exist only for certain classes of quantum
field theoretical models?), all of them breaking in one way or the other at least some
of the Wightman axioms for a satisfactory local covariant quantum field theory. In
particular only for few models with translation invariant interaction the existence of
an S-matrix has been established?). In this paper we begin the study of the S-matrix
for a class of models of self-coupled bosons in # dimensions, with translation invariant
non-polynomial, ultraviolet cut-off interactions. These models have vacuum prob-
lems (vacuum polarization) as well as one-particle problems (translation invariance
and pure creation terms in the interaction). They have an interaction of the form:

X [ i ay(s) az,

where @,(%) is an ultraviolet cut-off time zero Boson field in (n — 1) space dimensions?)
and dy(s) is a finite measure of bounded support (with dv(—s) = dv(s), — meaning
complex conjugate).

In a preceding paper [5]*) we proved, in particular, the existence, uniqueness and
analyticity in the coupling constant A of the vacuum in the infinite volume limit and

1) See e.g. the introduction of [1] and the references given therein.

2)  Besides Lee-type models and quadratic interactions (see the corresponding references in [1]),
we should mention the case of fermion interactions with ultraviolet cut-off and no pure
creation or annihilation terms in the interaction [2], as well as the case of Nelson’s type
models (simplified Yukawa interaction): [3], [1], [4].

3)  For technical reasons most results are stated and proved only for the case of a number of
space-time dimensions # = 4.

4)  See also the references given in [5] concerning previous work on this class of models.
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of the corresponding imaginary time Wightman functions for this class of models,
for all [A| < Aq, Ao > 0.

In this paper we start (Section 2) from the construction of the scattering matrix
for the space cut-off interaction in terms of asymptotic fields. An asymptotic expansion
of this S-matrix (or, more precisely, of its generating functional) in powers of A is then
derived. The following sections will then establish, through the identification of this
expansion with a linked cluster expansion, the actual convergence of the series for all
|A| < Ao. In Section 3 we prove the linked cluster expansions, as convergent series for
|A] < A, of the infinite volume correlation functions introduced in [5], of the corre-
sponding imaginary time Wightman functions and of the corresponding truncated
quantities. In Section 4 we prove the linked cluster expansion, as asymptotic series
for small values of |A|, of the space cut-off S-matrix, starting from the asymptotic
expansion derived in Section 2. Moreover, we show that the S-matrix is given in terms
of scattering functions which have a formal power series expansion in which every
term has analytic continuation from the positive real axis in the time variables to the
positive imaginary axis.

In Section 5 we start by proving that the scattering functions are the analytic
continuation of the correlation functions from positive times to positive imaginary
time. This is done by first establishing the joint analyticity in the time variables, in
the right half plane, and in the coupling constant A, for |A| < A, of the correlation
functions for the space cut-off interaction. This, together with their linked cluster
expansion (proven to converge for [A| < A, by the methods of Section 3), yields the
identification term by term and then, due to the convergence, globally of the scattering
functions with the analytic continuation of the correlation functions. Moreover, this
implies the convergence of the linked cluster expansion of the scattering matrix for
the space cut-off interaction and its analyticity in A, for |A| < A,.

The S-matrix, as defined originally in terms of the asymptotic fields, is proven
to be the sum of this expansion, for all complex A with |A| sufficiently small.

In Section 6 we prove that the scattering functions have unique limits when the
space cut-off is taken away, for —Ay < A < A,. The infinite volume scattering functions
are uniformly bounded in all space time variables and analytic in time differences in
the lower half plane. Moreover, they are the analytic continuation of the correlation
functions and yield reduction formulae for the Wightman functions (in the same way
as the correlation functions give reduction formulae for the imaginary time Wightman
functions). Finally the finite volume scattering amplitude for given ingoing and
outgoing momenta are expressed through the Fourier transforms of the scattering
functions and the existence of the off-shell scattering amplitudes in the infinite volume
limit is remarked. The discussion will be pursued in a forthcoming paper. Throughout
this paper we shall always use the same notations as in our previous discussion [5] of
the models under consideration.

2. The Scattering Matrix for the Space Cut-Off Interaction

In the previous paper [5] we considered self-interacting boson fields with
Hamiltonian of the form

Hi=Ho+X | o) ds, 2.1)

EHET
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where H, is the free energy of a free time zero boson field ¢(%) of mass m > 0, and
@s(%) = [ x.(F — ) p(P)dy, with € R"!, n being the number of dimensions of space-
time, and

Xe(*) € C(R™ ), x:(%) =0, x.(%) = x.(—7).

v(er) is a real-valued function of the form v(a) = [ ¢'*du(s), where dy(s) is a bounded
measure of bounded support on the real line. A is a real number (the coupling constant).
H, is then a self-adjoint operator, bounded from below, with the same domain as H,
in the Fock space & of the free boson field ¢(%) [6]. Interactions of the form (2.1) have
also been considered in [7], where it was proven that the asymptotic fields exist as
strong limits and the scattering matrix was then given in terms of these.

In [6] it was proven that H, has a simple lowest eigenvalue E,; with the corre-
sponding normalized eigenvector £2, which can be chosen so that (£2,,£2;) >0, where
£2, is the Fock vacuum.

For any operator 4 on & we define:

A, = e—itH, gitHy 4 g—itHo pitH, (2.2)

The free time zero field g(X) is given in terms of the annihilation and creation operators

a(p) and a*($) by

>

= e R . dp
@(F) = 2712 (7)) "f_l e % (g*(—p) + a(P)) ;(}3)—”2 (2.3)
where pu(p) = (p? + m?)/2, Let D, be the domain of Hyand D'/2 the domain of H/?, and
a* (k) = [ a*(3) (7) ap, 24

where a * stands for a or a*. The following theorem was proven in [7].

Theorvem 2.1

a) Let he L,(R" ") and ¥ e DV2, Then af (h) ¥ converge strongly as ¢ tends to
+o0. The limit operators a ¥ (k) are closable operators defined on D2, and a§ (k) map
D2 into &, uniformly boundedly in % with respect to the natural norm in Dy/z. If
we denote the closure of a¥ (%) also by a¥ (%), then a%*(k) and a. (k) are the adjoints of
each other.

b) Let g and 4 be in L,(R"!). Then a ¥ (k) map D, into the domain of 2% (g), and
a¥(g)a¥(h) map D,into &, uniformly boundedly in g and % with respect to the natural
norm on D,. a¥ (k) satisfy the same commutation relations on D, as do a* (k) on D,,.
H, and a ¥ (h) satisfy the same commutation relations as do H, and a ¥ (%), in the sense
that e!*™Hig % (h) e~"H1 = q % (h_,) on Dy,,, where h,(p) = P h($) and k., goes with a*
and &_, with a.. _

c) a,(h)2,=0 for all he L,(R"!). Let #, be the Fock spaces constructed with
a* (k) as annihilation-creation operators and £2, as Fock vacuums. Then # decomposes
relatively to the asymptotic operators a¥ (k) as a tensor product F =%, ® V9,
where 2, ® V? is the subspace of & annihilated by a, (k) for all he L ,(R*"!). With
respect to this decomposition, H, — E, decomposes as
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H3 is the free energy operator (to the mass m) in & ., and 1 ® HY is the restriction
of H to the invariant subspace 2, @ V?. W

The S-matrix element between » outgoing particles with momentum distributions

given by Ay, . . ., h, in L, and m incoming particles with momentum distributions
givenby gy, . . ., g, in L, is given by
S:i,m(h’l’ tet hn;glx SR m) = (at(hl) e af(hn) Ql' ai(gl) T ai(gm) Ql) (25)

This gives the relation between the asymptotic fields and the S-matrix.
We now define the wave operators Wi by

Wha*(hy) ... a*(hy) Qo= ak(hy)...a%(h,) 2,. (2.6)

Then W, are isometries mapping & onto & ,, and by (2.5) the scattering operator S
1s given by

St=Wu Wi, (2.7)

Since W are isometries, we have ||S|| < 1 (|| || denoting the norm in &), and from the
commutation relations for H and a¥(%) we get that

[St, Hy] = 0. (2.8)
Let
o(f) = f o(®) f(%) d%, (2.9)

with freal and in #;1{2, where #, /2 is the Sobolev space of order (—3) (see [5]). Then
@(f) is essentially self-adjoint on D. Let ¢,(f) be given by (2.2) and ¢.(f) be defined
by (2.9) and (2.3), with a ¥ substituted for a #. It follows then from Theorem 2.1 that
@ (f) is also essentially self-adjoint on D. This implies that e*" converges strongly
to e'e: ast — +oo.

From (2.2) it follows easily that, for any bounded operator 4 :

t
A,=A—1A fds g—isH,; gisHo [V (s), 4] é~5Ho g1 (2.10)
o

with

Vi= f v(p,(x))d% and V,(s) = e—isHoV gisHo,

|%] <t

If A, converges strongly to 4, as ¢ — +oo, it follows from (2.10) that
' t

Ag=A_—7) j ds e=isHy gisHo [V (s), A] e~isHo gisH, 2.11)
and

+c0
A, =A_—i) f ds e—isHi gisHo [V (s), A] e—isHo gisHi, (2.12)
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where the integrals are strongly convergent. Since ¢**Y) converges strongly, we get
from (2.12)

+o0
eiv (f) = gie_(f) — 4 j ds e=5Hi gisHo [V (5), ¢10(f)] g—isHo gisH (2.13)
Due to the form of V, and v(x), we see that B, = (e'sH#o[V (s),e!¢/)] e~isHo), converges
strongly as { - +o. From (2.11) with 4 = B and ¢ = 0 substituted in the integral in
(2.13) we get

+o

£i04(f) = eio_(f) _ 4\ f dse—isHi B_ gisH,
—00
+o 0
+ (=i))2 J‘ ds f do e—is+oH, gicHo [V (), B] e—ioHo ¢ilsto)H (2.14)
—0 —

From Theorem 2.1 we have
B_ — eiSHl [Vl(s)_, elfpn(f)] e_iSHl’

where V,(s)_is V,(s) with a¥ substituted for a ¥. Hence:
2i0s() = gio-(f) 4+ ) f ds[V(s)_, e-D]
-

+ (—2A)? f ds | doe—ieHigioHo[V (), [V (s), e/)]] e—icHo gioHy
— -0
By iteration of this procedure we get
N

eisth =3 (" [ [Vl Vilt) oD N dy. .,
<. <ty

n=0

+ e [ [ et gieta [V (o), [V (ty), .. [V (t) e#0].... ]

a<iy<... <1y
x e—ioHp eicH, dg dt, . .. diy, (2.15)

where the integrals are strongly convergent.
We now define for fand g in 2, 1:

Su(8:]) = (1670 Q,: eiost : ), (2.16)
where : : stands for the Wick product.3)

%) We use in general the notation: : for the Wick product. Thus:
lo) . — ple(Hm gio(n

where .
- —-1)/2 ap
PP (h) = 2-12(25) = (=112 R;!_I e!b% gx (D) PYIEE
o > dp
(=) h) = 2-1/2 2 —(n=-1)/2 ipx
(k) (27) f “Half)—3

RrR"1
The Wick product :e!*+®: for the corresponding asymptotic in and out fields is defined in
the same way, with a¥ instead of a#.
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It follows from Theorem 2.1 that £, is an analytic vector with respect to g.(f),
so that S,(g;f) is infinitely differentiable with respect to f and g and we see from (2.5)
that the derivatives determine the S-matrix elements S, ,. From (2.15) we get the
following asymptotic expansion in A:

Si(g;f) = % (—2A)" f...f(:giw_(g):gl’

Vit - [Vilty)_: eio-0:] ... 1Q) dt, ... de, + O(|A|N+Y), (2.17)

where |0(e)| < const. |«|, for small values of a.
Consider now the quantity

(reto-®:Q [Vt _,...,[Vilt)_,:eio-N]...1Q)

= (W_:e®®:Q0, W_[Vita), ... [Vilty),:eN] ... ]8).
Since W_is an isometry, this is equal to
(168 : Q0 [Vitw), - - . [Vilty),: #00:]. .. 182,).

Hence (2.17) takes the form

Si(&:1) =§ (—iX)n f (Do, : @D [V (), ..., [Vit), e@N:].. 1R dty ... dtL,

#=9 ty<or <1y
O(|A|V+Y). (2.18)

This gives us an asymptotic expansion of S;(g;f) with respect to A. We shall later on
show (in Section 5) that each term in this expansion can be rewritten in such a way as
to obtain the linked cluster expansion. This will give us the connection with the cor-
relation functions studied in [5] and we shall use this connection to prove that the
series in (2.18) converges as N — « for all [A| < Ay, A > 0, from which it follows that
the S-matrix for the space cut-off interaction is analytic in A for |A| < Ay and given by
the convergent linked cluster expansion. A, is equal to C~1e=28-1, where C is defined
in Section 4 of [5] and B is defined in (4.10) of [5].

3. The Linked Cluster Expansion for the Infinite Volume Imaginary Time
Wightman Functions

In [5] we proved that the infinite volume imaginary time Wightman functions
exist as limits for / — « of the corresponding volume cut-off quantities for the models
considered in the previous section. Moreover, we proved that they are analytic for
|A| < Ao and continuous in the time variables in the closed right-hand half plane, and
hence define the Wightman functions for the infinite volume models. From the formula
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(5.5) of [5] the imaginary time Wightman functions are given by

G*xy, ..., %) = GE(x,, ..., %, —i-z”1 Z p| Z Go(xottys - - » Xolp))

qgzr,pz=0 GES;
pta=k

" z'f f@

I+ +1-q
In=1

Im
X [(ism) m T Golx o(pHy+- i+ 1) —ym)]

j=1

XPH(Y1St - 0¥ S) T1 dv(s;) dy,. (3.1)

j=1

The variables x; and y; are all space-time variables in R". S, is the set of permutations
of 1, ..., kand G§(x,, . . ., x;) are the free imaginary time Wightman functions, which
are equal to zero if % is odd and are given, for 2 = 2p, by

1

l

G(’g(xl’ £ ¢ iy x2p) z G(xa'(l) - xO’(z)) " i G(xa(Zp—l) - xo‘(2p))’ (32)

with

eipx
G(x) = fp2+m2dp.

Rn

7%y 8154 is the infinite volume correlation function of Lemma 4.1 in [5], and

KeB2dp, with F(B)= | e x,(#)di.)

1

ﬁ+m
3 Rn_
The infinite volume correlation function p"(%;s4,...,%,s,) is a limit, uniformly on

compact sets, of the corresponding finite volume correlation functions p% (%, sy, ..., %,5,),
where /1 is a bounded domain in R* (Lemma 4.1 of [5]). The p", are defined by

0 n+k "+k
pX(%1Sy, - i Sk) =ZA ' f f exp[ sts(x,-uxj)]
n= 0 e i
n+k
X 11 duls)dx,, (3.3)
J=k+1

where G, (x) = j gipre (]52 + m?) 71| Xa(j?;) |*dp,

L= o]

=3

exp[ 3 515,60 ——xj)]Hd,u( ) dx,. (3.4)

6 In Theorgm 5.10f[5], G,(.)shouldread G;(.), (the sentence isthe G, (x) of Section 4’ be dropped
and) ¥%2(#) in the formula for G;(+) be replaced by %e(2)-
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The apparent difference between (3.3) and (4.3) of [5] is due to the fact that

du(s) = e71/25°G«® gy (s), where dv is the measure defined in Section 2 and used in (4.3)
of [6]. Now

n+k n+k
exp[— Z 5;8; G (x; — xj)] = [T [{exp[—s;5; G (x; — x,)] — 1} + 1]. (3.5)
i<j i<j

The product above runs over the set P of all (n + &) (n + k& — 1) unordered pairs (z, 5)
of different elements from the set {1,2,...,# + k}. The product in (3.5) is therefore of
the form [],.p (4, + 1), with 4, = exp[—s;s;G,(x; — x;)] — 1 for [ = (¢,7). One verifies
easily that

H (ap .3 1) = Z I—.[ a, (36)

PEP rep ler

where the sum runs over all subsets I" of P, and by definition [],.4 a,=1, ¢ being
the empty set.

A subset I" of P is called a simple unoriented graph with labelled points, for short
we will call it a graph. We shall say that ¢ is a point of the graph I"if there is a j such
that (7,7) € I'. The unordered pairs in I” are called the lines of the graph I'. Note that
I' can also be the empty set or P itself. Combining (3.3) and (3.6) we get

0 n+k
PAWXL St %) =ZAIZ f f
r (i.jper

x {exp[—s; $; G,(x; — x;)] — 1} ,-jj: au(s;) dx, (3.7)

where > denotes the sum over all graphs with points from the set {1,...,% + &}. The
points from the set {1,...,%4} will be called external points of I" and the points from
the set {# +1,...,% + »} will be called internal points.

We say that two points 2 and 7 in I" are connected if there is a sequence of points
iy, - - ., tgin I" such that (,7,), (¢1,2,),..., (4s_1,%), (i5,7) are lines in I'. Let I, be the
subgraph of I consisting of those internal points of I"that are not connected with any
external point of I', and let I'; be the subgraph consisting of the points that are con-
nected with external points. I} is called an externally connected graph. We define the
product of two graphs I x I'" as the graph whose set of points is the union of the
points of I'” and the points of I'” and with lines which are those of I'” and I'”. It follows
from the definition of I'y and I'; that I'= Iy x I';. Therefore

2 Il a= 3 [T a=2 [1Ta&alla (3.8)

r ler Fo,f'1 lEI"OXI"I 1"0,1'1 IEFO lEI"l

where > denotes the sum over all graphs I', with only internal points and over
all graphs I';} which are externally connected. Hence

© n+k
P/';(xlsli"':xksk)=zjllz A z f f
-] Fo Ty (i.jyeloXx Iy
k+n
X {exp[—s;$; G,(%; — x,)] — 1} 1] dpls))dx;.

J=k+1
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Any two terms can be obtained from each other by permuting the internal points
give equal contributions to the sum > r , because of the symmetry of the integrand.
Therefore we may take the / points of FO to be the / last internal points {n + &k — [ + 1,

,n + k}. Since we can pick / points out of # points in (}) different ways, we get

m+k _A
ph(xy51,..., % -1 f f
¥ k A Z ' ZZ G, j)elgxT,
m, 1=0 ry Iy Am+l
k+m+1
x {exp(—s;5,G,(x — %)) =1} [ duls)dxy, (3.9)
Jj=k+1

where >, runs over all externally connected graphs with points out of {1,...,%k + m}
and > over all graphs with only internal points from {# +m + 1,...,k +m + 1}.

Since
IT  {expl=s;s;Go(x; — %)) — 1} = [] {exp[—s;s; G,(x; — x;)] — 1}
Gi)elgx Iy r,

) 1;[ {exp[—s;s; Go(x; — x,)] — 1},
(1]
we see that the integral in (3.9) factors as a product, one factor being

f f l]j {exp[—s;s; Gy(x; — x,;)] — 1} }L{ du(s;) dx

Al

Summing now over all graphs I', with / points and using (3.6), we get this equal to

f fexp[ 5, 5,6 )] T duls) d,

i<j Jj=1

If we now multiply by (—A)!/l! and sum over ! we get Z, by (3.4). Using this result

we obtain then from (3. 9)
Z f f {exp[—s;s; G (x; — x;)] — 1}
G, J) €E
k+n

x I du(s) dx,, (3.10)

k+1

n+k

pﬁ(xl Stree ey xksk)

where E runs over all externally connected graphs. By Lemma 4.1 of [5] we know that
p4 converges uniformly on compact subsets to the infinite volume correlation function
p*(%y8,...,45;), and moreover that p* is analytic in A for |A| < Ao. It follows from
(3.10) that each term in the power series expansion for p% converges as /1 increases to
R". By the fact that pointwise convergence of analytic functions in an open domain
implies the convergence of their derivatives at a point, we get that

X )tk
Pk(xlslw‘-xxksk): Z ( 73‘ z ff(I)—[E {exp[—s;s; G.(x; — x;)] — 1}
a0 . E i,])€

k+n

x TT dp(s,) dx,, (3.11)

k+1
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and the series is convergent for |A| < A,. This is the linked cluster expansion for the
correlation function.

For later use we shall also introduce the truncated correlation functions
PE(Xy 8y, ..., %Sk). Let X = {(x;5,),..., (%5,) }. We define

p(X) = Pk(xl Sl, e ey xk Sk)‘ (3.12)
The truncated correlation functions are then defined by

PE(%y Sg5 0 5 X Sp) = > D' (-1 p(Xy) ... p(X), (3.13)

X=X;U-UX;

where the sum is over all partitions of X into disjoint subsets X, . . ., X.

The inversion of (3.13) is given by the formula

p(X) = 2 prlXy)...pr(X)), (3-14)

X=X1U ”'U X[

where py(X) is defined according to (3.13).

We say that a graph I' is connected if any two points of I" are connected. It is
obvious that any graph I"is a product I'=C, x -+ x C, of its connected components
C;. For a fixed term in (3.11) we write E as the product of its connected components
E=C,; x --- x C,. We then get that the integral in (3.11) is equal to

lf f i, {exp[=s;5; Gol% — x,)] =1} T1 dplsy) dx,, (3.15)

ielntC,,

where IntC,, is the set of internal points of C,,. By the symmetry of the integrand in
(3.15), we may permute the integration variables without changing the value of the
integral. Let #,, be the number of points in IntC,,, and let us permute the integration
variables in such a way that the internal points in C, become the points
(k+n,+- - +n, ,+1,...k+n, +- - +n,}. Since the number of ways one can
divide n = n; + - - - + n, points into groups containing #,, . . ., #, pointsis n!/n, !... %!,
the summation over E in (3.11) gives n!/n,!...n,! equal contributions of the form

ket
exp[—spspG,(ep — 2] — 1} 11 du(sy) da,
I0 [ T1 texplosspGlar —am =13 JT, duism s
where X, = {(x{'s"),..., (x{ ,si.)} is the subset of the set X = {(x;sy),..., (%xs4)} of
external points which conszsts of the external points inC,,. Thus k=%; +- - -+ k; and

X=X;U...UX,is a partition of X into disjoint subsets. Hence we get from (3.11)
that

co

(Nrth (et !
=2 > Il
n ! n ! m=1
n=0 n1+'-'+n,=n 1 L Cl,...,Ci
ny ?0,...,"1 20
Kyt
X f . f [T {exp[—spsTG (a7 —x7)]—1} T1 du(sT)dxT. (3.16)

(isj) € Cm i-km“i“l

We now define the formal power series in A

& (_A nrk k+n
o(X) = ; z f f(”)ec {exp[—s;s; G,(x, — x,)] — 1} kl:[1 du(s;) d(a;i,w)
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where C runs over all connected graphs with external points. Then it follows from
(3.16) that

pX)= 3 oXy)...0(X,), (3.18)
X=X,U---UX,
where the sum goes over all disjoint partitions of X and the equality is in the sense of
formal power series. By utilizing that (3.13) is the algebraic inverse relation of (3.14),
it follows that

oX)= 3 (- 1)!pXy)... p(X)), (3.19)
X=X1U"'UX1

where the equality is again to be understood in the sense of formal power series. But
since, by (3.11), p(X,,) has a power series expansion that converges for |A| <A, it
follows from (3.19) that the power series (3.17) converges for |A| < A, and moreover
it converges to p(X), because of (3.19). We summarize this discussion in the following:

Lemma 3.1

The correlation function p*(x;s,,...,%s,) and the truncated correlation function
pE(%ySq,...,4:5;) are both given, for |A| < A, (where A, is given in Lemma 4.1 of [5]),
by their convergent linked cluster expansions:

pk(xl Sl’ ey xksk)
oo n+k kin
Z Z f f {exp[—s;5; G, (% — x;)] — 1} TT du(sy) dx,
n=0 (i,j)eE ) i=k+1
and
PT(%181, ..., % Sg)
> (—A)""'k k+n
- > [ I teptss G -1 I dutsiam,
n=0 n! c GnecC i=k+1

where E runs over all externally connected graphs and C runs over all connected graphs
with external points. [

Let now {¢*(x4,..., %)}, be a sequence of symmetric functions. For any finite
set X = {x,,...,%,} we define (X) =4"(x,,...,%,) and we define correspondingly the
truncated functions ¢%(x,,...,%,) by (3.13). The inverse relation yielding ¢ in terms
of i1 is then given by (3.14). Let us now define the generating functional for the -
functions as the formal power series in z

Ylzh) =1 + Z EZ)T f - f Py, 2 B(y) - B dy . . . d,. (3.20)
k=1

Correspondingly we define ¢1(z4) in the same way. Substituting (3.14) in (3.20) we get

+Z k*f fX=X1U i Pr(Xy) . (X)) A(xy) .. B(x) dxy .. dx. (3.21)
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Because of symmetry reasons all terms with |X,| =%, . . ., |X,| = %, give, after
integration, the same contribution. Here | X| stands for the number of points in X.
Therefore, after rearranging variables, we get that (3.21) can be written as

1+ z Z A z . f’?l’r(xp e X )k(xl) o P(xg ) dxy . dxy

Kyt +k,-k
[ e, ) Bly). . B d . dr =1+ Z — (e
=1
where the equality is to be understood as the equality of formal power series. This
then gives us the formal power series relation between the generating functionals for

Y and
f(2h) = evr(Eh (3.22)

By inverting the power series of the exponent function, we get then

Yr(zh) = logifi(zh), (3.23)

also as a formal power series relation.
From (5.6) of [5] we have the generating functional G(zh) for the imaginary time
Wightman functions

G(zh) = exp [——-—(k k) ”1 + Z f J_I:{ {exp[—s; zh®(x;)] — 1}

X ot S s sy 11 du(s;) dij (3.24)
J=

and it follows from this formula that G(z4) is actually a convergent power series for z
in the whole complex plane. In (3.24) (hh)_, = [ h(x)G(x —y)h(y)dxdy and

= [ Gilx — ) hly)dy. | |
Introducing the generating functional p(zg) for the correlation functions as the
(convergent) power series

[+ o]

P(‘Zg) =1 =+ z (:3" f ' f pn(xl Stse Xy Sn) g(xl’sl) L ‘g(xm sn) jﬁ{ d#’(si) dxi’
n=1 B (3.25)

we may rewrite (3.24) as
22
G(zh) = exp ——2—(h, h,)_l] p{—t[exp (—szh®) — 1]}, (3.26)
which by (3.22) is equal to

2

G(zh) = exp [—% (&, ﬁ) _1] exp [pr(—i(e—=" —1))].
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Using (3.23) for G(zh) we finally get

2

Gleh) == (b W)y + prl—ile=ss# — 1) 3.27)

We formulate now these results in a theorem.

Theorem 3.1

The linked cluster expansion for the infinite volume imaginary time Wightman
functions and the corresponding truncated functions are given in terms of their
generating functionals by (3.26) and (3.27) and the linked cluster expansions for the
correlation functions and the truncated correlation functions in Lemma 3.1. The
linked cluster expansions are all convergent for |A| < Ay. The linked cluster expansions
for the imaginary time Wightman functions are given by (3.1) and Lemma 3.1 and

for the truncated imaginary time Wightman functions they are given by Lemma 3.1
and

k

(X1, - o %) = 342 G %y — %) + (4) Z _}! Z z

r=1 IO'ES,‘ 11+"’+lr=k
21

1 r l 7
) f. ¥ f H (Si )Ii I_[ G,(xa(,1+...+1i_j+1)"yi)]
AAA 1 4

J=
X P;'(yl Siree ':yrsr) JI_JI: diu'(s.i) dy.i’

where 8,, =1 for £ =2, and 6,, = 0 for & # 2.

4. The Linked Cluster Expansion as the Asymptotic Series for the Scattering
Matrix of the Space Cut-Off Interaction

Let us from now on assume that the dimension of the space time is > 4.

In Section 2 we derived an asymptotic expansion, (2.18), for the quantity 5,(g;f)
which generates the S-matrix for the space cut-off interaction. The term of order » in
this expansion is

(—iA)" f (Qo,: O :[V(t,), . .., [Vi(t)),: e®D].. ] Q) dty .. .dt, 4.1)

One finds easily that, for ¢, <. .. <¢,,

(Vilta)s - [Vilty), 6901 . ]
= S NSV Vil ) ew D V() L Vi),
k=0 o

where the >, runs over all permutations o= {i;,...,%,;} of {l,...,n} such that
L, <...<%,, and ¢ >...>t,. Since the integration in (4.1) is convergent, it is the
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limit of

(=i f f (Qy,: PO :[Vy(t,), ... [Vilty), €] 1Q0) dty ... dt,

— (=" S (S [ o [@emo:vyy). ..

k=0

X V,(t,): e D: V(1) ... V,([E) Qo) dby .. .dt,diy .. .db,. (4.2)
To compute the integrand in (4.2) we observe that
(820, : exp[isy @,(t;, %1)]:: exp[is, @,(t,, X,5)]: Qo)

= (820, exp [is; @, (%)] : exp[i(t, — t,) Hol: exp[1s, ¢e(%,)] : o)
= exp[—s;5; G,(s(¢, — t,), %, — %,))],
where
@,(t, %) = e~itHo @ () eitHo .

An explicit calculation yields, for x, > 0,

> B d+
Glto,B) = | e=itbo 3 3, (B)|* («3
- ()
and G,(i£,%) is therefore given by
. N
G (it, %) =m | e~ ¢id% |5 (f)|? — -
f u(P)

We set F (¢, %) = G,(i¢,%). For a function g(¥) on R* ! we define

gt D) = [ Fi(t, —3)&(3) 4, Fult ) = Gy(it, ).

By a direct computation we find that the integrand in (4.2) is equal to

e(& )1 J.---J.exp{— Zr:siste —t;, % — 2313 F (- Eis§i_§j)
%] <t P I
|%| <1
r s r k ~
- 2 Zs,s Ft,—%,% —x; } exp{ D sifoltn %) — 3 Sifu(—t. %))
i=1 j=1 tel j=1
k ~ r
- § sigdtut) = 3 Sgh ) TT duts) dx 11 duG) sy 44)
Fd j=1 i=1 =1
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where du(s) = e~1/25 "6 dy(s),(g,f)_1)» is the scalar product in the Sobolev space
HA2 (see [5]). Let A={1,....,#} and B={1,...,k}, so that 4 and B are disjoint sets
of labeled points. Let L be the set of all unordered pairs of different pointsin 4 U B.
The elements in L will be called lines and subsets of L will be called graphs. We now
define:

= exXp [_Sife(ti’xi) — §j ge( is )] —1 forie A

by = exp[—5, f,(—¢; ) $;8(—t;,%)]—1 forje B.

Furthermore we define

F,=exp[—s;s; F, —|t-—t.|,5c'i—55j)] —1 ifl=(7),1<j,1,j€4,

Fo=exp[-§,3 F(t,—t,|, % —%)]—1 ifl=(,5),i>754,j€B,
F,=exp[—s;§; F,(t, — t,, % — %)] ~1  ifl=(7),ied,jeB.

Then the integrand in (4.4) may be written as
I w=11(F,+1) 11 (a;+1) [T (b5+1). (4.5)

leL ieAd jeB

Expanding the products we get
I, = 2 2 2 HFIHa:Hb; (4.6)

X<A Y<B I'<L lerl’ ieX ey

By the definition of F, we see from (4.5) that I, , is symmetric with respect to permuta-
tions of the pomts in A and similarly it is also symmetric with respect to permutations
of the points in B. Hence (4 2) may be rewritten as

e~& a2 (i) r'k' f f - 1‘[ duls) di,dt, 1T du(E,) &5, de,, (4.7)

Jj=1
r+k—- AT r+k

where A,={(¢,%);|{| < a,|%| <}
Since the integration over the #’s in (4.2) is restricted to the bounded interval
[—a,a], the sum of (4.2) over # converges to

S4(g;f) = (820, ei0(8); giaHo g—i2aH, giaHy : piv(f); g—iaHy ¢i2aH) g—iaHy () ). (4.8)

Therefore by summing (4.7) over » and using (4.6) we get

(x4l )12l
Si(g:f) = e~&-1n
‘ ]%B' |4]! |B]!

<> 2> [+[nrnamns [T duls)

lel ieX jey i=1
Ir<csLXcAYcHB A‘(I|A]+|B|)

8|

X ]_[ au(s; )dxj dtj, (4.9)
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Let A, and B, be the elements in A and respectively in B that are points of I".
Let X, respectively Y, be the elements in X respectively Y that are points of I", and
let X, and Y, be their complements in X and Y. Let 4, respectively B, be the com-
plementsof 4; U X, respectively B, U Y, in 4 respectively B. Then4A =4, U X, U 4,,
B=B;UY,UB,and X=X, UX,, Y=Y, UY, All the unions are disjoint and
X,<A,, Y, < B,. For a fixed term in the sum in (4.9), we permute the integration
variables so that the points in 4, and B, come first, and then come the points in X,
and Y, and last the points in 4, and B,. By the symmetry of /,,, we then get

[4]! B!
[ 41| By | X[ H V2|1 4] By|!

equal contributions to the sum. Hence (4.9) can be written as

Z (—i/\)lAll+|X2|+‘|A2| (1) | By |+ Y2|+| B2

Sa(g;f) - g—(g,f)_ljz
‘ |43 By Xa| ! Y| [4a] | B!

|44].|B4].]| X2
| ¥2|.|42].| B,
Xz z ff ITF I a Hai_H b}'ﬂ by
re<rL x,c4, j ler ie X, ieX, Jje¥Y; JeY,
Y18 ‘
x 1 duls;) d,at, T du(5,) d%, dt;. (4.10)
i J

Now the integrand is independent of the variables in A, and B,, and [],.r F, is
independent of the variables in X, and Y,. Therefore we can sum over X,, Y,, 4, and
B, and obtain

Sa(g; ) = e=&N-12 g=idl4| 1] gidl4| |4 (x4l Gyl
|18 |44]! | B!

2 23 e

JjeY,
IreL X,<A, Y,<B, A‘(’Ml].ﬂsl‘[)

|44 L |B v o~
1 J

where a(t;, %;) = a;, b(¢,%;) = byand || is the volume of A, |u| = [ du(s). The factors
containing |/1| obviously cancel and in (4.11) 4, U B, are the points of I'.

We call the points in X; U Y, entering (4.11), the external points of I". As in
the previous section, we have I'= I’y x I'5, where I is the subgraph of I’ consisting
of the points in I" which are not externally connected and I'; is the subgraph of ex-
ternally connected points.

Let A, and B, be the subsets of A4, and B, that are points of I'y and let 4; and B,
be the complements of A, and B, in A and B. Then X, € 45 and Y, < Bj, since 4,
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and B, are internal points. The sum in (4.11) can therefore be written as
(—iX) 44l (ZX) 13l
2. 2 2 2 17 11 @
|44]! | By]! ler iex
To.T'3 X, <43 Y,SB; 4, 1

x T1 by I1dp(s)d# dt; nd,,.( ) dx, di,. (4.12)

]E Y, i

By rearranging the variables in such a way that those in 45 and B4 come first, we get
|A1|1|By|!/|Ao|!|Bo|!|A45]!|Bs|! equal contributions to the sum in (4.12). Hence
(4.12) becomes the product of the two following series

(—2A) | 4ol (zA) | Bol
2. Ta IBOI‘ZJ | T Fu LT duled diuds TT @ diydty, (413)

where Iy, runs over all graphs with points in 4, U B,, and

(—A|A3| Alle
Z |j43|' rBa|' Z Z ZJ‘ HF‘.Hai~H o

lerl: ieX je Y,
X,cA3 Y, ©B; Ij = I

X n du(s,) d%, dt, 1‘[ du(3;) dx, di,, (4.14)

where I'; runs over all externally connected graphs. From (4.9) we see that (4.13) is
nothing but S¢ (0,0), which is equal to (£2,,82,) =1
We formulate these results in the following theorem:

Theorem 4.1

The linked cluster expansion for

S¥g; f) = (_Q o, €9(8): giaHo ¢—2iaH, giaHo: gip(f): g—iaHy gi2aH, g—iaHo () )
is convergent for all A and given by

St(gif) = e ®@D-m > (_@\lf 2 ;;:fl > 22 f LLF Il J106;

Y
'|4], |8 Xcd4 Y<B E 4 /€

x 11 du(s;) d%; dt, de,( ) d%,di,,

i

where E runs over all externally connected graphs and

h(t, %) = exp[—sf,(t, X) — sg,(—1, %)] — exp[—sfe(-+, %) — sg.(—, %)].
Defining moreover
2 Bl

SHeNr=—(eNnt > THEER S ZZ[ [nre

E leC X
IAI’I | a © ‘€

X<cAY<B C

X TT b5 TT dul(s;) d%; dt; H au(s; )d%; dt,,

jey i
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where C runs over all those externally connected graphs which are also connected, we
have

Si(g;f) = exp[Si{g; 1)

Proof: Only the last part of the theorem is not already proven above. The proof
of this last part runs however entirely parallel to the proof of the last part of Lemma

3.1. N

We know by (2.18) that each term in the power series expansion of S¢(g:f) con-
verges as a — «, and that the formal power series we get in the limit is the asymptotic
expansion of S, (g; f). We shall now prove that each term in the linked cluster expansion
of S{(g;f) converges as a tends to infinity, and the corresponding expansion is the
linked cluster expansion of S;(g;/). It follows then that the linked cluster expansion
of S,(g;f) is identical as formal power series in A with the asymptotic expansion (2.18)
of S,(g;f). Since one can always form exponentials of formal power series, it is enough
to prove that each term in the power series expansion in A of S%(g;f)r converges as
a— .

For fixed 4, B and C in the linked cluster expansion of S¢(g;f)r in Theorem 4.1,
consider now the integral

J f I1 F 11 a IT b5 | (4.15)

leC ieX ey

Since I}, a; and b5 fall off sufficiently rapidly in all the time variables, as solutions
of the Klein-Gordon equation with smooth time zero values, we find that the integrand
in (4.15) is absolutely integrable with respect to all the time variables in R", where

| =|A| + |B|. Because of the support properties of the Fourier transform, with
respect to £;, 7 € B, of the integrand in (4.15), we see that the integral over R* with
respect to £, . . ., &, k= |B|, is equal to zero. Hence as a — « all contributions, to
the linked cluster expansion in Theorem 4.1, of terms of the form (4.15) with B # @
tend to zero. We formulate these results in the following theorem:

Theovem 4.2

For space-time dimension larger or equal to 4 we have that the linked cluster
expansion of the scattering matrix for the space cut-off interaction is given by

. (=)l | 4] .
Silgif) = e 3 > f L1, TT a0 [1 duts) dicdy
]Al X<A E |xt| <!

where E runs over all externally connected graphs with set of points 4.

This linked cluster expansion of S;(g;f) gives also the asymptotic expansion of
S.(g;f) in powers of A.

If we define the corresponding truncated expression by the formal power series
relation

Si(&:f)r=1ogS,(g;f),
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then the formal power series for Sy is given by

Sg:flr=—(&.f
4|

-1/2
+ Z ""A z Z f l]; F,E{ a l]_lldp,( ) dZ,; dt;,

X<A C ixl|<l

where C runs over all the connected graphs which have external points. Wl

We see from the linked cluster expansion in Theorem 4.2 that, if we define the
space cut-off scattering functions of(x;sq,...,%,s,) as the formal power series

(—zA)*k n+k .
OF (X181« + 0 % Si) = Z Z f II F, T1 du(s;)dZ;dt;, (4.16)
E Ixil <l leE I=k+1

with x; = (¢;,%,), then S,(g;f) can be written as the following formal power series
Si(g;1) = e7&D-112 0y (—ia), (4.17)

where o,(a) is the generating functional for the scattering functions, defined by (3.20)
and

a(t, %) = exp [—sf,(t, X) — sg,(—¢,%)] — 1. (4.18)
Using the symmetry properties of I, we can write (4.16) for ¢, <. .. </{,as
k 0 k+n .
ot sy, ms) = 3 (NS j f [1F, I du(s)didt,  (4.19)
n=0 i#]< IeE  i=k+1
xi
<,

H < n+k

The integrand in (4.19) is obviously only a function of the time variables z; =¢;,, —¢;,
j=1,..., B+ n—1. Since

we see that the integrand is analytic in Imz; > 0, and falls off as |z,|7%2.. |z,_,|7?

uniformly in Imz; >0,7=1, ..., k+n — 1, for all space-time dimensions > 4.
If we introduce the new variables z; =¢,,, — ¢, in (4.19) we will have the integra-
tion over the domain z; >0, =1, . . ., n. Because of the uniform fall off, we may

continue the path of integration from the positive real axis onto the positive imaginary
axis. From this it follows that each term in the formal power series expansion (4.19)
1s analytic for Im¢;, >0,7=1, 2, . . ., k and moreover we obtain the following formal
power series relation

0 k+n
0'1 (xlsl,. . xksk = —t k Z
n=0
k+n
x > || TT{exploses; Gl — )] = 13 TT dp(s)) dx
5 IeE i=k+1
"Rl (4.20)

where %; = (i(x;)o, £; = ((%,)0,%,), (x,)o being the time component of x;.
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Lemma 4.1

Let H, be a self-adjoint operator with zero as an isolated simple eigenvalue with
eigenvector £2,, and the rest of its spectrum absolutely continuous. Let H, = H, + AV,
where V' is bounded and symmetric. Let P, be the projection onto £2, and P, its
orthogonal complement. Let Hg! P, be the inverse of H, on the range of P,.

If A, = 4|[VH5' P,|™! then, for |A| <2A,, H, has a simple isolated eigenvalue E,
with eigenvector £2,, both depending analytically on A.

Moreover for [A| < A,

weak lim eiH—ED Q) — (Q,, Q) 2,

t—>to

Proof: The first part of the lemma is well known from regular perturbation theory.
The moreover part is proved as follows. We expand in powers of A and get

exp (iaH,) Qo= S (iA)" f f VL) ... Vit) Qode,. .. ds,

n=0 o<
= 3 (i) f j exp (—it, Hy) V exp[—ilt, — t,) H V ...

X exp[—i(t, — t,_y) Ho) VEydt, . . . dt,

Il
EMB

()"

exp (—is; Hy) Vexp (—is, Hy)V ... exp (—is, Hy)

X
Ocﬁn
O

x VQ,ds,...ds,= i @A" > f . j exp (—is; Ho) P, V..
0 o]

n=0 €1...8p

x exp (—is, Ho) P, V8ds, .. .ds, = (8o, exp(iaH ;) £)

3
Il
L [\/]8

@ J-o-f exp (is, Ho P,V
0 0

x exp (—is, Ho) Py VEyds, .. .ds,.
By integrating we find that

(82, aHL Q)1 elaHa ) — f A"Hg ! P(1 — e—iaHo) V .. Hg! Py(1 — e—iaHo) VG2,
n=0

For |A| < A, this series is strongly convergent, uniformly in @, and term by term it
converges weakly to the Rayleigh-Schrédinger expansion for £2,. This implies ,by the
convergence of the Rayleigh—Schrddinger expansion, that

(820, e'°Ha )"t eieHa Q) — (5, 2,)71 2,
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weakly. By taking the inner product with £2, this gives that e'*®2(£2;, eH: Q)= con-
verges to |(£2y,£2,)|72. This, together with the weak convergence above, proves the
lemma.

Remark: This proof has relations to methods developed by De Witt and Lanford
and extended by Hepp (Theorem 2.5 of [8]).

Theorem 4.3

Let |A| <Ay, where A, is given in Lemma 4.1, and 4 = :¢'°9:, B = :¢'*D):, then
(-Qo: e—i(t+¢r)H, _Qo)-l(gitH, e—itHy A-Qo: e—it’H,ei;'HoBQO)

converges to (A_9Q,, B, £2)) as t,#' — «, where A4 is the norm limit of 4, as { — —« and
B 1s the norm limit of B, as { — o, with A, = ¢7""Hi ¢itHo 4 g=1tHogitH1 gnd similarly
for B.

Proof:
(Qo: e —i(t +1")H, Qo)_l(ei’Hie —i‘HoAQo, e—it'Hy git’H, B'Qo)
e (-Qo: e—ilt+1')H, _QO)—l(A_ tei!H[ _QO, Br'e“if'Hz -Qo)-

One verifies easily that ||[VV,(s), "]l < ¢(|s| + 1)73/?, from which it follows from
(2.10) that A_, and B,  converge in norm to A_and B,. Hence it is enough to prove that
(0, e I CHOH QNI QA B, e Q) converges as ¢t — . Since the finite
dimensional operators are dense, by uniform boundedness it is enough to prove that
the expression converges with a finite dimensional operator C replacing A* B,. By
linearity it is then enough to prove that for any pair of vectors @ and ¥ we have
convergence of

(-Qo: e —i(t+t")H, QO)—l(eitH, -Qo: (p)(l{l, e—it'H, -Qo)-

By Lemma 4.1 this however converges to (2,,®) (¥,(2,), which completes the proof
of the theorem.

5. The Convergence of the Linked Cluster Expansion for the Space Cut-Off
Scattering Matrix

Let 4 < R" be a bounded domain. Define the quantities F ,, Z,, f, as in Section 4
of (5] and set @,(x) = D(f,), where @ = @, is the generalized Gaussian stochastic
process indexed by the Sobolev space #,! defined in Section 3 of [5]. We then have
from Section 4 of [5]:

(N Z7 F, ( S s,fx,) _(NFZFE
i=1 j=1

exp[i i S; 955(";)] exp[—/\f v(D,(x)) dx]],
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where E is the expectation in the probability space for @ (see [5]). Expanding with
respect to A we get this equal to

)

(V23 > e

E{exP[z’ 3 s, qsg(x,.)] 2(@(xrsr)) - . v(@a(xm))]
i=1

k+n %0 (_A)k+n k+n
x [ dx;=2Z3 z f . -fE{exp[z > 8§ @e(xi)]}
J=k+1 i n! - i=1

k+n i (__A)'H'" k+n
x I1 dv(s;)dx; = ZA 0 f ' 'feXP[‘% 2 $i8;Golx — xj):l
-0 o

J=k+1 i, j=1

k+n
x [T dv(s;)dx

J=k+1

which by (4.3) of [5] is equal to p¥(x;sq,..., %Sy
Hence we have proven the formula:

exp[—/\ fv(@a(x) dx)} ”—1

A

exp[ le xi]exp[—)\f o( 8(x))dx”. (5.2)

=1 A

PAELSL, -, Xy Sy) = (—A)k[E

Choose A,,; = {(%0,%) ;|%0| < a,|%| < }. Let pf(x;5y,..., %) be the limit of p§_
for @ — oo, which exists by (5.2) and the Lemma 3.4 of [5]. Moreover we have the
following :

Lemma 5.1

The limit pf(x;sy,...,%5S) of p, (%18;...,%,5) as a — o exists and the con-
vergence 1s uniform on compact subsets. 1\/Ioreover

L1 S1, - - % S) = (—A)* (82, expis; @, (%,)] exp [—(t, — 1) H))
X exp[is; @,(%2)] . .. exp[—i(ty — b _y) ﬁt] exp (15, @,(%i)] £2)),

for (x;)o=1t;, ¢, <. .. <, ﬁ, = H, — E,, E, being the eigenvalue of £2,.

Proof: The uniform convergence on compact subsets follows as in the proof of
Lemma 4.1 of [5] and the formula for the limit follows from Lemma 3.4 of [6]. W

Lemma 5.2

The space cut-off correlation functions pf(x;s,,..., %S, and the corresponding
truncated functions pf ;(x,s,,...,2s,) are given, for |A| <A, by their convergent
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linked cluster expansions

0 A k+n
Pr(%y Sy, .., % 5) = Z ) z f f [T {exp[—s;s; G, (% —x;)] — 1}
n—0 (i,j)eEE

|x(| <I
k+n
x 11 dp,(s,-) dx
i=k+1
and
00 (_A)k+n
P:‘, (X181, .0, % 8) = Z Z Ly I[I {exp[—s; $; Gyl — %;)] — 1}
n! ;
n=0 C > (L)eC
|x1| ~<.[
k+n
X [T duls;)dx,
i=k+1

where E runs over all externally connected graphs and C over all connected graphs
with external points.

Proof: The proof is given by the one of Lemma 3.1.

Lemma 5.3

The space cut-off correlation functions p¥(x;s,,...,%;s,) are translation invariant
with respect to the time variables and, as functions of z; = (x;,,)0 — (*{)0, ¢ =1, . . .,
k — 1, they are analytic in the domain Rez; >0,7=1, ..., £ —1, and continuous in
Rez; = 0.

Moreover they satisfy, for¢, <...<¢,

P{‘(El S1s -+ o g Si) = (—A)¥ (82, exp[is, ?’e(;ﬁ)] exp[—i(t, — ¢) ﬁl] exp[is, @, (%,)] . ..
X exp[—i(t, — b_;) H,] exp [ise po(£1)] £21),

where ¥; = (i¢;,%;), and pf(%,s;,...,&;s,) are analytic in A for |A| <A, and symmetric

10X, By ¢ o s BB

Proof: The translation invariance, continuity and analyticity in the time variables
follow immediately from Lemma 5.1. From the analyticity in A of the correlation
functions for real (x;)0, 7=1, . . ., & (Lemma 5.2), the analyticity of the state
w,(4) = (£2,,448,) follows as for the infinite volume limit in Theorem 6.3 of [5]. The
norm analyticity of e*A in A for all values of A follows from the norm boundedness of
the space cut-off interaction. Since (£2;,¢"#:0,) = "%, it follows first that , is analytic
for |A| <X, and then that /At is norm- analytic for [A| <A, From the formula in
Lemma 5.3 it follows then that p§(%,s,...,&;s,) is analytic in A for [A| <},. W

From Lemma 5.2 and (4.20) we have that
PL(*1S1, -+ s X Si) = () oF(Fy 51, ., FaSp), (5.3)

with ¥ = (—x,, %), in the sense of formal power series. Recalling now that the formal
power series in (4.20) was obtained by termwise analytic continuations in the time
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variables from the formal power series for o(x;s,,...,%,s,), it follows from (5.3) that
O (%151, .-, X S) =tk pF (%51, ., B Se), (5.4)

with ¥ = (1x4,%), in the sense of formal power series.

By Lemma 5.3, however, the power series on the right-hand side of (5.4) converges
for [A| < Ag, hence the formal power series for of, as defined by (4.19), converges for
|A| < Ag. Under the assumption of space-time dimension > 4 we have:

Lemma 5.4

The scattering functions of(x;sy,...,%,s,) are analytic in A for complex A with
|A| < Ap-and given by the convergent linked cluster expansion, which converges to:

0’:‘(‘1 K181, .- b X Si) = (—IA (82, exp (18, @g(¥,)] exp [—i(t, — ty) -E[-l] e
X exp [—4(f — ) Hz] exp (15, @e(xx) 182)).-

Hence for real A they are uniformly bounded continuous functions of all their variables.
Moreover, there is a A, >0 such that for all complex A with |A| <A, we have the
following uniform estimate

|oF(%y $9, .0, % K< “(IM) B*

fort, <...<#, where «(|A|) and B* depend only on ¢, /.

Proof: The first part of the lemma follows from the previous lemma and from
(5.3) and the remarks above. The proof of the rest goes as follows. Let us define the
time-ordered scattering functions by

&:c(xlsl,..-,xksk) =O’f’(x131,...,xksk) (5.5)

fort, <...<{,and the requirement that &f(x, s,, ..., %) is symmetric under permuta-
tion of its varlables It follows then from the linked cluster expansion (4.19) for the
scattering functions that the time-ordered scattering functions have the following
linked cluster expansion:

FE(Xy 81, .0 2 8) = Z(_i:!)nﬂz f j IT FT ]_[ du(s,) dx, dt,, (5.6)

n=0 leE i=k+1

EARY
where
F] =exp[—s; s, G,(—i|¢; — tk|,§ju§k)]—l

for /= (4,k) with j <%, and E runs over all externally connected graphs. It follows
from the first part of this lemma that (4.19) is convergent and this implies that (5.6)
is convergent for |A| <A; <A,. Hence &F(x;s,,...,%58,) are actually the correlation
functions with respect to the interaction potential

2, 88, FT (o — %)), (5.7)

i<<j
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in the sense of [5], where F](¢,%) = G,(—¢|¢|,%). Now

T(t j e AR (A2 dﬁ

FT(6,8) =m | expl—ilt|u(B)] exp (i) |%:(P)| ek (5.8)

r"-1
so that, using that #,( ]_5) = )’?E(—f)), we get
T (4 # % h-%o (4 dj_;
FI(¢%)=m | costu(p) cosp AR

Rﬁ—: F‘( )

-

dap
w(p)
From (5.9) we observe that | FT(¢,%)| < const-(|¢| + 1)73/2 for all ¥ in |#| </ and all ¢,

if the dimension of space-time is larger or equal to 4, as we have assumed. This implies
that

+ i f sinJt|u(p) cos b+ %|%.(P) |2 (5.9)

IR"_I

€ = sup f lexp[—s;s; FT (%, — x,)] — 1|dp(s,) d%, dt, (5.10)

Clgl=t

is finite, so that the interaction is regular, in the sense of [5]. Moreover, from (5.9) we
see that the real part of (5.9) is positive definite and hence

m
Re > s;5;F/(x; —x;) > —Bm. (5.11)

i<j

This is the proper form of a stability condition which can be used similarly as in [5],
to estimate exp[—> ", s;5; FT(x; — x;)]. We see namely that in such an estimate the
imaginary time of ] plays no role. Therefore by (5.11) we can use the methods of [5]
not only to prove that the time cut-off scattering functions converge as the time
cut-off is taken away, which we knew already, but also to get the estimate, uniform in
the variables x,s,,..., 25, for all complex |A| < A,, A, =C~te 2871

N
1— [AICe?5+t

|55y 51, .. ) 80| < C* (5.12)

This then completes the proof of the lemma.

Theovem 5.1

There is a A, > 0 such that the generating functional S,(g;f) for the space cut-off
scattering matrix is analytic for complex A with |A| < Ao, and A, = min (Ag, Ay, A,),
where A, is given in Theorem 4.3 and A, in Lemma 5.4.

Moreover, for |A| < A,

Si(g;f) = e~ &N-12 §,(—ia)
and

Sig:fir= —(&.f)=1)2 + G, r(—ia),
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where

a(t,i, S) = €xp (——st(t, %) - Sge(_tﬂ 52)) - 1’

e 3= [ L6t -3 1(3) B,

and &,(—a) is the generating functional for the time-ordered scattering functions
GF(t1 %Sy .. by s,) given by

. - ]' - - > -> -
&I("_za) = E J.“‘f Gf(tlxlsl...thksk) a(tlxl 81)...a(thk3k)
=0 iz
k
x T1 duls,) d%, dt,. (5.13)
i=1

The scattering functions o¥(¢, %;sy,...,6.%s,) are analytic in A for |A| < A,, with A,
independent of the space cut-off, and are given by the reduction formula

of(ty Typ, b Ey Si) = (—iA)*(£2,, exp[is; @,(%;)] exp [—i(t, — ¢) ﬁl] e
X exp[—t(ty — ty_y) Hl] exp [25k @e(%,)] £2)) (5.14)

and also by the linked cluster expansion, convergent for |A| < Ay:

sy ms) = 5 (NS [ [ T fexpl-sis,GEH— )]~ 1)

n=0 1 S Sy UiYEE
k+n
x [T duls,)dx, (5.15)
i=k+1

where E runs over all externally connected graphs and ¥; = (¢(x;)o,%,). Similarly the
truncated scattering functions o, ; are given by their connected graph expansion,
which is also convergent for [A| < Ay:

obrtmsyoms)= 3 s [ [ TT (explss, Gl —5)] - 1)

tj;+1‘<-"'stk+n (l,j)GC

k+n

X 1T duls) ax;. 14}

i=k+1

Proof: By (5.4) and Lemma 5.3 we know that o¥(x;s,,...,%s,) is analytic and
given by its linked cluster expansion for |A| < Ay. This proves (5.14) and (5.15). (5.16)
follows by direct algebraic calculations from (5.15). From Lemma 5.4 we know that
5¥(%181,...,%S;) is uniformly bounded by «(|A|) B for complex A with |A| < A,. By the
integrability of the function a this gives that the sum defining &,(—a) is convergent
also for complex A with |A| < A,, and therefore that &;(—za) is analytic in A for complex
Awith |A] < A,.

This implies, by Section 4, that the asymptotic expansion of S;(g;f) is actually a
convergent power series for |A| < A,.

Consider now the expression

St e0(g:f) = (Qo, e =1+t H Q)1 (gitH; g—itHo A Q) ¢—it'H; g1"Ho BQ,) (5.17)
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of Theorem 4.3. Expanding (5.17) in powers of A we find easily that we get the linked
cluster expansion for S, ; ,(g;f) in terms of the time cut-off time ordered scattering
functions g, ,,,-. It is

St e(g:f) = e~ ®@Nn g, , o (—ia), (5.18)

where the linked cluster expansion for &, , ,- is obtained as the linked cluster expansion
for &, with all time integrations restricted to the interval [—#',f]. From the proof of
Lemma 5.4 it follows that

I&tk,r,:'(xlsl:-- "xksk)‘ <“(|A|)Bk (5.18)

and converges uniformly on compact subsets to &f(x;s;,...,%S;). This implies that
&1.¢.1-(—ta) converges to §,(—ia) as,t' — . From (5.18) we then get that S, , ,-(g; f) con-
verges as £,t’ — o to the sum of the linked cluster expansion for the scattering matrix.
If we have |A| < A, where A, is given in Theorem 4.3, then we get by Theorem 4.3 and
(6.17) that S, , ,-(g;f) converges to S;(g;f) as ¢,¢' — . This identifies S,(g;f) with the
sum of the linked cluster expansion and proves the theorem?’). W

6. The Infinite Volume Scattering Functions

In this section we assume again that the dimension of space-time is larger or equal
to 4. The finite volume scattering functions of(x,s,,...,%;s,) are, by (5.14), given by
the following expression:

Ot (ty By 1, - b si) = (IS, of {expispy(%1)]} . . . of, {exP [isg, ()]} 2,), (6.1)

where of(A) = e~"*H1 4 ¢'*Mi is the automorphism considered in Section 6 of [5]. By the
Theorem 6.1 of [5] we know that «}(e/5?:*)) converges in norm to o, (¢*¢®) as | — o,
where o,(A) = e~**H 4 ¢"*H and H is the infinite volume Hamiltonian of the Theorem 6.3
of [5]. Moreover, from Theorem 6.3 of [5] we also have that «, converges weakly to w
as [ — o for |A| < Ay, where w,(4) = (£2,,482)), and w is analytic in A for |A| < A,.

Theorem 6.1

The finite volume scattering functions of(x;s,,...,%s,) are uniformly bounded
forreal Ain/and x,s,, . . ., %, 5, and converge pointwise for —Ay, < A < A, to the infinite
volume scattering functions o*(x; sy,...,%;s;), which are given by

Oty Xy Sq, - - - b Xy Si) = (—IA)¥ (82, exp[is, @, (%,)] exp[—i(t, — &) H] . ..
X exp [—i(ty — t_;) H] exp[is, @, (%)] £2),
where £2 is the unique infinite volume vacuum, (2, A£) = w(A4). Moreover, there exists

a A; >0 such that o*(t,%;s,,..., 5%, s,) is analytic for complex A, with |A] <2, if
'—A1<ti+1_ti<A1,1«.=1,2, .. ,k—].

7)  We have incidentally that the space cut-off scattering matrix is non-trivial (i.e. different
from the identity and from zero). This follows already from the fact that it has a non-trivial,
explicitly given asymptotic expansion.
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Proof: The first part of the lemma follows from (6.1). The moreover part is proven
by observing that

o (b1 %y Sy, B Xy ) = (—IA) w(“tl {exp[is; @o(*1)]} ... oy, {exXp 15, @: (%) }) (6.2)

and using that w is analytic in A for [A| <A, and a,(e**?«®) is norm analytic in A for
|A| <A if —A; <£< Ay, the latter following from the proofs of [10], where it is shown

>

that a,(e'**™) is norm analytic for complex A satisfying |M| <d. W

From (5.5) we know that o¥(¢; %, s4,..., 6 %S,) is analytic in ¢,, .. ., ¢, and uniformly
bounded for Im (£;,, —¢;) <0, and from (5.3) we have that of is given, for Re(t;) =0,
t=1, ..., &, by the finite volume correlation functions. From Lemma 6.1 we know that
of is uniformly bounded and converges if the time variables are kept on the real axis.
This then implies that of will converge for Im (¢;,; —¢;) < 0. From this and (5.3) we
get the following theorem:

Theorem 6.2

For —Ay < A < A, the infinite volume scattering functions are uniformly bounded
and continuous in ¢, %, sy, . . ., 4, % S;. They are analyticint,, .. ., { for Im (¢;,, — ¢;) <O,
and related to the infinite volume correlation functions by

Pk(%l Sl’ . ey 5’\‘7‘,‘8,‘) == (—'i)k O'k(xl 81, .. .,xksk), (6'3)

where ¥ = (x4, %).
Moreover, the infinite volume correlation functions are given, for ¢, < ... <, and
—Ag <A < Ag, by

PH(ts X151, - . b si) = (—A)¥(R2, exp [is, @, (%;)] exp[—(t, — t,) H] ...

X exp [—(f — ty_y) H] exp [is, @, (%,)] 2). (6.4)
|

Remark. The formula (6.4) gives an improvement, for real A, on the bounds for
p* in Lemma 4.1 of [5], inasmuch as we have now

|p (%151, -« mes) | < [A]*

for —Ag < A < A,.

We can now use Theorem 6.1 and Theorem 6.2 to improve the Theorem 6.4 of [5].
By performing analytic continuations in the time variables occurring in the expression
(3.1) for the imaginary time infinite volume Wightman functions we get the relation
between the real time Wightman functions and the infinite volume scattering functions.
The analytic continuations are possible, as a consequence of (3.1), the Theorems 6.1
and 6.2 and the Theorem 6.4 of [5]. We express this in the following theorem:
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Theorem 6.3

For —Ay < A < A, the infinite volume Wightman functions W*(x,, ..., x,) are given
in terms of the infinite volume scattering functions by the reduction formula

R s silie) = WV 5 M Zlf Z ZW (% ey - o %np))

Tg=r, p>0 neS,‘
pra=k
m
X l : (#5,)m | ]
Iy +l—q m= 1 j=1
Ia=1

r

XFs(xn(p+I1+'-'+lm—j+1) _ym)] or(yl Stree Ve Se 1__[ (Sj dyi

Jj=1

where Wk(x,,...,x,) are the Wightman functions for the free field of mass m,
F[(¢,%) = G(it,%) and the identity is in the sense of tempered distributions. [

We shall now consider the finite volume scattering matrix S} ,.(5q, ..., 281, &m)
defined by (2.5) for 4,, ..., h,and g,, . . ., g,,1n L,(R"1). Let us define the finite volume
scattering amplitudes S} (A1, -+, Pn;G1- ) Gm) DY

-

Sl u BB o] = | BB s Buis s v B M) v

X by (Br) 81(@1) - - - Gm(Gm) APy - - . Ay . .. AGy.  (6.5)

Introducing the truncated scattering amplitudes by the formula corresponding to
(3.13), we get the relation between the above scattering amplitudes, which we denote
now by SY(P;(Q), and the truncated ones in the form

SYP;Q)= 3 S“T(P,0,)...S"T(P,Q) (6.6)
P=P1U"'UPg
Q“QIU U Qk

where the sum runs over all disjoint partitions of P = {$,,...,pn}, Q = {G1,- -, Gum}-

In Theorem 5.1 we have an explicit expression for the generating functional
S, 7(g;f) in terms of the scattering functions. This, together with the definition (2.16)
of the generating functional S,(g;f) for the scattering matrix, enables us to find an
explicit expression for the finite volume scattering amplitude:

Theorem 6.4

The finite volume scattering amplitude S (A1, ..., u:@1,---»Gm) IS given in terms
of the corresponding truncated amplitudes by (6.6), and the finite volume truncated
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scattering amplitudes are given by the reduction formula

n+m is "1+11 .. (ss )kr'Hr
LT e E E 1 -
S ( Pnrqb"' f f k1|ll k,.'l,.'

r=1 k1+ ~+k,=n
I+ +l=m

X i_lﬂll?(s(lgi) ﬁ)?e(_q.j) > g‘ (Z P

cJ=1 nES,
a'eS,,,
[1 k1+k2 11+12 n
2 VeI Z Pn(l) z Tati)s - - - Z Pn(i)
ky+1 Iy+1 Kyt ke +1)
m r
- % Doty S1r- - Sr) ITau(s)
Iyt 41 =1
+8n1,18m1’18(p1_q“1)‘
Here S, is the set of all permutations of 1, ..., n, the symbol §, ; means 1 for n =1

and zero for n # 1, and p? = p,(ﬁ) ¢% = p(@,). & r(P1,-- - PriS1,.--,5:) are the Fourier
transforms of the functlons o] ¢(%181,.-.,%,5,) in the sense of tempered distributions,
where &/ (%;$;,...,%,5) 1s equal to the truncated scattering functions
Gz,r(%131,---, +Sy) for 4, <...<¢, and is symmetric with respect to the variables

X185 %S%. I

Remark: The fact that it is possible to restrict the variables in the arguments of
cr, r to the mass shell p° = u( ) in the reduction formula of the Theorem 6.4 is a simple
consequence of the existence of the truncated generating functional S; r(g;f) and of
the Theorem 5.1.

Although the infinite volume scattering functions exist bv Theorem 6.1, we may
not yet conclude that the limit of the finite volume scattering amplitudes exists as
[ — . Nevertheless, by Theorem 6.4 we have already that the infinite volume off shell
scattering amplitudes exist as limit for / — o« in the sense of tempered distributions
of the off shell amplitudes for the space cut-off interaction, the latter being defined by
the right-hand side of the formula in Theorem 6.4 without the restrictions
($:)° = w($;) and (¢,)° = w(d,). We will discuss this problem in a forthcoming paper.
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