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Euclidean Fermi Fields and a Feynman-Kac
Formula for Boson-Fermion Models

by Konrad Osterwalder!) and Robert Schrader?)
Lyman Laboratory of Physics, Harvard University, Cambridge, Mass. 02138

(24. 1. 73)

Abstract. We define free, covariant Euclidean Bose and Fermi fields and establish their relation
with the corresponding relativistic free fields. Using this correspondence, we prove a Feynman—-Kac
formula for boson—fermion models.

1. Introduction

Euclidean scalar boson fields play a fundamental role in the construction of
Lorentz covariant fields. Their importance was stressed by Schwinger [Sc 1, 2],
Nakano [N 1] and Symanzik [Sy 1, 2], whose ideas led to an abstract formulation by
Nelson [Ne 1]. His work has been very stimulating and has provided new results in the
constructive quantum field theory of boson models [G 1], [GRS 1]. Our paper resulted
in an attempt to find a formulation which also incorporated Fermi fields. We introduce
free Euclidean (spin 4) Fermi fields. Starting from a Hamiltonian H in relativistic Fock
space, which describes a Yukawa interaction plus a polynomial boson selfinteraction,
we prove a path space formula. This is the Feynman-Kac formula and it relates
exp[—tH] to exp[—V7], where V is a Euclidean action and is expressed in terms of
Euclidean boson and fermion fields. exp[—V] is the generating expression for the
Feynman diagrams in the Euclidean region. Hence the Euclidean fields may be viewed
as creating and annihilating virtual particles.

Euclidean fermion fields involve complications absent for bosons:

I.  The Euclidean scalar boson field @(x) agrees at time zero with the relativistic
boson field: @(0, #) = ¢(«). The Euclidean boson Fock space &, then contains the
relativistic boson Fock space &, ((Ne 1], [Fe 1]). This does not hold for fermions,
ie. ;4 &, and sharp time Euclidean Fermi fields create non-renormalizeable
wave-functions.

II. Euclidean boson and fermion fields transform under the analytic continuation of
the representation of the inhomogeneous Lorentz group to the inhomogeneous
rotation group iSO, (Euclidean group). However, it is necessary to introduce two
independent anti-commuting Euclidean fields ¥* and ¥® corresponding to the

) Supported by the National Science Foundation under grant GP 31239X.
2 Supported in part by the Air Force Office of Scientific Research, contract F44620-70-C-0030.
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relativistic fields ¢ and 4. These extra degrees of freedom avoid a contradiction
between Euclidean covariance of the fields ¥ and ¥®), the canonical anti-
commutation relations and the form of the two-point function which has to be
equal to the relativistic Feynman propagator at imaginary times [N 1].

III. In contradistinction to the Euclidean boson action, the Euclidean action V
involving fermions is non-hermitian. The adjoint transformation V' — V*isrelated
to Euclidean time inversion (see below). This non-hermitian property causes no
difficulty in the physical interpretation.

In spite of these differences:

IV. Asfor Euclidean boson fields, the action density for charge conserving theories is
abelian. Thus our Feynman-Kac formula for boson-fermion systems gives a
mathematically precise history integral for both fermions and bosons.

The Feynman-Kac formula can be used to define (cut off) Euclidean Green’s
functions for the type of interactions considered here. Removing the cutoffs we should
obtain a set of Euclidean Green’s functions, satisfying the axioms introduced in
Ref. [OS 2] and thus defining a relativistic field theory model (in the sense of Wightman).

Our paper is organized as follows: We will construct Euclidean fields by starting
with creation and annihilation operators satisfying the usual canonical (anti)-commu-
tation relations and then defining the fields in terms of these operators. This Fock space
construction will be carried out in Section 3. For this purpose we recall the definition
of a relativistic free Bose field and a free spin 4 Fermi field of mass #, > 0 and m, > 0
in Section 2. In Section 4 we establish the transition from Euclidean Fock space to the
relativistic Fock space. In Section 5 we prove the Feynman—Kac formula for a system
of scalar Bosons and spin 4 Fermions coupled by a Yukawa interaction and a polynomial
boson self-interaction. In Section 6 we define approximate Euclidean Green’s functions
for a theory with the interaction discussed in Section 5. We verify two of the axioms
introduced in [OS 2], namely positivity and symmetry. To give an explicit example we
consider the well-known AP(p), model for small coupling constant A, We show that
the contour expansion estimate, recently established by Dimock, Glimm and Spencer
[DG 1], [GS 1], combined with our results, is sufficient to prove the existence of limiting
Euclidean Green'’s functions, satisfying all the axioms of [OS 2] and hence defining a
Wightman field theory.

For notational conventions in the relativistic case, we mostly follow Bjorken and
Drell [BD 1]. We write x for a real four-vector (x4,%,,%,,%;) = (%5,4) and we set
Xy = D10 %% for the Euclidean scalar product. This paper details the results
announced in [OS 1].

2. The Relativistic Free Fields for Scalar Bosons and Spin } Fermions
2.1. The scalar Bose field

The one particle boson space F (b is represented as #?(R?) and the boson Fock
space is the Hilbert space completion of the symmetric tensor algebra over #{V,

Fr=A(FHV)=COFP D (FP @ F") D....

The vacuum is denoted by £2,. In the standard fashion we introduce boson annihilation
and creation operators a(k) and a*(k) with the commutation relations [a(k),a* (k)] =
8 (k — k'), (for mathematical details see e.g. [G] 1]). By H, , we denote the positive
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self-adjoint free Hamiltonian, defined by
H,o= f a* (k) a(k) u(k) &k, (2.1)

where p(k) = (mZ + k%)1/2 and m,, > 0 is the bare boson mass. The time zero boson field
is given by the formula

9(8) = (2m)=2 [ o= (2(R))~/2(a*(K) + a(—k)) &k,
We will also need ‘free fields at imaginary times’. For x, > 0 we define
HX) = (o, ¥) = ~T1Fbo () cXon0
— (2m)=2 [ omihx(2pu (k)12 (=xom® X (k) + 6788 o)) dF. (2.2)
‘We note that
$(o.f) f $ (o, %) £(%) d3x (2.3)

is defined on Range (¢~%H5.0), forall s > x,, f € #~1/2(R?), where

-s/4
H2(RY = { fe #'(RY), freal, f(k,, ...k, (i E? + 1) e P2(RY}.

The anti-time-ordered two-point function for the fields ¢ is defined by

=, B $(3)>0, it %< yo,
Tp@ o= { (2.4
’ {<<p(y) $(x)o, if 20 > ¥,

where ¢ >, denotes the vacuum expectation value. Note that $(x) and @(y) commute
at equal times, i.e. for x4 = y,. We now use the relation
+o
n 1 y n ,—ipgx
(p) gu®xy _ f (1po)" e 0% dpo, (2.5)
2u(p) 2n ) pr+m}

-0

which is valid for all x, >0and all# =0, 1, 2 .... Relation (2.5) is easily verified using
contour integration. Thus we obtain

<T¢,(x) HY) Do = (2m)~* je—ik(x—y)(kz + m2)~ L d*k. (2.6)
Cutoff fields are defined by
B

and

GolX) = oMo g () 6o,
where x,(#) is a cutoff function, e.g.

1 ikx
XK(x) = (2”)3 f e k. a3k,

lkl<x
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Obviously we have

Tdelx) $ul9)0= [<Thl00 #) $yo, ¥Doxel® — #) xuly — ¥) @5y (2.7)

2.2. The spin 3 Fermi field

In this section we summarize the theory of a free spin 4 Fermi field of mass m ; > 0.
Our notation closely follows that of Bjorken and Drell [BD 1].

The one-particle space is #{) = C* @ £%(R®) and the fermion Fock space is the
Hilbert space completion of the alternating tensor algebra over #,

T =4 FD) = COED ©(FP @, FM) D ...

The vacuum is denoted by £2,. We introduce fermion annihilation and creation
operators b(p,s) and b*(p,s) and anti-fermion annihilation and creation operators
d(p,s) and 4*(p,s) for the momentum p and spin 4s = +%. They satisfy the anticommu-
tation relations

{0(p,5).0*(p', ) } = {d(p, ), a*(p', ")} = 85 33 (P — P,
all other anticommutators vanishing. The free Hamiltonian operator is defined to be

Hyo= 3 [0*(p.5)b(p.s) +d*(p.s) d(p,s) w(p) &2, 2.8)

s=11

where w(p) = (m7 + p*)*/?; m,>0 is the bare fermion mass. H, , is positive and
self-adjoint. The free field (¢, #) is given by

3/2 1/2
Hen = (_21;) szuf (w"Z;)) e”!PE[@X(p, s) v(p, ) P

+ b(=p, 5) u(=p, 5) e Pr) d3p. (2.9)

There is a umtary representation U(.) of the universal coevering group of the inhomo-
geneous, orthochronous proper Lorentz group #L%, which is the semidirect product of
SL(2,C) with R?, such that

Ula, 4) ,(x) Ula, )~ = gsw, A) (A4, Dx +2),

U(a, 4) $,(x) Ula, z% (A, A)x + a) S,,(4, A). (2.10)

Here A e SL(2,C) and a bar over a 2 x 2 matrix A denotes its complex conjugate.
Also forany A, BeSL(2,C), ze C*% A(A4, B) z is given by

N N
A(A,B)z = AZBT (2.11)

with
Z=> z;04, (o;: Pauli matrices).
Furthermore
(A,B) - S(4, B (2.12)
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is a 4-dimensional analytic representation of SL(2,C) x SL(2,C) such that

a, + ac 0
S(4,4717) = 2.12
4, ) 0 ay+ ac )’ (2.12a)
a, ac
S(4, AT) = ( ) | (2.12b)
as a,
where 4 = ay + ao and det A = a3 — a®> = 1. If we now define
1 1/2 1 1/2T
S(p) =S ((— (w(p) +P0)) ; (—— (w(p) +PG)) ) (2.13)
Hiy Ay

for any real 3-vector p, then S(p) is exactly the matrix given in equation (3.7) of
Chapter 3 in [BD 1]. Hence w" (p), the 4-component spinors given by the 7th column of
S(p), are just the spinors for momentum p obtained from the spinors in the rest-frame
by a ‘rotation-free’ transformation. The spinors

wp,1) =wi(p), w(p,—1)=w*p),
vp. 1) =wi(p), o(p,—1) =w(p),
#y(P,5) = Zpuj(P,5) () per
(P, s) = 2 vE(P, ) (¥°)pas

satisfy the following completeness relations

_ 1
2, Ug(P,S) Ug(P,s) = 5 #+ Maps

s=*1

(2.14)

1
Z 'i)a(P,S) 5B(PJ S) = % (?_m)aﬂ’

Now we define ‘free fields at imaginary times’ as in the Bose case. For x, > 0 we set

() = £ (0, ) exotia

1 - mf - —i * —w(p)x
=(§;) sglf(;@) e”'P* [d*(p,s) v(p, s) e~

+ b(=p, s) u(—p, s) e*P*] d° p, (2.15)

lﬁ(x) e g_xOH-_f-O ‘Z(O’ x) exOHf-O —_— e"xOHf-O !p* (0, x) ‘)/0 ngHf.O

1 3/2 mf 1/2
PO T —ipx [h* by —w(p)xg
S [ IR

+ d(—p, s) D(—p, 5) e*®*0] d3p.
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Again the operators

xo, f h(x,, %) f(x) d3x
and

xo, f P(xo, %) f (%) d3x
are defined on Range (¢75Hr.0), for all s > x,, f € #%(R%). We now define
<‘/:a (%) ‘/jﬂ( Yo, i % <Yo

CT(%) dp(y) >0 = { _
—<‘/‘B ‘)[’a X) >0, I %o =Y.

Now we set
3
Yo=voyi =ty (=1,23) and $°= 3 p/.
i=

Then formula (2.5) and the completeness relations (2.14) give

1 J'(m —1$%)ap

@m*J) p*+m3

b

CTiha(X) 5(¥) >0 =

e~ ip(x—Y) d‘*j).

In analogy to the boson field we introduce cutoff fields by

e a0, ¥) = f Xx(% = 3) (0, 3) &,

beal0, %) = [ Xu(% = ) (0, 9) &%,
and

Ax «X) = e—>oHs,0 0, X exOHf.O,
, K,a

Szx,a(x) = g~ *oHr0 Jx,a(o: x) e¥oHso,

such that

—

(T ) e a9)50 = [ Tl #) (30, 30
Xe(® — &) xu(y — ¥) &3%' &%y’
The total Fock space is the tensor product of %, and % ,,
F =% Q %,

H.P.A.

(2.16)

The vacuum is 2 =2, ® 2,. All operators introduced previously are considered as
operators in &. The total free Hamiltonian is Hy=H b,0 + H;, We may replace

Hy o and H; , by H, in the definitions of ¢(x), z,[: ) and ¢ ). N will denote the total

number operator in & :

N=[a*(al) @h+ 3 6*(p.s)b(p.s) +d%(p.9) d(p,) 2.

s=x1
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3. Euclidean Fields

In this section we introduce free Euclidean boson and fermion fields, which will
be related to the relativistic boson and fermion fields constructed in the preceding
section. These Euclidean fields act in a space & which again has Fock space structure
(see Section 1). The fields transform covariantly under a unitary representation of 1SO,.

3.1. Euclidean boson fields

The Euclidian Fock space &, for bosons is defined to be the Hilbert space com-
pletion of the symmetric tensor algebra over £ = %,(R*) (the Euclidean one-particle
space),

&y = A,(8Y).

The vacuum is denoted by £ ,. Again in the standard fashion we introduce annihila-
tion and creation operators 4 (k) and A*(k):

(A(k) X)"(k,,...k,_ ) =22 X"Kk,,...k, ),
where X® is the n-particle component of an element X € &,. Furthermore

[A(k), A*(Kk')] = 8P(k — K').

The Euclidean boson field is then defined by
P(x) = (2m) 2 [ (K> + mid) 1120~ x(A*(k) + A(—K)) k.

Obviously Euclidean boson fields are commutative, i.e.
[P(x),P(y)] =0, forall x,yeR*

This is in contrast to relativistic free boson fields, which commute only for space-like
separated points.

As usual these Euclidean boson fields become well-defined (unbounded) operators
only after smearing with some test function f:

P = (2”)'2f FR) (K2 + m2)~V2(A* (k) + A(—k)) d*k

is a self-adjoint operator in &, if fe #~1(R*. In fact, let 9, , be the dense set of
vectors having at most a finite number of particles. Then @(f) is a well-defined sym-
metric operator on P ,, it leaves 9, , invariant and any element in @, , is an analytic
vector for @(f). Thus @(f), which by definition is the closure of @(f) M Dy ,, is self-
adjoint. We note that the test function space #~*(R*) contains elements of the form

f(xo, %) = 8(x0— 8) f1(%),

with f; € #~1%(R3) and ¢ arbitrary. Thus @(f) = D(¢,f,) is a well-defined self-adjoint
operator. We call @(¢,-) the Euclidean boson field at time £. This existence of sharp time
Euclidean boson fields was essential in Nelson’s construction, see [Ne 1], [Fe 1]. In
our approach it will still be a useful (but not necessary) tool for the construction of a
relativistic field theory from Euclidean field theory.
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The two-point function is given by

(D) B(y)yo = (2m)™* [ e Ik + mid)~* 24k

= <T(X) (¥))o, (3.1)
(see equation (2.6)). This relation will become crucial in Section 4. If we define
D,(x) = [ Do, #) xulx — #) 2,
then relation (3.1) is replaced by

(D (%) Py(¥) Y0 = {T P (X) Pc(¥) Do (3.2)

(see rel. (2.7)).
We have a unitary representation of iSO, on &, defined by

Uy(a, R) Qs = Qs s,
Uy(a,R) A*(k) Uy(a, R)"! = ¢ i RW'a 4*(Rk), aeR* ReSO,.
Therefore the field transforms as
Uy(a, R)@(x) Uya, R)™! = ®(Rx + a).

For notational convenience we shall write U}, for U,((¢,0),1).

3.2. Euclidean Fermi fields

Having constructed a Euclidean Bose field, our aim is to find a Euclidean Fermi
field by a similar procedure. The first ansatz would be to look for a field ¥,(x) such that

Flx) V530 = 3 Tl B5(¥) >0 ¥2s.

This, however, is not possible, since the right-hand side is non-hermitian, hence a
fortiori not positive definite. A way out is to double the number of fields. More precisely,
we construct two anti-commuting 4-component free fields ¥®(x) and ¥*® (y) such
that

CPDO) TP >0 = <TehalX) d1s(¥) 0
<1Ira$i)(x) II,,(QJ)*(Y)>O = 8ij 816 Smf(x - Y)!
PO () TP(y) 5o = 0. (3.3

Here { > on the left-hand side denotes the vacuum expectation value in the Euclidean
Fock space &, and

g"ip(x“y)

Om, (X —Y) = (2m)~* j md4fb-
Also
{FPx), ¥y} =0,

{PPX), W% ()} = 208,50, 8, (X — y). (3.4)
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We choose the one-particle Hilbert space &% to be
8
- x,
i=1

where each # | is isomorphic to #?(R#). Alternatively
P~ C® @ L*RY).

Then the Euclidean Fock space &, for fermions is defined to be the Hilbert space
completion of the alternating tensor algebra over &4,

€= A,(8P).

The vacuum is denoted £2, . We introduce fermion annihilation and creation operators
B(p,j) and B*(p,j) (peR* j=1,...4) and anti-fermion annihilation and creation
operators D(p,7) and D*(p,7) (pe R* j=1,...4), satisfying the anticommutation
relations
{B(p.7), B*(0',7')} = {D(p.7), D*(p".7')}
=98;;0®(p—p),
all other anti-commutators vanishing. B*(p, /) is the creation operator related to the
one-particle space #;(j = 1,...4) and D* (p,j) is the creation operator related to the
one-particle space ##,,, (j=1,...4). In order to construct Euclidean spinors, which

will give us the fields, we define a matrix SE(p) in analogy to the matrix S(p) (2.13).
Namely for p, + |p| # 0 we set

1 1/2 1 1/2T )
SE(p) =S ((‘_ (Po + 7'P°)) , (_ (Po+ "Pc)) ) (3.5)
p| p|
(see (2.12b)). We note that the sphere |p| = const. in R* and the mass shell
VT = {p e R¥|pE— p? = m?>0; po > 0}
are dual symmetric spaces [H 1]. An easy calculation gives

7

po

1
oo (bot [P\ 2]+ %6
so- (50 | | -
po 1

| + %0

Note that SE(p) is homogeneous of order 0 in p. We have the important relations
SE(P)* =SE(p)™! = S*(po, —P), (3.7)
76 S5(P) y5 = SE(P) 7, (3.8)
SE(p)|p|vE SE(p) ™" = #". (3.9)
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In particular SE(p) is a unitary matrix, hence all matrix elements are uniformly
bounded by 1. Now for 4 > 0 define the four-component spinors wi(a) (j=1,...4) by

(—ta £ m,)1/2 0
0 (—ia +m )12
w(a) = o , wi(a) = o
0 0
0 0
0 0
wia)=| . , wia) = i
- (1a + m,)1/? - 0
ia+m
0 ( f)l,’z

and set
U (p) = SE(—p) wi(|p|),
V!(p) = SE(—p) wi(|p|),
U’(p) = wi(|p) T SE(p) ™,
V/(p) = wl(|p|)7 SE(p) %,
1.€,
Ui(p) = 2 S5(—p) wis(|p]), (3.10)

etc. Then (x denotes the complex conjugate)

=1 J=1 i=1
4 - -~
= 2 Vi(p) Vi(p)* = 8q5(P* + m3)'/2. (3.11)
Jj=1
Also

— jza S& @) wi,(|p]) wis(|p|) Si(p)~*

= Za Sa(P) (—i|p| v + mf)yasfﬁ(l))_l = (—1pF + my) - (3.12a)
Y.
Similarly

3 VAR THD) = —(it 4 ) 3.121)
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We are now prepared to define the Euclidean Fermi fields ¥ and ¥®:

e—lpx

PP = 2m~2 > | ————{D*(.5) Vi(p) + B(-p.7) Ua(p)} a5,
,ZJ. (p? + mz) "

—ipx

YD) = (2m)- 2 f o (B°0.0) U4B) + DIp) Vi . (819

Using relations (3.11-3.12) it is easily checked that these fields satisfy relations (3.3).%)
If we define

YO0 = [ PO0,) xelx ) &,
we have (see (2.16)):

CFDE) PG50 = (T a(X) (5o

Using the relations in (3.4) it is easy to see that ¥{(f) is a bounded operator for all
fe #e2 R

KR ={fe L' (R%), f(p)(p* + 1)~V* € L2(R*)},
with

IZON < 2@m)* [ (07 +m)=2| flp) [2d*p.

Now let fe #*(R* and j =1, ... 4 be arbitrary. Then B*(f,7) 2, , and D*(f,7)£2
span the one-particle space. For given £, j define f, and g, by

fu(p) = SE(—p)7d w!;(|p|) 1 (p* + m2) V2 f(p),

Z2.(P) = SE(P) oy wi;(|P|) "1 (p* + M3 V2 f(p).
Then f,, g, € #c'*(R* if f e £*(R* and

D*(f,5) 2 Z VP (o) 26,5,
B*(f,7)2¢.r = g Y2 (82) 2.1
This proves the following lemma.
Lemma 3.1. Vectors of the form
VW) 2y foe HERY,

span the n-particle space.

As usual : : denotes Wick ordering.

3)  When we presented this material at the New York meeting on constructive quantum field
theory (Sept. 1972) F. Guerra informed us that he has constructed similar fields.
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We conclude this section with a discussion of the covariance properties of the
fields. For this purpose we will have to deal with the universal covering group 50, of
150, which is the semi-direct product of R* considered as an additive group, and -
SU2) xSU(2):

(a, (u,,u,)) €150, < a € R*, u,,u, € SU(2).
The unit element is (0, (1,1)). The group multiplication is defined by
(a2, (1, 4)) (@', (1, 42)) = (a8 + R(uy, u;) @', (g}, uu3)).
Here R(u,;,u,) € SO, is given by R(u,,u,)x =X with
(—1xp+ &' &) = u,(—ixy + ¥6) ul, (3.14)

(compare with 2.11). We will show there exists a unitary representation U () of :50,,
such that £, , is an invariant vector and

Ug(a, (uy,u,)) 5P (X) Ug(a, (uy, ;)™
= ;Saﬂsl(“n ;) Vi (R(uy, ;) X + a),

Us(a, (uy,u,)) WP (x) Uy(a, (11, 4)) 7
— 5 WO(R(uy, 1) X + ) Sy (81, t3). (3.15)
B
S is given by (2.12).
Comparing this with relation (2.10), we see that these transformation properties
are in agreement with the axiomatic formulation for the Euclidean Green’s functions

([OS 2], Section 6). Of course (3.15) is consistent with the value of the two-point
functions. Note that S (u,,u,) is unitary for all %, u, € SU(2). The relations

v6S(u,u”) y§ =S, i)
veS(u, %) y§=S(u, )
ueSU(2); % =u"1T

(see (3.8) and (2.12a)) easily show that W@ transforms like ¥ "*y§. To construct this
representation, we first note that the translation group is unitarily implemented by
defining U ,(a) through

Ug(a) Qg 5 = 5
Us(a) B*(p,j) Ug(a)~" =e7'®2 B*(p,j),
Us(a) D*(p,j) Us(a)~t = e7'P2 D*(p, /), | (3.16)

making (3.15) true for translations. In order to define U ,(uy,u,) for u;,u, € SU(2), we
have to introduce a “Wigner rotation’ [W 1]. First we note that the subgroup

G = {(u,u)|ueSU2)}

of SU(2) x SU(2) is isomorphic to SU(2) and is the subgroup of SU(2) x SU(2) which
leaves the point (1,0,0,0) invariant under the transformation given by (3.14). For
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uy, %, € SU(2), p € R* define the element (u(u;, u,, P), (14, %,, P)) € G by
(s(141, 4, D), (141, 45, D))
= (0] 2(ga+ ip’ @)1, [P 2+ ip 0)7T)- (o, )
-(|p|72(po +ipe) 2, |p|7M2(po + ipe)2T), (3.17)
where p’ = R(u,,u,) p (in particular |p’| = |p|). Setting
T'(ty, %2, P) = S(u(vsy, 43, ), (4, %5, D)
the fact that S(-,-) is a representation of SU(2) x SU(2) gives
T(uy, u3,P) = SE(R(uy, u;) p) ™" S(uy, u,) S(p)
= SE(—R(uy, u,) p) 1 S (14, %) SE(—p). (3.18)
We are now in a position to define U ;(u,,u,). We set

Up(uyg, u,) -Qg,f = -Q&f:

Up(thr, 3) B*(P.7) Up(thy, u5)™" =3 B*(R(1y,%5) P, 5") Ty 5861, %2) D),
T;;

Ug(ug, uy) D*(p,7) Up(ug, uy)™t = o1y, %5, P) " D*(R(uy, u,) P, 7). (3.19)

Relation (3.18) immediately shows that this is a representation. Noting that

@5 (|P]) Tjoj(thy, w05 D) = T poj (1, w55 P) @ (| D)

and again using relation (3.18), the covariance properties (3.15) of the fields are easily
verified. We may incidentally note that relations (3.16) and (3.19) exhibit U ,(a)
Uyl(uy,u,) = Uz(a, (uy,u,)) as an induced representation on & [M 1]. (The representa-
tion is highly reducible.)

3.8. The total Euclidean Fock space
The total Euclidean Fock space is the tensor product of &, and &

énng®éﬂf-

The vacuum is £, = .Qg » ® 82, ;. All the operators introduced previously are now
considered as operators in &£. The unitary representation of 50, is defined by

Ula, (uy,u,)) = Uy(a, R(uy, u,)) @ Ug(a,uy,u,).
We shall write U* for U((¢,0), (1,1)). Also we introduce the total number operator
iné:

Ne=[ 4% A(k)d* + z [B*0.5) Bo.j)d*p + z [ D*0.5) Dp.j) 2*#.
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4. Relativistic and Euclidean Fields

In this section we show how to reconstruct &%, ¢, s, and v,-[«-, from the corresponding
Euclidean quantities &, @, ¥ and ¥, In a theory involving only scalar Bosons it
is possible to identify & with a subspace of &. The Euclidean field @ at time zero (see
Section 3.1) restricted to that subspace becomes the free field ¢ at time zero, see [Ne 1]
and [Fe 1]. This procedure, however, does not work for fermions, mainly because the
fermion operators are not well-defined at sharp times. Our procedure generalizes the
methods used in [Ne 1] and [Fe 1].

We introduce the ‘subspace of positive times’ &, of &. On &, x &, we define a
sesquilinear form (X,Y) = (0X,Y). Here @ is a unitary involution on &, which may
be interpreted as a time inversion followed by charge conjugation. The form { , ) turns
out to be positive semi-definite. The set A" of vectors X with (X, X> =0 1s a closed
linear subspace of &, thus {§,\A4",{ , >} defines a pre-Hilbert space, whose closure can
be identified in a natural way with the Fock space & . Using this identification, we can
reconstruct anti-time ordered products of operators ¢, b and :,Z; in # from the corre-
sponding ordinary products of @, ¥ and ¥® in &,. Using the time translation
group U’ in & we construct a contraction semigroup on & which turns out to be
exp|[—tH,), fort = 0.

This transition from &, to % will be used in Section 5 to prove a relativistic
Feynman-Kac formula for systems with boson-fermion interactions.

4.1. Reconstruction of the Fock space F

We start our construction by defining the unitary involution . Set ¥x = (—x, %).
Our aim is to find a @ such that

00, = Q,,
Ob(x) 6! = D(Px),
OV P(x) 0~ =3 FEFD(I%)*(y0) s
B

= (PO ) 2(9%). (4.1)
We define the linear operator @ by
02, = Q,,
OA(K) Ot = A*(9k),
6B*(p,j) 6 = 3 B*9p,#) Cu(~p),

OD*(p,j) 0~ = 3 C,u(p) D*(9p. ), 4.2)

where C(p) is defined by

1 /0 —ipo
C(P)=m(ipc 5 ) (4.3)



Vol. 46, 1973 Euclidean Fermi Fields and a Feynman-Kac Formula 291

We have C(p)* = C(p); C(p)* = 1. Thus C(p) is a unitary involution and therefore &
has the same property. The relations in (4.1) now follow from the definition of the
fields, from the relation (3.7) and the fact that

w,(|P]) Ciu(P) = C1ulp) whi(|P|)*
for all 4 and %. Also
SE(=P) ™ yo SE(—Ip) = C(p).

The following relation is easy to verify

=1 k=n =

6: 11w (s I o(h): 2, - (; LT (#6 y0), 1) fll@whl):) 2,
where

fee HTARY); he AN RY, nomelt, @Bf)X)=/[(0x).

For given 7,s(r < s) we define subspaces &, ; of & by &, ; = closed linear hull of

:Elpﬁk)(fk) 11_1_1@(”1)395; AT hlezﬂprs}:
where
Hypo=1{heH,(R*;supph<[r,s] x R}
We shall write &, for &, ,, and &_ for &_,, o. With this definition we have
U’ Ers=Crirsues @gr,s = éa—s.—r'

Note also that @U* = U~*@. Next we introduce the notation
K

Yo f,a) = 11 ¥O(),

K
FOyolf @) =SB 1L o)y,

O (h)

I
=
S

S

for

o= (ay,. .. g), p= Brr---Bx)
F={f1,:--fx), B vehy); KMelZt,
f, € #V2(RY),
hie #~(R?Y).
Then we define &2 to be the linear hull of the set of all vectors of the form
P HDO(f,a) PO (g,B) D(h): 2, (4.4)
a=(a,...-ag), P=B..--Br); K.LLMeZ+,
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with
fu€i €HoM2 hie Ho

&2 is dense in £, by definition. Using a similar notation in Fock space, the set of
vectors

-~

(@) (g, B) p(h): 2, (4.5)
witha, B, f, g, h as above, is total in &. Its linear hull will be denoted by #°.

Remark. It is instructive to note that the vector in (4.5) may be written as

1(ef, o) (g, B) pleh): 2,
where ef = (¢f,, €f,, ...) and €f is defined by

f(P) = Fl—iw(p). )
for fermions and

~ ~

€h(p) = h(—in(P), P)

for bosons. The existence of ef is guaranteed by the support properties of f. An easy
calculation shows for example

~ ) [ Fltop)
iy =22 | Ll ap,

— 00

Thus for f € #5142, ef is in £?(R3), which is the correct test function space for the time
zero fermion fields and similarly if % € 55", then ek is in #~1/2(R3), which is the
correct space of test functions for free time-zero boson fields.

We now define an operator W, mapping &2 into #°. We set

~

Wo: PO (f,a) PO (g,B) D(h): Q = :i(f,a) $(g,B) §(h): Q. (4.6)

By linearity, equation (4.6) defines W, on &9. The following lemma justifies the
construction of &.

Lemma4.1. Let X, Y € 8. Then
(WX, W,Y) =(0X,Y). (4.7)

Note that the scalar product on the left-hand side is taken in &, where as the scalar
product on the right-hand side is taken in &.

Proof. It is sufficient to prove relation (4.7) for vectors X and Y of the form
(4.4), i.e.

X = 1 PO(f,0) PO(g, ) D(h): 2,
Y — (PO (f,a) PO (g, B) B(h'): 2,.
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We use relation (4.1) to compute the right-hand side of relation (4.7).

(OX,) = (5, PP y,(9,9B) F® y,(9F, 9a) DBH):

xWO(f,a) V(g B) DR) Q). (4.8)

with

¥f = W, ... 9,

Qa = (ag,...a),
for

f={n. - fx)

o= (0tq,...).

Now we use Wick’s theorem (which of course remains true for Euclidean fields) to
write equation (4.8) as a sum of products of the form

(FDyo)p (B8 P5olendo, (PP yo)a ) T fO)Dos
(D) D(h) o
Using relation (3.3) we may replace
<(1P(1)')’o).8,‘(79§k) ]Pﬁ_)( Ap
by
T Whyo)s, 98 s, (&)
and hence by
(vola, (922 i, (€90

because 1g,(%o, #) is non-zero only if x, <0 while g;(y,,y) is zero unless y, > 0, and
therefore the anti-time ordering operator 7 is unnecessary. Similarly it follows that
we can replace

((F® ‘)’o)ak(ﬁfk) 'luaf'l,)( r)0

by
o) a8 fir (0
and
(D(DOhy) P(hr) o
by
{Phi) @A) o

Now we use Wick’s theorem in the other direction to conclude that

OX,Y) = (Q,:hyo(9.98) thyo(S7, Der) G(Sh):
< B o) g ) G(h): Q). (4.9)
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Finally we use the definitions of t, ¢ and ¢ to verify

Byo)s(09)* = sle)  Whyo)ldN* = fulf), PIh)* = $(h). (4.10)
Inserting relations (4.10) into (4.9) we obtain

(OX,Y) = (WoX,W,Y),

which proves lemma 4.1.

Now let X € &9, then | W, X|* = (OX, X) < ||0X]||X]| < || X]|]?, using the unitarity
of @. Thus ||Wy| < 1 (a simple argument shows that in fact ||W,| = 1), and W, can be
extended in a unique fashion to an operator W from all of &, into & with ||[IW] <1.
The range of W, denoted by & | is dense in &. Let 4" be the non-trivial kernel of .
Then

N ={X:X €&, (OX,X) =0}

1s a closed linear subspace of &,. The quotient space &,\A4" equipped with the positive
definite sesquilinear form

(X} {Y}).,r = (0X.,Y)

is a pre-Hilbert space, whose closure we denote by % . For X an element in &, we write
{X} to denote the equivalence class of Xmod A" in &,\.4". Defining P as the mapping
from &, onto &, \A#" = & which maps X € &, onto {X} € £,\4", we can write W as
WP, Where W is an isometry from &% onto &. In order to relate our construction to
the formalism introduced by Nelson [Ne 1], we remark that, in case only bosons are
present, each equivalence class {X} contains exactly one time zero vector (which does
not exist for fermions). Since (0X,Y) = (X, Y) for time zero boson vectors, %, can be
identified with 4”1, the ‘time zero subspace’ of &,, and the operator P can be interpreted
as projection onto .4"+. In our more general set up a natural embedding of & in & does
not seem to be possible.

4.2. Reconstruction of Wick ordered polynomials. The free Hamiltonian.

In this section we show how to reconstruct field operators and Wick ordered
polynomials in the field operators in # from corresponding objects in &.

Let Z(x) be a Wick ordered polynomial in the cutoff fields ¥{ and @, and let
é( ) be the same expression as JF(x) but with Y{)(x), ¥ (x), @,(x) replaced by
1/1,, " zﬁ (X), @, (x) respectively. Set £(«) = £(0, ). Then £(x) = e~*oHo £(x) g¥oHo, When
smeared out with sufficiently smooth test functions A(x), Z(4) and £(%) are operators
defined on the dense domains

De=() DN) <8, 2= () DN"<ZF,

n=0 n=0
respectively. If 4(x,, #) has the support in [0, ) x R3, then H(k) £, is a vector in &..

Lemma 4.2. Let 5(x) and &,(x) be defined as above and suppose all h; have support
wm [0, 0) x R® and are smooth enougk such that 5,(h;) and £,(h,) are operators defined on
the dense domains Dy < & and D < F vespectively (1 =1,...N). Then

4 fIlEi(hi) Q=T (ﬁ éi(hn) Q. (4.11)
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Remark. T again denotes the anti-time ordering, i.e.

N In_1 N
(H :)) 2 k J. dty f dty.. f dty_y T hpoyty, #,) da,
o1 P 3 i-1

X fn(N)(tN: xy) ... fnu)(tp x),

where >, means summation over all permutations 7 of N elements. Also the sign
depends on the number of transpositions of Fermi fields. The proof of the lemma
follows from arguments used in the proof of lemma 4.1. In order to construct the time
zero field operators in &, we use a limiting procedure. Let X € &, , N &, for some
7> 0 and let A(xo, &) = x(0 1(%0)g(¥) Where i, ,; is the characteristic function of the
interval [s,#]. Then using lemma 4.2 we obtain

1 o1
EQWX = }lrrggf(xm,ug) WX = }lrré n WE(xt0,08) X, (4.12)

for £(g), 5(;([0,,] £), &(Xro.18) defined as above. Equation (4.12) defines £(g) on the dense
set W({U:y0 €%, 0 N &9). In particular we can define the cutoff fields. The next lemma

shows how to reconstruct the free Hamiltonian from the Euclidean time translation:

Lemma 4.3. Fort >0 and X € &, we have
WU'X =e"Ho WX,
The proof follows from equation (4.11) and the linearity and boundedness of W

5. The Feynman-Kac formula

In this section we prove a relativistic Feynman-Kac formula for a system where
scalar bosons and spin 4 fermions are coupled through a Yukawa interaction and a
polynomial boson self-interaction. We start with some technical preparations. In what
follows P(x) will denote a real polynomial of degree 2#, the leading coefficient being
equal to one. We define

Potg) =X [: PBylt, 3): g(#) &2 1 DOV,
Pite)= [ Pulr.g)dr,

Py(g) = A [ Plpy(#): g(#) &*x 1 DN
O0<g<l, ge LY R N L3R3, A<O.

Remember that
Oolt, ) = | B(t.3) xuly — %) 8y T DN}?)"

is a self-adjoint operator in &, if the cutoff function is in #~1/2(R3). For example this
is true for

Xe(®) = (2m) 2 f X3 b,

lk]<
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Standard arguments (see e.g. [G] 1] show that P,(¢,g) and P2(z,g) (respectively P,(g))
are self-adjoint operators, bounded below by a constant C, depending on «, and
essentially self-adjoint (e.s.a.) on P(Nj) < & (respectlvely D (N " < %). Thus for s > 0,
exp[—sP,(¢,£)] and exp[—sP,(g)] are quasibounded semi-groups of self-adjoint opera-
tors. Furthermore

, g 2 kt ¢ kt
s — limexp [—-._Z P,c(—,g)]—s—hm Hexp[——fp’ ( ,g)]
m-»co m m m-o0 k=1
; :
— exp !— j P, (r,g) dT]. (5.1)
0

Relation (5.1) follows using the Duhamel formula and the fact that
= kt :
lim — > P, (=g | = [Py(r,g)dr
m-o MW m
k=1 0
in 2(N%). Since P(0,g) leaves &, invariant, lemma 4.2 implies
WP(0,8) X = P(g) WX,
for

Xeé&, N 2(P0,g). (5.2)

Let z be in the resolvent set of P, (0, ). Again since P, (0,£) leaves &, invariant, the same
is true for (z + P,(0,2)). Set X = (2 + P,(0,2))"* Y for Y € &,. Then (5.2) gives

WP(0,8) X+ 2WX =P (g) WX + 2WX,
and hence
W(z+ Pe(0,8)7'Y = (2 + Py(g) ' WY,
But then we also have for any s > 0
We POy — ¢=sPx@ VY, (5.3)

The discussion of the Yukawa part of the interaction is a bit more complicated because
the Euclidean action turns out to be a non-Hermitian operator. We define the following
operator in Z(Ny):

Q(h, ) j @ xh(x) 3 W) PER): D(x)
and set

Q(2,8) = Q(h, )
if

MX) = X1z, e+ 41(%0) £(%),

where g(x) is as above and yy, ,; is the characteristic function of the interval [s,]. Using
the relation ®N,O~! = N, it is easily verified that in D(N )

Q(k, k) = OQ(Hh, k)* O-1. C(54)
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On 9 (NetHo), ¢ = 0 we define
Oult.0) =X [ &) @5 32 Yo elt, %) direll, #): Biclt, %)

= e~ Q,(g) ™,

where Q,(g) =0,(0,¢) is e.s.a. in Z(N). We also define the doubly cutoff Euclidean
Yukawa action Qg .(t,g) to be the same as QZ(t,¢) but with Wi (x) replaced by
Y’;f,’co’x(x) where «, denotes a cutoff in the x,-direction. The following estimates are
standard, see e.g. [G] 1], proposition 1.2.3. -

Q% 8)(Ns + 1) < Cy (5.5)
1Q%, .t ) (N g + 1)12(| < Cs g (5.6)
” Qx(g) (HO * 1)*1/2H < C3,x’ (5'7)

ITQR(E 8) — Q% (£, 8] (N g + 1)7H| < pko) C e
with
lim p(xg) = 0. (5.8)

Ko—mo

For fixed g and «, these estimates are uniform when ¢ and 4 varyin a compact set. They
are strong enough to permit the construction of an exponential exp (—Q4(¢,¢)) and to
relate it to exp (—¢(H, + Q(g))). Write Q, Q,, for Q2(¢,g) and QF (¢, g) respectively and
set Q,, = Q@ — Q,,. Then for any n € Z+ |

n

19241 = (@x, + Q)" 2l < > (:) (@5 (@)™

k=0
n

n I
< Z (k) Qi (Vg + 1)_1||k“@xo(Ng 4 1)Lk

X Bn)...83(m—k+1)3.(n—Fk)...3.2)1/2

n

< > (plio) C*C5 ¥ (’;) 3

n!
((n — R))12

- K )C )_ i n
< (6(1 +C,) Cy plio))™n! Z M(_;E)”:— < Csey 1! C gy (5.9)
k=0

where

Csxy =3(1 +C2) Cy plko), Coxe= i M-

Note that Cs, <1 for «q large enough. Thus

. ()
s — lim

N-ow n!
n=0

2
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exists and defines exp — QZ(¢,g) £2,. Replacing £2, by a vector X € D o (D¢ o = vectors
with only a finite number of particles) or by a vector in the domain of ¢*V¢, « >0
sufficiently large, and repeating the above argument, we also find that

N —Q,‘: t, n
exp[—Q%(t,8)]) X =s —lim (——(g)-)—X
N-ow | n!

exists. By similar arguments, we may show that in @, , for any m € Z+, ¢, ... t,, € R,

]:{ exp [_Q:(ti: g)] X= exp [— ig @ﬁ(ti,g)] X = '];[1 (Utt exp [_‘@;’(O,g)] U_t‘) X
- ) (5.10)

Now let 4 be exp[—¢P,(7,g)] or exp[— J' 2 P _(,2) df]. Then A is a bounded operator and
commutes with Q,(¢,g). This allows 'us to extend the domain of the operator
exp[—Q,(¢,g)] from P , to vectors of the form AX (X € D, o). If X € D4 o, then

L Q)"

exp[—Qi(t,g)]AX =s—lim > —— 2" 4X
N-oow | 'n'
N 4
—QA(¢. o))"
o tima S T8
N-ow n!
n=0 .
= Aexp[-Q(t0)] X. (5.11)
Therefore
A exp[—Qg(t,g)] < exp[—Qi(t, )] 4. (5.12)

Thus exp[—Q%4(¢,¢)] is defined on vectors of the form T[N, 4, [I¥, B;X, where
X eDg,, A;is as above, B; = exp[—Q4 (¢;,g)]. Call this set &’. For

exp[—~Qx(t. g)] exp[-PE (¢, £)]
we write symbolically exp[—Q4(¢,g) — P2'(#,g)]. We now want to prove that for
Xe&, NP andd4>0

Wexp[—Qg(0,8)] U“X = exp[-d(H, + Qx(g)) ] WX. (6-13)
Using the boundedness of W we have
Wexp[—Qy(0,2)] U*X

o tim ¥y EQH00)"

N->w n=0 n!

th_y

=s—1im (=1)" j dt, f dt,. . J' a0t 8) ... Oty 8) e WX

=8§— llm J‘dtl f dtn g_‘HHO Qx(g) e_(tn—!—t")Ho

- Qulg) e WX
= ¢~ AHo+ Qe W X (5.14)
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which is (5.13). Note that for the second equality in (5.14), we have used lemma 4.2;
the third equality follows from the definition of Q,(g). The last equality follows from
the estimate (5.7) and a standard theorem on perturbations of semigroups of type (C,),
seee.g.[HP 1], page 400, corollary 1. With these preliminaries, the proof of the Feynman-
Kac formula is straightforward:

Theorem. Let the notation be as above and let X € €,,0 <t < 0,0 <k < . Then

W exp[—Qi(0,8) — Px(0,8)] U* X=exp[—¢(H, + Qx(8) + Pi(g))] WX.

Proof. Using (5.1), (5.10) and (5.12) we have with 4 = ¢/m
Wexp[—Qy(0,8) — Px(0,g)] U'X

m—1
—s—lmW H, Uk4exp[—AP,(0, g)] exp[—Q2(0, )] U~ %4} U™ X

m-oo

= s —lim W {exp[~AP,(0,¢)] exp[-QZ(0, )] U*}" X

= s — lim {exp[~4 P, (g)] exp[—A(Ho + Qx(g)) ]} " WX
(using equations (5.3) and (5.13))
= €Xp [_t(HO + Qx(g) M Px(g))] WX’ (515)

which proves the theorem. To obtain the last equality in (5.15) we used the Trotter
product formula (see e.g. [Ne 2]) which is applicable because Hy + Q,(g), P,(g) and
Hy + Q. (g) + P.(g) are generators of (C,) contraction semi-groups [HP 1].

6. Application: Approximate Euclidean Green’s functions

In another publication [OS 2] we established a set of conditions under which the
Euclidean Green'’s functions may be used to define a Wightman field theory. In Chapter
7 of [OS 2] we also indicated how these conditions could possibly be verified in con-
structive quantum field theories. In this section we will show how approximate (cutoff)
Euclidean Green’s functions can be defined in terms of Euclidean fields. They satisfy
the axiom of symmetry and for a particular choice of the cutoffs also the positivity
axiom. Hence, if the limit ‘no cutoffs’ exists, the limiting Euclidean Green’s functions
will still have the properties of positivity and symmetry.

As an explicit example we consider the well-known AP(p), model for small A. We
show that the above results combined with the contour expansion estimate, recently
established by Dimock, Glimm and Spencer ([DG 1], [GS 1], see especially Theorem 2.1
in [GS 1)), are sufficient to verify all the axioms of [OS 2] for the limiting Euclidean
Green'’s functions.

Let % be a measurable function on R* with compact support, such that 0 < 2 < 1.
We define

V) = [ Q:P@y(x): + X 32 PEAR) PEAX) Box)} hi(x) d* x (6.1)

and
Viteg k) =V(hx) (6.2)
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when A(X) = x10..1(%0)g(#). Here x, ,; denotes the characteristic function of the interval
[s,t]. We note that relation (5.4) may be extended to

V(h, k) = OV (9h,k)* O, (6.3)

We define the approximate Euclidean Green’s functions for a model of Yukawa plus
boson self-interaction in 4 dimensions to be

Sk sy o) = ETEIR] ... DR i By g F Oy (6.4)

where (k) = (ky, ...k, and each > *?(x,) is either D(x;) or PP (x)) 1 =1,2; x=1,...4).
h and « parametrize the approximation. We note that for 4 = y;_, 4, we have

(VB (@ eV BeR) Q Ve QN > (), (6.5)

Now this expression is not zero since the Feynman-Kac formula shows it is equal to

||e—t(Ho+Px(9)+Qx(9)) QHZ

Next for fixed ¢, g, « let X € &, be any finite linear combination of vectors Y € & of
the form

Y = f ZUD(x,) L Dk (x,) eV o0 Q F(x, .. . X,) d4x, ... déx,

n, ky, .. . k, arbitrary, fe & (R*"), supp f {0 <x;, ... <%,

Then with the particular choice & = y;_, ,;¢ we obtain the positivity condition (E2) of
[OS 2] if we write the inequality

OX,X) >0

in lemma (4.1) in terms of the &, , ., using relations (4.1) and (6.3). Also, since the >’s
commute or anti-commute, the symmetry condition (E3) of [OS 2] holds for the
approximate Euclidean Green’s functions &, j .

With an appropriate redefinition of the Euclidean fields all the results of this paper
can be immediately obtained for space dimensions different from 3.

Consider now the example of the AP(¢), model. The cutoff Euclidean Green’s
functions are given by

ChnXy. . Xy =<(DXy) ... D(X,) e VW5 [(e7 VM,

(x; € R?) and define multilinear forms in C§(R?)x...x C§(R?). No ultraviolet cutoff «
is needed. The Euclidean action is given by

<} j x) d2 % (6.6)
We note that the definition (6.6) coincides with (1.4) of ref. [GS 1]. The following

estimates are simple consequences of the contour expansion estimate (2.9-2.10) in
[GS 1] (A sufficiently small)

|Snnlfrs - So) |<C1 lf:|sJ . (6.7)

Ien,hl(flJ c e fn) n hz(f fn l < CZ e_"”d: (68)
|6m+",h (fl’ .. 'fmfn‘fi-lx . fn+m n h fl! g fn) 6m,h(fn+1: iE 'fn+m)] < CS e~me, (69)
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Here f, € C5(R?), C, is a constant depending only on #. ||, denotes some Schwartz’s
norm, C, and C, are constants depending on # and the f;, but not on 4, %, k,. m, is some
positive constant independent of %, 4,, A,, the f; and #. d is the distance from the
support of the f; to the set where %, # %, and f%(x) = f(xo, 4, — a), (X = (%0, %,))-

In ref. [GS 1] the estimates (6.8) and (6.9) are stated as theorems (1.1) and (1.3),
respectively. Now estimate (6.8) implies that

}llilll 6r:,il(fl: i fn) = ert(fl! o fn) : (610)

exists and defines a multi-linear function in C@(R?)x...x C§(R?). Since estimate (6.7)
is uniform in %, we conclude that it also holds if we replace &, , by &,. Hence by the
nuclear theorem, &, can be uniquely extended to a distribution in &'(R*"), which we
again denote by &,. Defining &, = 1, we now verify axioms (E0-E4) of [OS 2] for
{Sufn-0- (EO) follows from S, € &'(R?"). Euclidean invariance (E1) follows from the
uniqueness of the limit in (6.10). Again by the uniqueness of the limit, positivity (E2)
follows from our previous discussion which showed that already the &, , satisfy (E2)
if 1 is the characteristic function of any cube centred at the origin. The symmetry (E3)
is also true since it is true for &, ,. Finally the cluster property (E4) follows from (6.9),
which in addition implies the mass gap as shown in ref. [GS 1].
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