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Time-Delay in Scattering Processes

by J. M. Jauch, K. B. Sinhatl),
Department for Theoretical Physics, University of Geneva, Switzerland
and B. N. Misra?)

Postgraduate Department of Physics, Sambalpur University, Orissa, India3)

(5. VIL. 71)

Abstract. The relation between time-delay and the phase-shift operator is derived in the
context of the time-dependent scattering theory for simple (single channel) scattering systems.

The sufficient conditions on the interaction under which this relation can be established in a
mathematical correct manner are formulated and the precise sense in which this relation can be
interpreted is discussed.

The results obtained here generalize and unify various partial results previously published
on this subject.

1. Introduction

We shall reconsider in this paper the relation between the time-delay during a
scattering process and the rate of change of the phase shift with the energy.

This relation has been obtained by more or less heuristic reasoning a long time
ago. We are of the opinion that the physical and mathematical significance of this
relation merits a more detailed, more general and more rigorous derivation.

Physically speaking the relation is a quantitative expression of the plausible fact
that a particle which spends a long time in the neighborhood of a scattering center
suffers a stronger scattering than one which passes through the region of the scatterer
in a very short time.

This relationship is exhibited very clearly in resonance scattering processes in
nuclear physics, for instance. It is known that in the neighborhood of a resonance the
scattering passes through a maximum which can be very accurately described by a
Breit-Wigner type formula. The effective width of this formula /'is roughly the inverse
of the lifetime of the resonant state.

1) Research supported in part by the Swiss National Science Foundation.
2) Research partly supported by US National Science Foundations, Grant. No. GP 22713.
3) Now at University of Colorado, Boulder, Colorado USA.
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There is no essential distinction between a resonant state with a practically un-
measurable delay-time and the formation of a metastable state. It is therefore de-
sirable to develope a formalism which permits a unified description af all degrees of
resonance scattering and which is applicable for the entire range of values for the life-
time of an unstable particle.

Considered from a different point of view the relationship which we shall establish
is a precise mathematical derivation of what is sometimes loosely expressed as the
uncertainty relation between time and energy in the context of a scattering process.

If AT is the time-delay and AE = I"the width of the energy of a resonance, then
this uncertainty relation says that AT AE ~ 1 (in units # = ¢ = 1). The derivations
of such an uncertainty relation are notoriously unsatisfactory and it is one of the side
results of this paper to clarify this point.

The time-delay during a scattering process is a quantity which is in principle
measurable, although there are very few experimental situations where such a measure-
ment is feasible. But if the measurement is feasible then it may be considered a
complementary piece of information over and above the differential scattering cross-
section.

It is known that a knowledge of the differential cross-section even in its energy
dependence does not suffice for the determination of the scattering amplitude and the
phase-shifts. A supplementary and independent physical datum, like the time-delay
may therefore be quite useful for the reconstruction of the scattering amplitude from
the scattering data. If one considers an individual spherical wave in a spherically
symmetrical scattering problem the time-delay can be shown to be proportional to
the derivative of the phase-shift with respect to the energy, so that a measurement of
the time-delay would constitute a measurement of the rate of change of the phase-
shift with energy.

This relation between the variation of the phase-shift and the time-delay seems
to have been noted first by Eisenbud in an unpublished thesis. Many books on scatter-
ing theory give a simple ‘derivation’ of this relationship with a reasoning somewhat
as follows:

Let the amplitude of an incoming spherical wave (multiplied with the distance
from the scattering center) be described by a radial wave packet of the form

_ k2
f(p(k) e-kr+ol) gk with o ~ 5

0

(in units 2 = ¢ = 1)
m

and (k) be a continuous and square integrable function peaked around a value k.
This wave packet moves in the radial direction in x-space with a velocity which can
be calculated approximately as follows:

The integral will be appreciably different from zero, only if the phase of the
exponential function is stationary near the value £ = ko. This means

" d k7 + o) +t dw |
~—I(R? +w = -l .
dk Tl k=k ar | s,
This shows that for ¢ << 0 the wave packet moves towards the center of scattering
with a velocity vo = (dew/dR) |} _ 4,
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The scattered radial wave will appear for £ > 0 and it has the form

J\(p(k) ezid—i—ikr—-iwt dk ,

where 0 is the phase-shift for that particular spherical wave.
With the same argument as before we obtain the values of 7 and ¢ for which this
integral is appreciably different from zero from the formula -

do
0~7—uot +2?£f£k=ko
or
7= vo(t — Af),
where
ar=2%
W | k= k,

is the time-delay.

While this ‘derivation’ may suffice for a physical visualization of the time-delay
formula, it can of course not be considered as sufficient for establishing it.

The actual relationship between time-delay and scattering amplitude requires
first of all a mathematically more precise definition of time-delay. It is then found that
this relation is of much more general validity than the special case considered here.
The actual proof of this relationship requires considerable mathematical work some
of which is of intrinsic interest of its own as pure mathematics.

A general derivation of this relation was attempted by Goldberger and Watson
in their book on scattering theory [1]. Their formal treatment gives some valuable
clues for a general approach to the proof but it does not constitute a proof of their
theorem.

A mathematically correct proof of the theorem was attempted by Jauch and
Marchand [2]. Their result was not entirely satisfactory either since in the course of
the proof some hypothesis are needed of a mathematical character which have no
good physical justification and which are actually stronger than necessary.

We therefore reexamine this problem once again and develope here an entirely
different mathematically more powerful technique for obtaining the desired result.
We shall restrict ourselves here to the simple (one channel) scattering system, although
the theorem has been generalized to the multichannel case [3].

Many of the mathematical results that we shall obtain here are known in one way
or another either by formal non-rigorous methods or rigorously but sometimes in a
different context. In the latter category, we mention in particular the remarkable
work by Krein and by Birman. Actually by using certain of their results some of our
work has been shortened.

In spite of rather heavy mathematics we try, insofar as possible, to maintain the
physical interpretation. This is especially useful for the motivation of some of the
basic definitions which are needed at the outset.
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Much of the mathematical technique that we shall need is based on the theory of
the resolvent operators corresponding to the two unitary groups U; and V; which
describe the ‘free’ and the ‘true’ evolution of the system.

One of the major difficulties of a technical nature is caused by the need for
establishing relacionships for certain limits of operators, and operators on the energy
shell. This is the physicists term for the component operators which appear in a direct

0

integral representation with respect to the ‘free’ Hamiltonian H. While we are not
sure that we have found the best way of handiing these difficulties, we believe the
results are correct but may perhaps be established with greater ease by using more
powerful methods than we know.

During all of this work we shall be concerned with operators in a separable

Hilbert space . A simple scattering system is characterized by two self-adjoint
0

operators H and H, on a common dense domain D = Dj = Dy of definition, which
satisfy the (strong) asymptotic condition. The associated unitary groups will be
0

denoted by U; and V;. The common resolvent set o(H) N o(H) is an open subset of

the complex plane which includes all z with Imz = 0. The resolvents will be denoted
0

0
by R, = (H — z-I)'and R, = (H — z - I)~1. An important quantity in the following
0

will be the difference of the resolvants D, = R, — R;. In much of this work we shall
assume that D, is a trace class operator #;(+#). _
The set % 1is defined as the set of operators 7" with the property that

| T| = J/T* T has a finite trace, so that for any complete orthonormal set of vectors
the sum 77| T | = Z(gr, | T | ¢r) exists and is finite. It is then independent of the
set of the vectors and its value is the trace norm || T'||1 = T7| T'| of the operator T.

Much of the work will be concerned with the passage from the abstract Hilbert
space # to a particular representation in the form of a direct integral [® 5#; dA
consisting of functions 4 — w; € #, from A to vectors in a fixed Hilbert space #%
and satisfying

fH v, ||6 44 < oo, where |||,
A

0
denotes the norm in #, and the integral is extended over the spectrum of H. In all

of the following A will be identified with the positive real axis R+, which is the case
for a non-relativistic scattering system. In this space every bounded operator T" which

0

commutes with H has also a component representation T = {T;} where T, is an
operator in . All these component representations are only defined up to sets of
measure zero with respect to Lebesgue measure on /1, and so are all of their properties.
For instance the T; are bounded in 5#, for almost every A.

Our first task will be the definition of the delay time with respect to a sphere of
radius » whose center coincides with the scattering center. This we shall do in Sec-
tion 2. We shall then study in the following Section the passage to the limit 7 — oo.
And finally in the last Section we shall establish the relation of this expression with
the crossection.
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2. The Time-Delay for a Finite Sphere

A simple scattering system is characterized by two one-parameter continuous
unitary groups Uy, V;, representing physically the evolution of the states for a free
particle and a particle moving in the force field of a scattering center. These two
groups satisfy the asymptotic condition

slimV¥ U, = Q= . (1)

t— 4 oo

We shall write ¢ = U; ¢, ¢ = V¢ w and for every fixed unit vector y we can define
two ‘asymptotic states’ ¢ and ¢ defined by

lim||1p¢*~<pf"||:0,

f{—-— o0

Hm || y,— ¢ || = 0. (2)

t— -+ oo
The equivalence of (2) with (1) is easily verified by setting
QLo =p=0_¢™". (3)

One can show that the operators £, are isometries (2% 2, = I) and for simple
scattering systems they have identical range, so that the operator

S=0%0, (4)
1s unitary. It satisfies govt = S @in.

Let us now consider a sphere of radius » in R3 and the projection operator P, in
the Hilbert space L2(R3) defined by

p(x) for |x| <7,

(Pry) (x) = { ©)

0 for |x| =7.

If the normalized element y(x) € L2(R?) represents the (pure) state of a particle
then we can express the probability of finding the particle inside this sphere by the
formula

mpwwsﬁmeM- ©)
lx <r

Suppose now that the system undergoes an evolution, so that the state becomes
a function of time y; = V; y. Then this probability will also become time-dependent
and it is given at each instant by

(pe, Proype) = (., VEPr Viy). (7)
We can then define the mean time spent by the particle in the sphere by

[ee]

T:fwhﬂwwt (8)

e o]
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It is not obvious that this integral should be finite. For instance it certainly is
not if there exists a point eigenvalue Ao for the generator H of V; = e~ If g is an
eigenfunction corresponding to such an eigenvalue, then y; = e~  and therefore
(we, Prys) = (p, Pry) is independent of ¢. It is for this reason that such states are
called bound states.

The situation is different if  is a scattering state, that is if it is a vector in the
common range of £, . But even in this case it is not known whether the integral (8)
1s finite for all such y. So we shall develope the theory independently of this assump-
tion.

The expression (8) should be compared with a similar expression constructed
with the states @i = U; gin. We call the corresponding expression

Tin — f (@, P, ¢i") di )

and we define the time-delay for the sphere of radius 7 the quantity AT, = T — Té», or

oo

AT, = f [(pe, Prye) — (9", Prop")] dt . (10)

— 00

We consider this as the diagonal element of a bilinear functional by writing
@ = @n, p = 2 ¢ (2 = 02,) and obtain in this notation the fundamental quantity

(- -]

AT, = f (¢, US[Q* P, Q@ — P, Uy g) dt (11)

In the passage from (10) to (11) we have used the intertwining relation
Vi 2 =0U,. (12)

The time delay A7, as defined in (11) has the inconvenience that it depends on 7.
the radius of the sphere considered in x-space. This radius is an entirely unphysical
parameter and should be eliminated. This means we should study the limit as 7 — oco.
This limit is quite delicate and most of the next section is devoted to its study. It is
obvious that we cannot simply put » = co inside the integral, since this would make
the expression vanish. We also found it impossible to prove the existence of the limit
for all ¢ and in fact there exist counter examples.

In Ref. [2] we have used a stronger kind of limit and proved its existence for a
certain subclass of scattering systems. This subclass was singled out by purely mathe-
matical considerations and has no physical significance. This was the unsatisfactory
part in that paper.

In this paper we shall proceed therefore differently. It will be shown that (11)
represents a bilinear form on a certain dense linear subset of 5 which is diagonal in
the spectral representation. The diagonal elements are then shown to be represented
by trace class (and hence bounded) operators on the energy shell for almost all

0
/e = spH. Furthermore the limit of these operators exists as # — oo (again
almost everywhere, of course).
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This result cannot be established with the hypothesis of the strong asymptotic
condition alone. The condition that we need is however the weakest known sufficient
condition on the existence of the asymptotic condition and it admits all the physically
interesting cases of short range interactions.

3. The Delay-Time on the Energy Shell

We are ultimately interested in the delay-time for the infinite region. The passage
to the limit » — oo poses some technical problems. We prepare in this section the
appropriate handling of these problems by introducing another representation of the
time-delay.

The expression which we have obtained for the time-delay in the state ¢ was

ATy = (p, Tr ) ,

where formally the ‘operator’ T, could be written as

y T f UXQ* P, Q — P, U, dt. “(11)’

— 00

The integral over d¢ has the consequence that the ‘operator’ T, commutes with

0 0

H, that is, in the spectral representation with respect to E; it should be a diagonal
operator. It is interesting that although 77 is in general not definable as a bona fide
operator, these diagonal operators are so definable and their properties can be estab-
lished relatively easily. In particular the limit » — co can be carried out for the time-
delay operators on the energy-shell as we shall show in the next section.

In order to obtain the maximum information from the expression ‘(11)’ it is
convenient to study first expressions of the type ‘(11)’ with the bracket replaced by
an operator /" of trace class. The integrand of ‘(11)’ needs not be (and in general is not)
of trace class, but such an operator is obtainable from (11) by the artifice of multiply-

0

ing ‘(11)’ from the right and from the left with the resolvent operator R,.
The transition to the energy-shell will be accomplished with the help of two
theorems to be given in this section. In the application we shall identify /" with

0 0
I' = R*[Q*P,Q — P]R.,

0
where z € o(H) N p(H) is any fixed complex number in the common resolvent set of H

0
and H.

Let us first of all verify that the operator I is trace class. It is based on two
elementary facts concerning these operators which we mention here for convenience.

i) I'e; if and only if I'= A B; A, Be ¥, where #; denotes the Hilbert-
Schmidt operators.

(i) If A e %2, BeZ (bounded operators) then A Be #2 and B 4 € Z».

(iii) If 4 € 2 then 4* € &5,
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Let us examine the first term in the expression for I'. After the use of the inter-
twining relation Q I(i)‘z = R, Q it becomes Q* R¥ P, R, 2. Because of (i), (ii) and (iii)
we need only verify that P, R, € #>. Since by the resolvent identity R, = RZ(I VRZ)
if Dy = D% :O D (see introduction) and I — V Rz is bounded, it suffices to prove

only that P, R, € £»(s#). This also suffices for the second term.
0
In order to verify this we consider R, in the x-representation where it takes the

form of an integral operator:

1 el

iw oy VRO

0
(x‘ Rz} Vv =

If yr(x) is the characteristic function of the sphere of radius » then the operator
0 :
P: R, has the kernel

1 6:’;_/} | 5]
x| Py Rz 4y e ¢

Now

ff! (x| Py Igzl V> |2 d3x d3y

1 'i gl/ [x—a] 52
= — r P d3 d3 <
(4n)2”;“ Tr—y] | T

0
This proves that P, R, is Hilbert-Schmidt and thus completes the proof that I' is
trace-class.
Let us now return to the expression ‘(11)" and assume that /' is trace-class. For
such operators we have the

Theorem 1: o

0
Let U; = e~ iHt be a unitary group with the self-adjoint generator H and the
absolutely continuous spectrum /A, and I" an arbitrary trace class operator. Then
there exists a dense set 2 < # such that / f,ge 2

(o]

Glf, 6] = f (,UET Uy g) dt (13)

— 00

exists and defines a sesquilinear functional on 2 x £ (that is linear with respect to g
and antilinear with respect to f).
If f;, g, € #o are the components of f respectively g in the direct integral re-
3 _

presentation with respect to spectral family of H, then

GLf, ] = f (s G g5) d7 | e

a4
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where G, is an essentially unique family of trace-class operators in #, for almost
all 4 and

fogG;_(iZzZanr. (15)
A

Finally
f]lG;.Hmdl <2x|| T (16)
A
In these formulae (.,.)o denotes the scalar product, 77, the trace, and || .||

the trace norm in #,.

Formula (15) has a fairly obvious content. Speaking loosely, the integral over ¢
will introduce with respect to the spectral variables 2 & times the é-function. If the
trace is identified with the diagonal integral then what is left is a family of operators
on the diagonal defined by G = 2z (1| I'| 2> and the total trace is the integral of
the traces on the diagonal, that is formula (15).

A correct proof of Theorem 1 requires considerable more work and we shall give
it in Appendix A in order not to break the main line of the argument.

Theorem 1 permits us now to obtain sufficiently strong statements concerning
an operator of type ‘(11)" where the bracket of the integrand is not of trace class.
In order to do this we introduce a dense set %o which is contained in the set & of
theorem 1. This set is defined as

Zo={fe#| || fi]lo has compact support, and ess.sup||fi|lo < oo}. (17)
Aed

We shall use the notation somewhat loosely in the sense that we denote with the
same letter & the subset in the direct integral ¥ = [© 5, dA and in the abstract
space # which is isomorphic with it.

For all f, g € 2o we define the sesquilinear form

(oo}

f (f, UFTr U, g) dt = B[ [, g (18)

and we have the following

Theorem 2:

If Dy = DY and 7 < co the integral (18) exists and represents a finite ses-
quilinear form on %o X %o. There exists an essentially unique (that is up to sets of
measure zero) family of trace class operators @ in #, defined for a. a. A € A4, such
that

o0

|vvztrvga- [ aath, 0s g0 v £ g 0. (19)

- oo A
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The family Q7 has the additional properties

] 0* 0 T"OQE 0
(1) 2n T, R? TrRzifmlezeg(H)ng(H):
A

Tr r 0 0
(i) J}ITL—Q;TIEM <2x||R¥TrR:||:.

A
Proof of Theorem 2: o
If fe2o then feDy =Dy and (H—2)f=f.€%o< 2 for any fixed
0
zep(H) N o(H).
Let { fi} be the representation of f, in the direct integral representation, so that
fi=@—=2f.
It follows that

0 0
B/ f, ¢] :f(f, U¥ Tr Utg)dtzfdt(fz, U* R* Tr R, U, g.)

— oo —co

satisfies the hypothesis of theorem 1. Let G%(z) be the essentially unique family of
trace class operators and define

Q,=|2—z[2G5() .
It follows then that Q7 is trace class in #, and that

Bf, ¢] = f (fu Qs go dA.

A

This shows that @ is independent of z and this proves the first part of Theorem Z.
Again from Theorem 1, we obtain

0 0 » Tro Q)
2a TrRF¥ Tr R, :J di T,, Gi(z) = Jdﬁp‘%g
A
and
Ty O 0 0
IIMM <2n||Rf TrR:||x (20}
EE=E

A

and this proves the remaining statements of Theorem 2.

The operators Q3 may be interpreted as the delay-time operators on the energy
shell. The trace of Q% (which is finite) represents, loosely speaking, the total time
delay for wave packets with energy concentrated in the region 4.

The next point to be investigated is the behavior of these operators in the limit
7 — oo.
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4. The Delay Time for Infinite Space

Letrn (n = 1, 2, 3, .. .) be an increasing sequence of positive numbers which tend
to infinity as # — co. For each such sequence we have an associated sequence of
operators (%} = Q" defined, almost everywhere in [0, co], by the two theorems of the
previous section. We want to study the limit of 77 Q% = 1a(4) as # — oco.

It is not to be expected that this limit should exist for every value A€ /. The
physical reason for this is easy to see: It may occur that the operator H has point
eigenvalues 4; embedded in the continuous part of the spectrum. For 4 = A; we
should expect that 7,4(4;) — oo as # — oo, because, the eigenvalue 4; being a stationary
state would lead to an infinitely long scattering time.

As far as we could determine it is not known whether the condition D, e %,
suffices to rule out such eigenvalues.

Besides this assumption we shall make another one, viz. that the projection P
whose range are the stationary states has finite dimensions. This means there are
only a finite number of bound states with finite multiplicity.

If the potential function V' is spherically symmetric, then one can for instance,
use Bargmann’s bound viz.

where #;(V) is the number of negative energy bound-states of angular momentum /
(not counting multiplicity). Since #;(}') must be an integer or zero, this shows the
finiteness of the number of negative energy bound stages provided the integral on the
right hand side exists.

As for positive energy bound states, we can only say that in most physical poten-
tial scattering problem one does not encounter them.

The foregoing remarks lead one to expect that the convergence of 7,(4) for
n — oo could be expressed as a convergence in the sense of a distribution. With this
we mean the following:

Let 2 be the class of test functions of the variable 4 and let f(4) € 2. Then we
may calculate

f Ta() AA) dA = fu .

The convergence of 7,(4) may then be expressed as follows: There exists a distribu-
tion 7(A) such that

f=limf, = J 7(A) f(A) dA.

H—> 0
A
The distribution will consist of two parts, one which involves d-functions at the values
A = A; corresponding to the stationary states and another continuous part arising
from the variation of the S-operator with A.
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In order to express this second part we recall the fact that the S-operator is
0 0

diagonal in the spectral representation of H since it commutes with H. Hence it is
represented by a family S; of unitary operators on the energyshell.
It is convenient to define the phaseshift operator A, by setting

_ 24
5, = g&43

The important quantity in the following is the sum of the derivatives of the phase
shifts which we may conveniently express by d/dA T7o 4;. The result to be established
is given in

Theorem 3:

0
Let R, — R.e %1 (#) (Trace class operators) for some (and hence for all)
g .

ze p(H) N p(H), P be the projection on the subspace belonging to the point spectrum
of H and let H and Hy be bounded below. »
Assume dim P < co, then lim 77y Q% exists in the sense of distributions and is

H—>r O

given as follows, denoting the limit distributions as 7;,

d
Ty = Zd—l Tre A; +€\:m oa(As) , (21)

where A, is the ‘phase shift” operator € #1(#%), (n:, 4:) are the multiplicity and eigen-

value respectively of H in the positive half-line.
0

0

Note that R, — R, e %, for one value of z € p(H) N p(H) implies the same pro-
perty for all values of z in the regularity domain. This was shown by Kato [5].

We defer the proof of Theorem 3 to Appendix B.

Formula (21) contains the final result of this paper. It establishes the relationship
between the average time-delay represented by the quantity z; on the left hand side
and the phase shift of the scattering operator and the possible bound states appearing
on the right.

This formula generalizes all previous results obtained before for the single channel
case. It is also established under the weakest conditions known to us. Most applica-
tions are for the spherically symmetrical case and non-degenerate angular momentum
states.

Appendix A

Proof of Theorem 1, Section 3
Let ¢ = [® s, dJ represent the direct integral of Hilbert space with respect
0

to the absolutely continuous spectral family of H. It consists of equivalence classes
of functions f; from A — #, a fixed Hilbert space (4 € A, f; € #). Two such func-
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tions are equivalent if they differ at most on a set of Lebesgue measure zero. They are
square-integrable in the sense

[ 151822 < oo

and we denote this integral as the norm of {f;}.

The set of such functions defines the Hilbert space ¢. There exists then a one-to-
one correspondance between the abstract Hilbert space # and the direct integral
space which has in particular the property that if

fe{fi} then I?[fH{}{fz} and Uife{e ™ f}.

This correspondance is an isomorphism in the sense that it preserves the entire
Hilbert space structure, and in particular the norm:

171 = [ 1515 d2.

We define a dense linear subset 2 < ¢ by
2 ={fe¥| esiiupﬂflllo < oo} .

Let fe 2 and @ €  then we have
Lemma 1:
(f2, wa)o € L3(A) .
Proof: Schwartz’ inequality in #, gives
RS AH PR

Hence
[ 1t ar< 1513 Vox 1 a2 < ess.sup1 3 [ 1] 11 22
A A

— ess.sup || /]3] w2
ieA

Hence

(fa 1) € LZ(A) .

Since

U, Urw) = f e (fy, wi)o d

A4
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it follows from Parseval’s relation and Lemma 1 that

fl(f, U;w) |2dt:2ﬂf|(f;,,a),1)o|2d/1. (A]_)
~oo A

Lemma 2.:
For all f, g € 2 and I' € #,, the integral

[ee]

GM@EfUJWngﬁ

- o0

converges absolutely.

Proof: Since I' is trace class there exist two orthonormal families of vectors
ureH, vres# (r=1,2,...) and positive numbers a3 > o2 > - - - = 0 such that

P = Za" Vr(thr, ) .

This is the canonical representation of a compact operator. Since I'€ #,, we have
in addition |

Yar=|| Tl < oo.
y

It fqllows that

f(f, UFI'U.g) dt = f dtZar(Utf, vy) (ur, Ue g) .
¥e==1

The sequence of functions

\gH

Jat) = 2, or(Ue f, vr) (r, Ueg)

[y

¥y =

converges in the L} (— oo, + oo) norm since it is a Cauchy sequence in this norm
and the space of Ll-functions is complete. This is due to the fact that

[ 170 =t 2t > m

= f|far(U¢f, vy) (ur, Urg) | dt gjarf| (U f, vr) (ur, Us g) | dt

= =1
—_— 00 —_ 00

for fe2 and any v,, (U:f vs) €L}— o0, +0o0) and for ge 2 and any u,,
(ur, Ut g) € LY— oo, + o0).
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By using Schwartz’ inequality we obtain

E“ffl (Uef, vr) (ur, Ur g) | dt

¥ =m
-0

oo oo

= oo [1@ o a)( [1 o v )

-0 - Cco

= @ 3 ( [ 10 vedolza2) " ( [ | o g ar)”

< (2 m)2 (ess sup I £ [ ( ess sup I g lls 122ar->0

Y =

for m, n — co.
This means

o0

lim () = 3 (U f,vr) (i Usg,) € Li(— 50, 50)

n—> O

and this proves Lemma 2 and with it the first part of Theorem 1.
It follows then from known theorems on Lebesgue integration [4] that limits in
the Ll-norm and integral can be interchanged, so that

Glf, g] = f (Ut f, vo) (ur, Ue g) dt . (A.2)

Using Parseval’s theorem this becomes, after another interchange of limit and
integral,

61f, 61 = 2 [ 2 3 s v (s 1o (A3

=1
A

If we define formally for a moment
GA =2n 2 Oy 'i}m(uﬂ, ')0 (A4)
r=1

then we may write for the above expression

6L, £ = f dAfs Gagi)o

A

In order to verify that the formal expression (A.4) represents a bounded operator
we calculate

H G fa Ho = 2752:0(7'” Ury, HOI (%m,fz)o|

r=1
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which, by Schwartz’s inequality, can be majorized by

[e o]
27 Y ar|| veallo || weallo [] falo -
r=1

Since

o L u < aj e |2 11/21 u
x rAfn allo | lo 22 < 3 ’IJ” allaa] lf” Mnm
=20tr<oo

it follows that

2 3 ar |l v |lo [ #ra []o
r=1

is finite almost everywhere and therefore G; is a bounded operator for almost all A.
This proves (14) of theorem 1.

Let us now estimate the trace norm of G; in #,. To this end we use the follow-
ing definition of trace norm, viz.

l| Gillor = sup;:| (s, G %s)o | »

where the supremum is taken over all orthonormal systems of vectors {@,} and { s}
in .
Then

| Gillon = 2msup Z|2ar ws, Vra)o (Ura, xs)o | -

= =1

This double series converges absolutely since

20”21 s, Vra)o (#ra, Xs)o |<20€r (ZI ws, Vra)o |22 (3] (ra, xs)o [2)12
s=1 5= s=1

ZZ“’ | vea||o || #ra|Jo < o0 for a.a. i,
¥

as we have shown before and hence the trace norm is finite for a.a. 4. :
We show next the G, are essentially unique in the sense that if G; is another
tamily, satisfying

ETf gl f dAfn Ghg) ¥ fge@

A

then G, = Gj for a.a. Ae A.



414 J. M. Jauch, K. B. Sinha and B. N. Misra H.P. A.

Indeed the above property would mean that for all functions ¢(4) such that
{®(4) g.} € 2 we have

f (o (G1— Gi) g2) p(A) = 0.

A

This condition is in particular satisfied for all bounded functions, and since they
are a total set in L2(A), this implies

(/2 (G2 —Gj)ga) =0 aein A.

As f, g run through 2 the components f; and g; run through the entire space #,
and thus

Gy=G; aein A.
This proves that the operators G, are essentially unique.
Finally we verify the inequality (16). We obtain from (A.4) as before
1Gallor <27 3ol via [l s o
=1

Integrating this over A and using Schwartz’s inequality, we obtain

J1Gsloaa <22 S [ [ vallo | wialo a2
1=1
A A

o0 12 { N1/
SZ.’/‘ZZOCL(J\HW;_I%;dﬁ) (f”%u“édﬁ)
=1
A A

(e =]
=28 2 o
=1

— 27| I'|x.

This proves inequality (16) and the relation (15) can be similarly verified.

Appendix B

In this appendix, we shall first state without proof two theorems by Krein [6]
and by Krein and Birman [7].
Theorem (Krein): o
Let either (A) H = Ho + V with V e #1(s#), or (B) R, — R, € Z1(#) for
0

some z € o(H) N o(H), then there exists a measurable function &(A) (— oo < 4 < 00)
such that

(o]

T?(Rz—fgz) = —f

— o0

£(4)

—mdl , (B.1)
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where £(4) has the following properties:
for condition (A): &(4) € L1(— oo, 00) and

(s8]

fs(z) di—=TrV

1 0
and &(A) = — limImlIndet(1 + V Ry+ i) a.e.

T e+

and for condition (B): &(A) (1 + A2)~1e€ L}(— oo, co) and it is determined almost
everywhere up to a constant. £(4) is called the spectral displacement function

0
of H, H.

Theorem (Krein and Birman)

0
If the operators H, H satisfy either condition (A) or (B), then the scattering
matrix S; (the ‘component’ of the scattering operator S in #;) is of the form:

S, =1, +T, (B.2)

0
for almost all 4 € A(H), the spectrum of Hy, where [, is the identity operator and T,
0

belongs in #1(#;). Furthermore, det S; = e-2méA for almost all A€ A(H) where
&(A4) is the function defined in the previous theorem.

Remark: From the representation
S:=1, +T; with TAE$1(%Z)

0

we can conclude that there exists an operator 4, € #1(#;) for a.a. 1 € A(H) such that
0
S, = e 2%4; for a.a. e A(H). Furthermore, we can conclude that 77 A4; = z &(4)

0
for a.a. A€ A(H). A comparison with partial wave analysis in scattering theory
justifies the name ‘phase-shift’ operator for 4;.
We now prove the following proposition:

Proposition 1:

Assume that condition (A) of the above theorems is satisfied and let p € #(R"),

0
the class of C* functions with rapid decrease at oo, then [w(H) — w(H)] € #1 and

Tr [y(H) — p(H)] = f E(A) v/ (3) dA. (B3)

The proof proceeds by a series of Lemmata.
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Lemma 1: Let 4, € Z(o#), || An|| < a and 4, — A strongly, let B € #1(5#) (trace
class), then

imTr A, B=TrAB. (B.4)

N—> 00

Proof: Both A» B and A B are trace class since A, and 4 are bounded. Hence

oo

Tr An B = 3 (p1, Au B 1)

l=1

is independent of the orthonormal system {¢;}. Let us choose for ¢; the eigenvectors
of B* B so that

2 Ba <eo
=1
then

| (@, AnB o) | <[[ AT qu|[[| Boe|| <al| Bl

Hence the series 372 ; (@i, Ax B ¢) is absolutely convergent, uniformly in # and we
can pass to the limit # — co term by term:

(e o]

Hm77 Aw B = 1lim )] (g1, An B @)

—> co n—co l =1

:th(@i,AnB(Pl Z(piAB(ngTT’AB
==,

l=1n—>co

This proves Lemma 1.
Corollary: Ay B — A B in %;-norm topology.

Proof: Let Dy = (An — A)* (An — A) € £(#) and || Dy || < ¢, independent of #
and D, — 0 strongly. Let B = C D where C, D € Z5(#).
Applying Lemma 1 to T, D, C C¥*,

| (4n — 4) C |3 = Tr [{(Aw — 4) C}* (4u — 4) C)

n—> o0

Hence
| (An — A) B[ = || (4n — 4) C D |1
<[/ (4a = 4) Cla || D]l 0.

Hn—> o0

0
Lemma 2: Let R, — R, € %, then

0

R\—Res (n=1,2...)
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and
" mE ] £(4)
Tr (R — RY) = — nf = da . (B.5)

0
Proof: That R? — R € #, is trivial to see from the expression

0 0

0 0
R?_'R? :R?—l (Rz_Rz) +R?_2 (Rz _Rz) Rz 4

0 0

0 0
R (R -R)RT'+ (R, —R) R
Since dfdz R}~' = (n — 1) R” exists in the norm-topology we find following Kato’s
0 _ .
holomorphy argument in page 547 of Ref. [5], that R?~! — R?-! is holomorphic in

the #;-norm and also

d n—-1 Un—l n O'"’
SR =R = (0 — 1) (R! — R

in #1-norm sense,
We now proceed by induction. We assume that

n—1 On—l 1 _ > by e o S(A)
Ri-! —Rtles, and Tr(R*'— R™Y (n — 1) G—2n as
we have

L d ° d 1 _ gae
(n — 1) Tr (R* — R") = Tr [dz (RP-Y — R;'“l)] = Tr (R — R

- d E() _ &)
_dz{w(n_l)fa-—_—z)?d]t}_ — n(n — 1)] T

We can differentiate inside the integral because the resulting integral is absolutely
convergent. Therefore

0
a E(i))n—ﬁ diA for all zeo(H) No(H).

0
Tr(RfﬁR;’):—%f

This proves Lemma 2.

tH\-n
Lemma 3: Let V,(f) = (1 s ) s Bsm 1,2,...
"

0 (tH\-n
anan(zs)E(1_z ) L on=1,2,...,

0
then V,(f) — e#H strongly and similarly for V,(¢). For the proof of this Lemma, the

n—r o0

reader is referred to Kato [5], page 478-480.
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Lemma4 Let () be the Fourier transform of ¢(4) € #(R') and define @.(H)
= [, Valt) @(t) dt, then @.(H) is a bounded operator, defined everywhere and

H— oo

weakly v
galH) — g(H) = f #(4) dE .

Proof: That the integral is well-defined in Bochner-sense follows from the fact that
Vu(t) is strongly continuous for all ¢, || Va(f) || < 1 and ¢ € #(RY).
Since

[e.e] (o]

f (1 ! :f )‘n @(t)dt — | et (t) dt = @(A)
and since
[ il Elunzf (1 _ "ff)‘”g;(x)]dm o

using Fubini’s theorem and Lebesgue’s dominated convergence theorem, we get the
desired result.

Lemma 5: Let ¢, be as defined in the previous Lemma and assume condition (A),
0

then @a(H) — @n(H) € #1(#) and it converges for # — oo in trace-norm topology to
0

[p(H) — ¢(H)].
Proof :

0 n 0
Pt} — p(H) = j Valt) — Valt)] @) dt

0

in\n
- (*T) (R n(mt Rn (en/t) ) fOI' t 7& 0 and hence

0
Vat) — Va(t) € L1(#) forall ¢ and furthermore,

0
|| Valt) — Va®) |2 for ¢=£0,

ln n 1 0
< 7| e B = Ren I,
E
i 4
n|» 1 1
=17 "Ta |2 V= Tel IVl
N
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0
This shows that V() — Va(f) is continuous in #;-norm at { = 0 and since
0
<% | t] P(t) dt < oo, it follows that @n(H) — @n(H) € Z1(H#).

For showing the convergence, we take an auxiliary function y(4) € &#(R') defined

as
94
pd) =5 T
Then
H) = ! H
Y( )——H2+1 @(H)
and
0 1 0
p(H) = ——o¢(H).
H?2 L1
Let

1
yo(H) = _Iuﬁ_—i_—Tf Va(t) @(t) di .

— o0

From Kato [5], page 479, we obtain the following

0 t

[Pt P Ve] oz )

0

J' / i(t . S) —m~1( 1/'8 )-nwl Hg B

0
(F 0\ —-m-1 5 0yN-n-1 Hz
- (1 _ e S)H) (1 ~15H) et
m n

H2 41

That the integrand is actually trace class is trivial to see. Also it is easy to estimate it
in #1-norm. It turns out that ‘

H{ }|h<A+Bs+Ct—s); A, B,C constants >0,
so that

|| {lpn(H) — pa(H)] — [pn(H) — pn(H)]} ||

[T 3o (B9 () ] e
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0
which shows the #1-convergence of [ya(H) — wa(H)] to

0

2 (H) @(H)
[w(H) — y(H)] = s — €.
H?2 -1 R ; ¥

Proof of Proposition I :
Clearly

0 0
Ir [y(H) — y(H)] = hm T7 [ya(H) — pa(H)] .

Now,
0
Valt Valt
Ir [Hg_({w)i—ﬁ---o ()— for ¢ #0
H2 41

0

) <
:(ztn)”( 11)| [;n 1T”(H2R;1_ oRz )] by Lemma 2.
n — ! znf
£ il () |

Using the resolvent equation and (B.1), the above reduces to

(7 =
( )

* [:in"_‘ll { __l (4 — 2)52(2»2 T __i (4 —22? (i(j)-F 1 }] £ = (int)
e

A 22 &) |
“ [nf (A—2)»1 (22 41 i +f A ‘.“ z)m (A2 + 1)2 d;{]z;.ﬁ(m,’t) .

Differentiation in z inside the integral is allowed because the final integral is
absolutely convergent.

Then
0
T"[Hzn(t)l B 0Vn(tf)
R { R

E(A) A 24 &4 ith\n
12+T(1_ n) 'l_f (42 + 12 ( ”7_) i

We note that this expression is actually valid also for ¢ = 0.
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Then

0

Tr [W"(H) - Tl)n(H)]

_ : &(4) )
_fwmhﬁ[ﬁ+¢(1“ .
Since
l(l B z't/’l)—m )
| n

and both [| @) | | ¢| dt < oo,

| €(4) |

241

di < oo

and

i 22
241

-

applying Fubini’s theorem, we obtain

0

(0]

£(4)

Time-Delay in Scattering Processes

) e

I

421

§(A) 24

(1 ——jﬁ)—ndﬂ.}dt.
n

J'| @) | 4t < oo and also since

[ee]

it () dt £(A) 2 A P()
- ﬂ.g—l—lamL J\ it n+1}fmdlij '1 Yy ndtl
_m(l_.—”_n) J Fm(,_ n) J
and hence
Tr [p(H) — w(f}ﬂ
£&A) .. it
- ﬁ{ilfmj (1 B itz)nﬂ dtld}‘
L 7
5()&)2/1 - @(t) ]»
_JW iLwJ (1_”2),@ drtan.
7
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That the limit # — oo can be taken inside the integral is evident from the above
argument. And now, we can again apply Lebesgue’s dominated convergence theorem
to the #-integrals to obtain

0

Ir [p(H) — y(H)]

tt}. 1
22+1”¢ gv(t)dtld}.

,[12—1—1 ngp()dt}dz
:fm)[azi1dz(;) (122j1 ]dz#ff

Since every function ¢ in &(R') can be written in terms of another function ¢ in
&(R") such that p(4) = @(4)/1 + 22 viz. choose @(4) = (1 + 42) w(4), we have that

oo

Tr [wH) — p(H)] = f E(A) @' (A) dA forall ype F(RY).

Lemma 6:

Let S e %', the space of tempered distributions (see for example Ref. [8]) with
support in the compact interval [0, 1/6]. Then one can find another distribution
T e &' (with support T in the half-line [0, co]) which is associated to S by the trans-
formation:

; 1
Z_A—}—b’ A=0.

Proof . Let  be any function in #(R1). We define a C*-function (;9 as follows:

() = A2y (l—l,“) for 1 >0

=2 {f] for A" <0.
We also choose a C**-function & with following properties:
1
EAYy=1 for 0 <X <+
=0 foreither 1 < —

1

or A > g—FKz,

where k1, k2 are two positive numbers.
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Denoting ¢(4') = &(A') @(4'), we observe that ¢ is a Z-function with support
in [— k1, (1/b) + k2]. Now the definition of T to be associated with S is given by
(T.v) = (S, 9).

From the above construction, it is clear that the above definition makes sense
as amap T: & — C and the map is linear. All we are then left to verify is the con-
tinuity of 7". To do this, it suffices to show that if ¢, — 0 in ¥-topology, ¢» — 0 in
Z-topology. We note that ¢, has support in # = [— 1, (1/b) - k2] for all #.

d
rex | d ; @n(A') |, $ any positive integer
&y [P\ dmEQX) de-m .
— i ,
i’g; ngo (M) dAilm AN p—m (}972(2. )

gf(ﬁ)cm Supl(;t—l—b) ;Z)”'m{(zqtb)z%(z)}’.

m

In order to obtain the last inequality, we have used the fact that the functions
dm £(A')/(dA'™) (in &) are bounded in the compact set A" by, say, Cn(&) and also we
have used the transformation ' = 1/(4 4 b). Since g, — 0 in &-topology, the su-
premum in the last expression converges to zero as # — co and hence we have the
required result.

To determine the support of the distribution 7, one takes functions y € & with
support in the open set 1 < 0. Then it follows from the construction of ¢, that the
corresponding ¢ has support in the open set (1/d, (1/b) + «2) which is in the comple-
ment of the support of the distribution S. So clearly, support T is in closed right half-
line, [0, oco].

Proof of Theorem 3:

Let — b (b > 0) be areal point in the common resolvent set of H and H (which is
0

possible because of the assumption on the spectra of H and H), then the operators
0

0
hi =R, =1/(H + b) and he = R, = 1/(H + b) are self-adjoint bounded operators
in # and also v = he — h1 € £1(#) (class of trace class operators).

Let ¢ € #(RY). Proceeding in a similar fashion as in the derivation of equation
(20), we conclude that

[obelrs)
(A + b)2

By a series of transformations, using the intertwining property of £, the com-
mutativity of the trace, 2* 2 = I — P, and the resolvent identity, we obtain

0 0
dA=2aTr[R_p Tr, R_» p(h)] .

co

J’"”"P(zib) °

(2 + b)?2 di =27 Tr {RZ, @(h,) — RZ, ()} P,,

— 273 Tr {R% g(hy) P} P, . (B.6)
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In the above we have also used Proposition I, where p(4) = 42 ¢(4), so that

0
wlhy) — () = RZ, p(hy) — R, @) € £,() .

We make the following transformation:

1
A=+
T
This maps the whole right half-line into the compact set [0, 1/b]. So far 7a(4) has been
defined only for 4 > 0, we extend this for 4 < 0 by trivially defining 7.(4) = 0 for
A <O.
Identifying 7a(4) = su(A') for all A > 0 or equivalently A’ € [0, 4+ 1/b], we can
rewrite (B.6) as |

(A =0).

f su(V) () AN = 2 T v {1 glh) — 12 plhy)} P,
1/ — 2 Tr{hoh) P} P, . (B.7)

Under the above change of variable, we can consistently define s,(4') = 0 for 4’
outside [0, 1/6], thereby obtaining

[ee]

(S ) = f Sull) p(X) di

=27 Tr{h; olhy) — b @(h)} P, — 2 Tr{h; (k) P} P, . (B8

The left hand side makes sense because we had from equation (20) the fact that
Ta(4)/(A + )2 € L1[0, co] which implies s»(4’) € L1[— oo, co]. This leads us to con-
clude that s, € &', the space of tempered distributions.

strongly
Since P, —> 1, we can use Lemma 1 to infer the existence of the limit

n—roc

(sn, @) as n — oo, for all g € F(R!). Let the limit distribution be denoted as s. Then
by (B.3)

(5, 9) = 2 Tr [ plhy) — B; @(hy)] — 27 Tr by g(hy) P

= Zﬂrf () di, (A% (1)) dA — 2 ﬂ%; n; A5 @A) ) (B.9)

— 00

where 7(4’) is the function in Krein’s theorem corresponding to the system (ha, /1)
and .# is the finite family of indices denoting the eigenvectors of As, (n:, A1) being
their multiplicities and eigenvalues respectively.

(B.9) can be rewritten as a distribution equation as

a
o 1) — 20 3 g 4% 8(%) (B.10)
1€ 4

0 being the Dirac-delta distribution and the derivative is taken in the sense of distri-
bution. s¢y has support in [0, 1/5], since all s,(4’) has the same support.

Sy = — 27‘611’2
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From Krein's theorem (B.1) quoted in the beginning of this Appendix, we have
Tr [Ry(he) — Ry(m)} = — | o7 5 i (Imz" £ 0)

» and

1
’i’]()«]) = -; limImlndet [1 -+ (hz e ]’bl) R1'+ie(h1)] .
e—0+
Let Ho >0 and H > — y > — b, then sph = [0, 1/b] and sphz < [0, 1/(b — y)].
So clearly 7(A’) = 0 outside the domain [0, 1/(b — y)]. Using the transformation
A" = 1/(A + b) and recalling the definitions of 41 and k2, the above integral represen-
tation reduces to

1
0 77( )
Tr (R, — R,) = yh(jjt)bz dZ, where z:z—ll— b,

and we can identify #[1/(A + b)] = &(A) for A > — y.
In the region

. 1 1 1
A>—yp>—b, AHA) = (M+b)2a(z+b—M+b):a(/1—1i).

Since, by Lemma 6, we can associate a distribution 7 € &' with support in [0, oo]

corresponding to s;- with support in [0, 1/b], we can write

a&(7) '
5 2 nié' ni O(Ai) . (B.10")

T(,‘[) =2m

Though the right hand side has support in 4 > — p the distribution 7 has
support in 4 > 0 only. This implies that the restriction of the distribution

d
(_-Z/'L— &(4) —%—évmé(li)) to —y<i<O

is identically vanishing, thus allowing us to conclude that

d
Ty = 2%%(;) + 2 n_f?m 8( i) (B.11)

where £+ is the family of eigenvectors with positive eigenvalues of H.
Now we can use Krein-Birman’s theorem as quoted before and arrive at the
following:

¢ Trod;, +2= Z%i (3(/1’5) , (B.IZ)

T = 2
() d}u {ef#-

where 4, is the phase-shift operator explained before.
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If there are no eigenstates with positive eigenvalues, then (B.11) reduces to
Wigner’s formula [9], viz.

a
T, = Z—J—I T?’O A}_ . (B13)

It is also clear that if there are positive eigenvalues, then the particle is trapped
in the scattering region and one expects the time-delay to be infinite. The precise
sense in which the above equations hold, turns out to be in the sense of distributions.

Remark: If V e #1(#), then the above result can be proven much more easily.
In fact it is a direct consequence of Proposition I. And in that case 7.(4)’s converge
directly in &'-topology (weak) to a distribution 7. In the above case, viz., condition
(B) with further assumption on the lower bound of H and Ho, it is easy to see that
7a(4)’s in fact do not converge to 7; in &'-topology, rather they converge in a topo-
logy, finer than %’-topology.
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