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Abstract. The problem of paramagnetic impurities in high field superconductors is analyzed.
Special emphasis is put on the effects that appear when the impurity spins align in an external
field or due to interactions. The impurities then produces an exchange field on the conduction
electron spins which in some cases may counteract the effect of the external field on the conduction
electron spins. In such cases the critical field of the dilute alloy may rise above the value of the
pure system and the phase boundary H,,(7) will have an anormalous shape. This effect is discussed
theoretically in detail and experimental results on the system Mo;_;M;Gas (M = Nb, Ru, Mn,
Fe, Co) are presented.

1. Introduction

Since the first measurements of Matthias et al [1] and the theory of Abrikosov
and Gorkov [2] it is well known that magnetic impurities in superconductors have
very drastic effects on the superconducting properties. One may distinguish two
different effects of the magnetic impurities: (a) the scattering of the Cooper pairs on
the impurities (2nd order effect), (b) the effect of the exchange field (1st order effect).
The last effect may become predominant in cases where the spins of the impurities
are aligned, due to interaction between them, or due to an external field.

If one goes to a well-ordered dense ferromagnet at 7 = 0, the second order pro-
cesses, 1.e. the scattering on the magnetic ions will be absent and at first sight we are
left only with the mean exchange field. As first shown by Clogston [3] and Chandra-
sekhar [4] a simple BCS superconductor in an exchange field H; will make a first order
transition to the normal state when y,,,;; Hs/2, the gain in free energy of the normal
electron gas, becomes equal to A2 N(0)/2, the condensation energy of the supercon-
ducting state (4 is the energy gap and N(0) the density of states at the fermi level).
This gives a first order transition at H = Hyo (the Clogston limit)

Hpo = )2 — 184 Ty (kGauss) . (1)

§ UB

The exchange fields in dense ferromagnets, exceed easily this value by an order of
magnitude, thus giving a very simple explanation why so far no dense ferromagnetic
superconductor has been found.

In an antiferromagnet, on the contrary, the mean exchange field is zero, and we
expect that antiferromagnetism and superconductivity can coexist. This was de-
monstrated by Baltensperger and Strissler [5] who showed that a well-ordered anti-
ferromagnet can coexist with superconductivity in the ‘spin wave region’ 1i.e.
T. <€ 0 (6. = magnetic transition point). They also showed that the indirect inter-
action via virtual spinwaves between two conduction electrons is repulsive, but
generally weaker than the attractive electron phonon interaction.

The high exchange field in a ferromagnet can, however, in certain cases be com-
pensated by an external magnetic field, allowing the ferromagnet to become super-
conducting in a region of high magnetic fields. This was first suggested by Jaccarino
and Peter [6]. They considered, as Baltensperger and Strissler, a system of localized
magnetic ions and a gas of conduction electrons including the attractive electron-
phonon-electron interaction, leading to superconductivity. They pointed out that
such a compensation should be possible of the mean value of the polarization of the
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conduction electrons points opposite to the total magnetic moment of the magnetic
ions. In this case the range of superconductivity will be determined by the equation

1 1
? xn(H — HJ)2 < ? N(O) A2

l.e.
Hy — Hpo < H< Hs + Hyo . (2)
This is illustrated in Figure 1.

Hetr Figure 1

Free energy of the normal state F,;(H) and the
N ; AN superconducting state Fy;(H) for a non magnetic
£ \\ R / LS metal and the same quantities (Fne(H), Fs2(H))
S A for a magnetic superconductor with an ex-
M F,H) change field H, pointing opposite to the
external field, neglecting orbital effects Hya,
Hps, Hys are the corresponding paramagnetic
critical fields.

However, for this to be true, the orbital effects of the external field must be
negligible. More recent measurements of critical fields in high field superconductors
show that one in those cases mostly has H*(0) ~ Hyo, where H¥(T) is the critical
field due to purely orbital effects. In such cases the possibility of superconductivity
may already be destroyed when H fulfills the condition (2). One question that arises
is therefore, how to increase H. One might think that it should be possible to com-
pensate the orbital effect of the magnetic field by an effective internal field, in the
same way as one may compensate the effect of the external field on the spins by an
internal exchange field. This problem was analyzed by Avenhaus et al. [7]. They
found that the internal field that acts like an external field, and thus might compen-
sate the latter is 4 z M where M is the mean magnetization of the ferromagnet. The
reason is essentially that to compensate the orbital part one needs long range inter-
actions and the only long-range interaction in a ferromagnet is the dipolar magnetic
tield of the ions [8]. '

Apart from the difficulties due to the orbital effects of the magnetic field, there
is a practical difficulty in observing the effect of Jaccarino-Peter. Since we do not
know any ordered dense ferromagnetic superconductor, we have to start with a
ferromagnet that we can only hope will become superconducting when the magnetic
interactions are removed. This makes of course a systematic search for this effect very
difficult.

However, the compensation effect itself may be more easily observed in a super-
conductor with magnetic impurities, if the critical field is high enough so that the
magnetic ions are aligned at H = H, at the temperatures available. Schwartz and
Gruenberg [9] suggested that one might in such cases observe as one increases the
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external magnetic field (at a certain temperature lower that 7'), first a superconduct-
ing region, than a normal region and than a superconducting region again, the latter
one being determined essentially by condition (2). This second region can again only
be observed of H¥(0) > Hyo, a condition not realized in the superconductors we know
today. Parks [10] reported the failure of an attempt to find this effect in Las_.CesIn.
However, in this system one has certainly H*(0) << Hpo and the second domain pre-
dicted by Schwartz and Gruenberg will not appear.

We want to point out that even in cases where H¥(0) << Hpo it is possible to
observe the compensation effect of Jaccarino-Peter by looking at the behaviour of the
critical field as a function of concentration (c) of magnetic impurities. The basic idea
1s the following:

As shown by Fulde and Maki [11], the orbital critical field H¥(0) (neglecting the
Clogston limit) decreases linearly with concentration ¢. We may write

' ¢
H;‘:(c,T:O):H;‘:(c:O,T:O)(l—--- ) 3)
Cerit
where c¢ri¢ is the concentration where the superconductivity is destroyed in absence of
an external field. On the other hand, the mean exchange field H; (for aligned spins)
increase linearly with concentration.

¢ Je (S
gus

Jo is the mean value of the exchange interaction, § is the spin of the magnetic im-
purity. Obviously these two fields must meet, and at a certain concentration ¢’ we
will have | Hy| = H¥(0¢'). If the sign of H, is opposite to H (external field) at
H = H¥0c) we will have Hy 4+ H, (0 ¢') = 0 and there will be no effect on the
conduction electron spins. This means however that the real critical field H, will
be equal to H} at that concentration. To both sides of ¢’ we will have H, < H¥
since than there will be a field acting on the conduction electron spins. The quantity
H,(c, 0)/HY(c, 0) plotted as a function of concentration should therefore show a
maximum at ¢’ in the case of compensation. On the contrary, if H; and H have the
same sign we expect H, (c, c)/H¥(c, 0) to decrease monotonously. This is illustrated in
Figure 2.

To discuss this effect quantitatively we need an expression for the critical field
of a high field superconductor with magnetic impurities. The problem without
magnetic impurities has been discussed by many authors [12]-[17] but it is only the
work of Werthamer et al. [17] (WHH) which permits a quantitative comparison with
experiment, and most recent work on high field superconductors has been compared
with this theory. For that reason we shall derive the critical field of a superconductor
with magnetic impurities in the WHH-formalism. This is done in chapter 2, where we
also discuss the case of a thin film with magnetic impurities. Since the calculation
follows very closely the one of WHH, we only give its main features. The more detailed
calculations are partly given in Appendix A-D. The final result when specialized to the
dirty limit, gives an expression which is analogous to the one obtained by Fulde and
Maki [11] but in disagreement with the expression obtained by Bennemann et al. [18].
In chapter 3 we discuss the obtained equations with emphasis on the compensation
effect.

H; — (4)
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HE(T =0, ¢=0) Te(c=0)
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. {:Z‘M’-ﬂ Figure 2
Song Schematic description of the concentration dependence
05 N of the critical field H.,(T = 0) for a superconductor with
\ magnetic impurities. In the case of a compensation of the
paramagnetic effect, the reduced quantity HX will show
a maximum at the concentration ¢’ where Hy(c') = HZ(¢').
In the second case this reduced quantity should decrease
monotonously.
¢ Cerit.

concentration C

One obvious result from chapter 3 is that to observe this compensation effect
one needs very high critical fields. To reach these fields experimentally, we constructed
a pulsed field apparatus, described in chapter 4. In chapter 5 we discuss the experi-
mental results on the systems Mo;_.M.Gas (M = Nb, Ru, Mn, Fe, Co). Only Mn as
impurity showed a well-developed magnetic moment and in that case we were also
able to demonstrate the compensation effect.

In chapter 6, finally, we discuss in view of the results obtained in chapters 2-5 the
possibility of observing the effect of Jaccarino-Peter in more dense systems.

2. Calculation of the critical Field

As shown by WHH [17], to get a realistic description of the critical field it is
necessary to take into account both the orbital and paramagnetic effect of the external
field as well as non-magnetic and spin-orbit scatterings. The effect of the non-magnetic
scatterings is essentially to reduce the effective coherence length and thus decrease
the effect of the orbital part of the magnetic field, whereas the spin-orbit interaction
increases the susceptibility of the superconducting gas, thus increasing the para-
magnetic limit H, discussed in the introduction. In addition this we have to take into
account the presence of magnetic impurities. We shall, however, not take into account
the dynamics of the spins, due to eventual interactions between the ions, since we are
mainly concerned with a demonstration of the compensation of the exchange field.
Furthermore, due to a recent paper by Keller and Benda [19], the spin dynamics has
very little effect on the superconductivity in the limits we are concerned with.
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We take as Hamiltonian:
# = [ @y~ fo (7 —ie = g usio B) |yl
- f a3y d3r' pr(r) (Valr, 7') + Volr, 7)) p(r') (5)

+ "i‘ f dsr *(r) p*(r) () p(r) -

H is the external field, A is the vector potential, y+(r), (7) are the field operators.
Vais the potential due to non-magnetic impurities, V5 is the potential due to magnetic
Impurities.

Valr, 7') = [Val(?’ — R) 0(r — 7)) + Vae ( 4 _Z 1'_ — Ri,v — 7 )] (6a)
Valr, ) =) [Vm(?’—R;) oy — ) + V,,z(” J;"_ _R;,7 —r)
T~ R) (8 0) or — r’)] ‘ (6b)

Va1 and Vy are non-magnetic potentials, Va2 and Ve are spin-orbit potentials and
J(r — R;) is the exchange interaction between the localized ions with spin § and the
conduction electrons with spin 0. N is the number of atoms in our system. R;, R;
are the positions of the non-magnetic and magnetic ions, respectively. Throughout this
and the next chapter we work with units # = ¢ = kg = 1.

To distinguish from the beginning between the mean exchange field and the
scattering effect of the magnetic ions, we subtract the mean value Jo from J(r — Ry)
in Vy(r #'). We then write for the exchange potential

= — Jo) (S .

The subtracted term is added to the term proportional to (H ). After taking the
average of the impurity spins this gives us the mean exchange field, defined by
equation (4).

The Hamiltonian (5) gives us the following Gorkov equations

(iwn +~21 (V—ieA)? +gus((H+ H)) - o) +,u,) Ew(r, ')

- f o(r, 1) + Volr, 1)) Gulre, 7') d3n (7a)

A) Fitr,7) = 8(r — 1),
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, 1 : 2
3wn—m(v+16A)2“gMB((H+HJ)'0)_M Fw+(7’17’)

+ f (f}f,(rl, 7) + Vi, 7)) Fot(r, 7') d3n (7b)

+ 2*(7) éw(r, ¥ =0,

where as usualwn, = 7 T(2 % + 1) and A - B denotes the spin matrix product. Further-
more

V;ﬁ = Vs, @, B = spinindices.

The order parameter A(r) is determined by
7)=|g|T ) F,r.7). (8)

To calculate the second order transition between the superconducting and the normal
state we have to find F, (7, 7) from equations (7), insert it into equation (8) and take
the limit 4 — 0. Now, as first shown by Gorkov [20], by mvertlng the equations (7),
F, may be expanded in terms of A(r) and G”(r 7'), where G”(r #') is the normal state
Green function determined by equation (7a) with A() = 0. The term in lowest order
in A(7) is (see Appendix A):

F (r,7) = f G (s, 7) A(s) G (s, ') ds . 9)
Using symmetry relations one can show that F, G, 4 may be written in the explicit
form

n M0 =Fa, x (G, O ~ (01

F‘”_(Fw_ 0 ) Gw_(o qu_)’ A‘A(#l 0)'

By multiplying equation (9) by ¢ o, and taking the trace (tr) of equation (8) in spin
space we get:

:—|g|T2J " o5, 7) Gh (s, 7)) Als) dos . (10)

Finally we have to average over the positions of impurities and the orientation of
their spins. This is done in the usual approximation by assuming that A(s) varies

slowly in space compared to @2,(7, s). We then get:

1 ~ ~
N=5lel T f tr ((Gluols. 7) s GlolS, MDr;rys,) Als) @ . i

By a standard transformation (see Appendix B), introducing the BCS cutoff equa-
tion (11) may be written:

In ( 1;" ) A(r) = ; J az’ [IZ(;—_J:l)I - é—tr§w(r, r’)] A(ri) (12)

&
o
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we have here introduced the WHH-Kernel [17]

~

Sulr, 7') (G ot 1) Goolt . 7)>m, s (13)

~ N(0)

(i s

N(0) is the density of states at the Fermi surface. It is now useful to introduce the
Kernel S2(r, 7')

S ! T ~n / = 7
SS)(T/’ 7)) = 5 CGLo oV, )R R, 5: <Gusl?'s 7) g

A s _—— (14)

As shown by Abrikosov and Gorkov [2] §w(7/, ') can be calculated in terms of 32,(?, ')

by summing the ‘chain diagrams’. This gives an integral equation for §w(7f, ') which
in the WHH notation becomes

o N A0 ! 3 0 N(O) 3
S, 7'y =S, (r,7) + J adry Se(7, 71) W J d3rs (15)

~ ~

X [(Valrr, 72) Sulrr, 7') Valra, n)>rix;s; 4 <Valrr, 72) Sulrr, 7') Volre, m)rir,s,] -

I is defined as:

~

Vor, v\ =V_(, 7).
This form is introduced when we make the transformation with ¢ ¢, since
(2 7/ O’y)ﬁl O't(2 74 Gy) = — 0.

Thus Vi is transformed into V.
Equation (15) is valid if the spin-orbit scatterings are infrequent compared to
non-magnetic scatterings. (For a discussion of this point, see WHH [15]).

We now note that equation (12) is an eigenvalue equation for §w(r, ') with A(r)
as eigenfunction. From equation (15) one finds that if A(r) is an eigenfunction of

32)(7, #') it is also an eigenfunction of §w(r, 7'). Thus if one knows the eigenvalue s, of
S2(r,7') equation (15) turns into an algebraic equation for the eigenvalue s, of
So(7, 7). We thus have to study the equation

2 p(r) = f S2r, 7) @(r') d3r' . (16)

Introducing the explicit expressions for the Green function <@2, (r,7')> RiR;S [21] we get:

w P 72UF |’,_7,;]2’ep g us J) S 8§ -

-}—21SefA(s) ds}tp(r’) . 1)

7

|7 =7
X —
UF
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The lifetime 7 is given by a sum of contributions of the different potentials defined
in equations (ba-b). The different scattering times are defined more precisely in Ap-
pendix C. Note here that if the mean free path, / = vr 7 is short compared with the
dimensions of the sample, the only part in S,(7, #') that depends on the shape of the
sample is the integral over A(s) in the exponent in S2(r, #'). Thus any difference in
the behaviour of the critical field of, for instance a thin film and a bulk sample must
come from that integral.
As shown by Helfand and Werthamer [16] equation (17) gives:

3
S d d% e~ (el g (U4 e ((V-2icA)} >/2eH (18)
2up(2e H)12 | g2

where ¢, and (V — 27¢ A)| are the components perpendicular to the field H. The
parameter a, is defined as

) 1/2
0, — vr (2 ¢ H) . (19)

1 :
2| w| —|——;—1—2¢g{¢430(H—}—HJ)sg%o)

The mean value over (V — 27 e A)? is to be taken with the lowest eigenfunction
[23] @o(r) of S2(, '), which is also an eigenfunction of (V — 27 e A)2 Our problem is
thus equivalent to the problem of one electron in a magnetic field. For the bulksystem
we may therefore immediately write

(V—2ieA)’>=—2¢H. (20)

For a thin film the boundary conditions make the problem difficult to solve in general,

however if d (the film thickness) is smaller than & a }/& [ we may take A(r) constant
over the film, provided that we use the London gauge [22], (V - A) = 0. We then have:

((V—20cAf)=—4e 4

+ dj2
4 2 1
= e E Hzxzdx:—-—-eszdz. (21)
3
2

d
—d]

Now, inserting equation (20) and equation (21) in equation (18) and introducing the
Fourier transform of (1/g2) e—¢%» we finally get

2nT

¥ 0 __ )
Bulk: s = el H)E J(,) - (22)
o 2m)3T

Thin films: = L I :
in films S, e H d J(B,)

(23)

Where

oo

Tw) =2 f dqtan-! (x q) e 7" . (24)

0
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a,, is defined by equation (19). 8, is defined by

vreHd
3
B = 1 4 . (25)
2|w]| +?+2igy30(H—|—HJ)sgnw

By making use of equation (16), equation (15) becomes an equation for the eigenvalue
so 0of S,(7, 7'). This equation is solved in Appendix C. One finds

1 -1
- }.s(] + l’{m , (26)
1
Re{ 7

I

—1trs, =
2 w

where s), is now defined with g(¢ H) = H in «, (or f,). Re means that the real part
is to be taken.

The parameters A, Am. As0, are defined as

i
= = ‘non- tic’ scatteri ter,
A Tas non-magnetic’ scattering parameter
2 : : . .
Aso = —————— generalized spin-orbit scattering parameter, (26b)
37Tt
A : h tteri t
m = — XC ‘
T, exchange scattering parameter

The different scattering times are defined in Appendix C. Inserting equation (26) in
equation (12) we finally get the equation for the phase transition s — »:

" Re 1
_O—A‘}“Z-s()
S,

w

Teo 1 i 1 =
n(—T—)—Z Py 1 )zsmwm @

This equation is valid for all mean free paths for the bulk case, the only restriction
being that spin-orbit scattering is infrequent in comparison with non-magnetic
scattering i.e. A > 0.

The cases of a pure superconductor with magnetic impurities, e.g. La-Ce or La-Gd
should be analyzed with this formula rather than the dirty limit formula normally
used [11].

For the case of a thin film we have already assumed d < Vl &o and ! << d, thus
a dirty thin film. However, as shown by de Gennes and Tinkham [24] the result will
also be valid for @ < [ if we replace I = vr 7 by 4 - (9/16).
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The equation [27] simplifies considerably in the dirty limit. As shown in Appendix
D we then get:

1 T 1 1
Inl{=1\ = e . (28
n(t) n:z_:oo |2n 41| B+ Am a3(h + hs)? (28)
f g }2%+1‘+ 7 =t W+ I
|20+ 1] + P
Here we have written: £ = T/T¢ and:
for Bulk samples:
V=1,
vheT )
n— H ) 29
S T reduced field’ (29)
. 3 Maki terl 30
oc*—z—mv%‘r aki parameter?) . (30)
For thin films:
W=, ‘
: eduvp T 1/2
h = H ield’ 31
3 = ( T TCO) reduced field’ (31)
3 . e
o = A2 Maki parameter!) for thin films . (32)
muord '

Equation {28) can now be written in terms of diagamma functions . In Appendix E
we have collected a few properties of that function, and we show that equation (28)
may be written:

1 .
mi_(l+i%r*MP (1 h+%m+?“w_kﬂ+ﬁy)
i \2 4;;—")"’ 2t 21
1 :
4{i_qh—mw (1 h*lm“ﬂML””)(m
2 4y )w 7 21

where

/2
uw_zmﬂl.

1
Y = (O(z(h + hJ)z = I

1) Do not confuse the Maki parameter « with the functions o, and 8, defined in equations (19)
and (25). -
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This result is analogous to the result of Fulde and Maki [11], if one neglects the effect
of the external field on the conduction electron spins. Bennemann et al. [18] give a
similar expression for the critical field. However these authors give a third term in
92, which comes from the cross term between the non-magnetic and the exchange
potential. Such terms are indeed present in the one particle Greens function but drop
out in the caculation of the transition # — s.

The critical field calculated above is the one corresponding to a second order phase
transition. This is indeed the one in which we are interested, since at the compensa-
tion point we have only an orbital effect on the conduction electrons, which in type II
superconductors always produces a second order phase transition. However, when we
are far from the compensation point it might be that the effect on the spins 1is strong
enough to produce a first order transition. This must be checked in each particular
case, but since it is not essential to the present investigation we will not consider it
here.

3. Discussion of the Critical Field

(a) A few simple cases

In absence of a magnetic field equation (33) gives

1 1 Am 1 T,
In— =9|—=—+ —pl— ¢ == , 34
" "”(24 2tc) T"’(2)’ e o
which is the well-known result of Abrikosov and Gorkov [2] for T as a function of

concentration of magnetic impurities. If we define a universal pair breaking function
o(t) given by

1 1 0 e
=l - =} —wl). 35a
h‘(t) "’(2+2t) v(2) .
Equation (34) becomes
It 1s useful to note that
0p 4 1
T =— t =0) =—- a 0281, 35b
(%) =2 et=0 = (35b)

where C = Inyg and C = Eulers Constant. Thus all superconductivity is destroyed
when

1
/lm e~ )-mcm't =
2 VE

In absence of magnetic impurities and neglecting the Clogston limit (e.g. & = 0) we
get from equation (33)

1 1w 1
L = 37
In3 Q”(2+21:) "”(2)’ (57)

=~ (0.281 . (36b)
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which may be written
Bulk samples: /4] (f) = o(t) .
Thin films:  #2(t) = V() . (38)
If we now include magnetic impurities, but still keep & = 0 we get (h = h;‘:(t))
n = hZ{t) = olf)
or

Bulk samples: 4% (t) = & (t) — Am .

o . dm
Thin films: hE() = RB)(2) l/l PR (39)

The equations (39) give thus the temperature and concentration dependence of the

orbital critical field H¥(T, ¢) of a superconductor with magnetic impurities. This result

was first derived by Fulde and Maki [11]. Figure 3 shows the different cases discussed
here.

BULK: THIN FILMS®
“U
@ g
"-'.o i h: -.:.
Gl te )
oy T -
= HE c
C 2 . o
* =
~— ‘a
ST T =2
H.C\J
2 4 & B zZ 4 6 B8
PAIRBREAKING PARAMETER Al At
CH 15 Figure 3
o L . i . .
=z 1= Orbital critical field as a function of temper-
2| e o ature and of .palrbreakmg parameter Z,m
(~ concentration) for bulk samples and thin
i films.

2 4 6 8 2 4 B B
REDUCED TEMPERATURE T[T,

In the case of a # 0, 4s0 7= 0 it is only possible to give a simple expression for %
if Aso > x h (i.e. strong spin-orbit coupling). This will be discussed in the next section.
However we will here look at the case of a high field superconductor without magnetic
impurities. Putting A,» = 0, Ay = 0 in equation (33) we get the WHH [17] result. In
Figure 4 we show the computer solution of this equation for s = 1.0 and different o.
The effect of an increasing « is to push down the high %-values. The effect of increasing
Aso for fixed a is to push these curves upwards again, and in the limit A0 — co we
find the curve for « = 0. (When discussing % we have to keep in mind that % is mea-
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sured with respect to H¥(T = 0, ¢ = 0) [see equation (40)] and since « ~ H¥ (T = 0,
¢ = 0) [equation (41)] (for T e fixed) the real critical field does of course increase when
we Increase o.)

h (=T
(4 )
7 La=0 As(,:l.o 3 A‘%O ;h.l=°
05
6 B
1.0
5 L 15

20

30

40

Figure 4
1l Critical field k., (= (n2[4) he2) as a function
of temperature ¢ = T[T, for different
values of the Maki parameter o« assuming
I I 1 1 I 1 1 ! ZSO = 1.

We now note that the case of a compensation we have (b + hs) = 0 at a certain
temperature i.e. it corresponds to the case of « = 0 for a certain temperature. There-
fore the maximum amount that can be gained in 4 by compensation is the difference
hoe =0, =0) — h(x, t = 0).

Finally, we note that from equation (38) and equation (1) it follows by using the
BCS relation between A and T that the definitions (29), (30), (31), (32) may be written:

1 H,(c, T)

s P s B e=0,T =0} 40
. VZH:;((:;(O),TZO) | 1)
Thin films: 4 — T/f’?lﬁ 7 (Cli“(g’,?z L (42)
. V2 H*(c =0, T = 0) 43)

Hpo ’
where ¢ is the concentration of magnetic impurities. Equation (41) is identical to
Maki’s definition [12].

In Appendix F we have collected a few useful formulas written in ordinary units,
to permit comparison with experimental data.
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(b) Discussion of the compensation effect in the limit of strong spin-orbit scattering

We suppose now that a(% + 4s) € 1/2 . Then we may write:

i 202(h + hy)? )
Y R —2—‘ ((ﬁ.sn }Lm) = Te0 — Am

/

and equation (33) becomes

/ ) o2(h + hs)?
1 1 h'}“lm“"‘lso_lm )ﬁ,‘p(

int:w(?+ 21

The solution is

%) . (44)

2} L fpr)2
# pln BT E (3)
Zs(}'—lm

Making use of equation (39) this may be written:

o2

For bulk samples: h(t) = hX(t) — —
s0 — /m

Cg

(h,(t) + hs(t))? . (46)

o

For thin films: K2(8) = B*2(t) — e
s0 = Am

Cc

(Ae(t) + Rs(2))? .

Finally we now define a reduced field /¢ which is defined as

BUH{Z hargd, — ‘—hlﬁ?‘“(‘g%; .
1—
o(?)
t
Thin films: Rirea = A_l_r ; (47)
-5
o(?)
Making use of equations (38)—(39) we get from equation (42)
: o 8 (Be(t) + ()
Bulk: Resa = B2(0) p— (1 - i”i) :
o(t)
2
Thin films: B, = hO() — @ (helt) + 1) (48)
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Note that our reduced field is essentially the quantity H, /H discussed in the intro-
duction. Using equations (29)—(32) we may write equations (48) in terms of H:

He,T) _ Hc,T)

Bulk: Hieqa = == *(c—=0,T), 49
e(®)
3e 4 1
= * o= —— SER—
H¥(c=10,T) 2 m2 v} (ﬂso—lm) 1__;{—7”_
x (H, (e, T) + Hyc, T))2. o(t) (49D)
I H3c, T) H3(c, T) .
.oz _ —
Thin films: H}, = i = HEE ) H*2(c=0,T), (50a)
e(®)
3 A 1
= H*2(¢ — —_
Hc (C O,T) mq)Fd(Asomlm)l_ Am
% (Hele, T) + Hslc, T))2. e(¥) (50b)

Here we have as in the previous section written ¢ for the concentration of magnetic
impurities. H¥ and H¥ denotes as before the orbital critical field (i.e. by neglecting
the Clogston limit). Note the difference in definition of H;.q for a bulk sample and
Hyeq for a thin film. Let us now suppose that we are at sufficiently low temperatures
so that the magnetic ions are aligned in the magnetic field at H = H,_(i.e. {5;) = S).
It is then easy to see what happens to Hyeq if H, points opposite to H. Let us look at
Hyea as a function of concentration ¢. For ¢ = 0 we have Hea(T) < HX(T', ¢ = 0),
due to the second term. However at H, = | H,| the second term vanishes and we
have Hyea = HY(T, ¢ = 0). For higher ¢’s Hrea decreases again. Thus Hye shows a
maximum which occurs precisely at the compensation point

C|]0|S
gus

On the other hand, if H and H; has the same sign H.q will decrease monotonously.
Finally if there is no effect on the spin Heq will remain constant.

Therefore Hyqq 1s in fact the characteristic quantity to plot to demonstrate the
spin polarization effects on H, . We note that H,.s can be calculated from H, (mea-
sured) and T'¢/Teo since An is determined by the latter quantity (equation (36)).

The above statements hold always for /e defined by equation (47), and it will
hold for H,.q if the conversion factors between % and H (equaﬁons (29), (31)) are
independent of concentration of magnetic impurities ¢. Now 7 will in general depend
on ¢, since it contains all the different scattering times due to all the impurities. Thus =
can only be supposed constant if the concentration of non-magnetic impurities, dislo-
cations and disorder, is much larger than the concentration of magnetic impurities (c).

This point however is not too difficult to check experimentally, since a compen-
sation effect, as we shall see, essentially changes the form of H, (T), whereas a change
in 7 leaves the form unchanged and only change the value of H (T) by a constant

H,(c,T) = HXc, T) = | Hs| = (51)
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factor. For a bulk sample for instance the initial slope will remain essentially constant
at low concentrations ¢ if T does not change. If 7 changes, the slope will increase at
the rate (1/7) increases. Furthermore, the variation of ¥ can be estimated by introduc-
ing non-magnetic impurities isoelectronic with the magnetic impurities. In the case
of a thin film, the thickness d plays a similar role as 7-1. Note finally that As depends
also on the concentration ¢, both through the exchange scattering and the additional
spin-orbit scattering. There is also a slight temperature dependence due to the tem-
perature and field dependence of ¢S2>.

From equation (51) it is seen that the position of the maximum in Heq allows one
to determine J. Furthermore, as described above the maximum of H;.q gives us
HE(T, ¢ = 0) (or H¥(T, ¢ = 0) for a thin film) i.e. the critical field that the ‘pure’
superconductor (i.e. without magnetic impurities) would have if we neglected the
Clogston limit. From equations (41), (43) we than may calculate the Maki-parameter,
and finally from the ratio H (T, ¢ = 0)/HX(T, ¢ = 0), we may determine Asx by using
equation (33) in the limit ¢ = 0, # = 0 or more direct by using the computer results of
Hake [25] for 4(0) as a function of « and Ax. Note that this determination of J, «, 450
is not restricted to the limit of strong spin-orbit scattering.

To conclude this section we will discuss the form of the solutions of equation (46)
i.e. the form of the curve critical field vs. Temperature. Since 4; depends on /4 (para-
magnetic case) there exists the possibility of having more than one solution for % at
a given temperature £. To illustrate this point we have plotted in Figure 5 and Figure 6
the functions.

o2

Bulk: Fi(h) = o P wpmme s
u i(l) = )t) = Am — 5~

(h -+ hy)?

and

o2

S SR— ] ] hr)2
ASO—Am( + J)

Thin films: Fs(h) = ]/Q(t) e g e

and assuming in both cases o =2, Ao — Am =1, An = 0.04, and At = 0) =
— 2 h¥(t = 0)/3. Furthermore we have assumed that %, follows a Brillouin function:

7
hJ_hJoBs(zmsT”).

We assume in the following S = 5/2. The solution of equation (46) are given by the
intersections of F; or Fs with the 45° line (Fy = A, Fs = h). The second maximum
in F1 and F2 occurs at the compensation point where (b + /)2 = 0. However, in the
bulk case (Fig. 5) the maximum is much less pronounced than in the thin film case
(Fig. 6). This results in a single-valued function %(¢) for the bulk case but for the
thin film the function %(¢) becomes triple-valued below a certain temperature ¢.

To see what happens physically in this last case, we look at the behaviour of the
superconductor as we raise the external magnetic field. What happens is that A raises
much faster than 4 and eventually (% -+ As)? becomes so large that the argument
under the square root in Fy vanishes. This means that the superconductivity is
destroyed by the exchange field, and corresponds to the lowest solution. If we in-
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crease the field more the exchange field will start to saturate and (b + &s)? will de-
crease due to the compensation effect. The argument under the root in Fa becomes
again positive and at the second intersection with the 45° line in Figure 6 the system
becomes supercouducting again. As 4 continues to grow we pass the compensation
point and (% + A) staits to increase again. Finally at the third intersection the super-
conductivity is destroyed by the effect of the external field on the conduction electron
spins.

V4
F= P-4 - =X (hah, )
F;(h},h s6 'm
3 & =2 Aso-)\m=1 ?\”f 0.04
h,(0) =%_ (eror-n.)
5|
t=0
2
t=0.2 N
\:\
B | -
~
1 "
t=0.6 .
Figure 5
05 Mg, Graphical solution ol "h¢ equation for the
critical field in the cas* -+ a bulk super-
DR conductor with maguetic in:; nrities in the
L ! ! ! L limit of strong spin ort.t scatl g,
.08 1 15 2 .25 3
h
F(h) Ve -a,- 22 (heh, )2
Aot
F,h  @=2 A A=100 A =C04
.2 2
h,(o) "3 (Pevr-2)
K
5
&
3
2
Figure 6

Graphical solution of the equation for the
critical field in the case of a superconducting
thin film with magnetic impurities in the
limit of strong spin orbit. scattering.




Vol. 45, 1972 Properties of High Field Superconductors 349

This second domain corresponds to the domain of ultra-high field superconduc-
tivity suggested by Jaccarino and Peter for a ferromagnet and by Schwartz and
Gruenberg for a superconductor with magnetic impurities in the limit H, > H¥. We
find here that for a thin film this second domain may be realized even in the case
Hp ~ HX(0, 0) whereas a bulk sample with the same parameters as the thin film does
only show one domain, which includes the compensation domain. For this domain to
split up in two domains one needs approximately o« > 3 and As < 1. The reason for
this difference between a thin film and a bulk sample is the following: In the case of
a thin film the field % enters with the same power (# = 2) in the paramagnetic term
as in the orbital term in tne equation for H, . This produces a strong paramagnetic
effect. In the bulk case, on the coatrary, the paramagnetic term enters with A2
whereas the orbital term enters with /4. For not too high «’s this means that the para-
magnetic effect is relatively weak.

The result of the graphical solution in Figure 5 and Figure 6 is shown in Figure 7.
We note that for the bulk case the compensation effect will show itself in a more or
less pronounced upwards curvature. For the thin film this may be replaced by a jump
in the upper critical field from the uncompensated region to the compensated one.
This jump will occur at a temperature ¢, slightly above the compensation point
(A(t) + kJ(t))2 = 2. (This can be easily seen from Figure 6. The jump will occur when
F just touches the 45° line. The compensation point corresponds to the temperature
where the maximum of Fs falls on the 45° line.) The temperature range for the com-
pensation domain will therefore depend on the %; chosen. For the most favourable
compensation case hs(t = 0) = h*(t = 0) this domain will only occur at very low
temperatures.

S Bulk: o =2
20 _‘XX.\%X, AsA=1 i
-/3 S0 m
6% A = 004
h = 016 4
s b SN ,(0)
< 5
S
S
0 L s ]
superconductor *; normal
05 L Y ]

Thin films: o« =2

Ag Aot ! -
A =004
m

hJ(o): 0.327

normal

Figure 7
Critical field as a function of temperature as
determined from the graphical solutions in
T e L P I S Figures 5 and 6.
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The above discussion is only qualitative, since the equation (46) are not strictly
valid for the parameters chosen above.

Computer solutions of equation (33) show that the simplified equations (46)
overestimate the paramagnetic effect slightly if we are not in the strong spin-orbit
scattering limit (see chapter 3d).

(c) Determination of the compensation point. Possibility if a real increase 1n H,,

In the foregoing section we have described how to detect the compensation effect,
and how this effect can be used to determine the parameters [c, «, 4s0. However, in
the original paper by Jaccarino and Peter it was also suggested that one might
actually increase the critical field by this effect. From equation (46) it is seen that if
o is large this may actually be the case. However it depends also on how much 7 has
been reduced before the compensation point is reached, i.e. the value of Am on the
compensation point: Ame. To examine this point we make use of the explicit expression
for Am given in Appendix F to rewrite H; as

2k Te

HJ:m @
NG S £ 1) Jog us

We have here supposed thet J(g) is independent of ¢ so that the J occuring in Am is
equal to the Jo occuring in H;. From equations (39) and (51) we now get for the bulk
case and for 7" = 0:

H¥(c=0,T =0)
Z;mem'tTcO ’
4 H¥e=0,T =0
NO G - 1) Jogus 0 )

z-mc — )merit

(52)

where Amerie is defined by equation (36b). To get a real H -increase it is obvious that
we must have Ame € Amerit, thus from (52) we must have:

0577w
NO) (S +1) Jog us

> Hic=0,T=0). (53)

On the other hand we must have a large «, say « > 1. By making use of the definition
(41) of &« we now get

1.14
N©) (S +1) Jo

This can only be fulfilled if

>a>1. (54)

(S+1)NO) Jo< 1. (55)

Thus a real increase in the critical field can only occur if N(0) Jo is relatively
small, and it seems that the best chances to realize this increase in H,_is in high field
superconductors where the high critical field is due to disorder and impurities rather
than an anomalous high density of states.
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Note however that we have assumed that the J in A4, (Appendix F) and in H,
are the same. If J(g) depends really on ¢ the J in A» may be much smaller than the
one in Hy in which case we may relax the condition (53). Finally we note that if for
instance in the B-W structures (4s B) we may put the magnetic impurity on the
B-sites the effective density of states in equation (52) may be much smaller than the
density of states determined by electronic properties (y, y) since the superconducting
electrons are believed to be localized on the A-sites.

(d) Computer solutions. A few typical examples

In most interesting cases the approximation a(h + %) <€ Aso/2 does not hold, and
the critical field cannot be calculated by the simple relations (46). However it follows
from equation (33) that Hyes defined by equations (49a) and (50a) will still show a
maximum at the compensation point, but the form of Hyes(c) will not be given by the
relations (49b) and (50b). To show what the critical field curves H, (T, ¢) will look like
in the case of the compensation effect we will now give a few examples based on com-
puter solutions of equation (33).

As a concrete example we take the system NbsAl. Hechler and Saur [26] found.
by fitting the experimental H, vs. T curve to the theoretical curve calculated from
equation (33) with A, = 0, ks = 0, that « = 2.08, Aso = 1. The critical temperature is
18.0°K and the critical field extrapolated to zero temperature 252 kGauss. The density
of states has been given by Spitzli [27], who finds N(0) = 1.7 states/eV. We now
assume that we may introduce magnetic impurities with a spin S = 5/2 and with
an exchange constant J into NbzAl. For the case where the sign of [ is such that we
may compensate, the compensation point (Amc) is given by the absolute value of [
by equation (52). Assuming / = — 0.005 eV we get Ame = 0.035, for | = — 0.015 eV
we get Ame = 0.085 and finally for | = — 0.025 €V, Ane = 0.117. These three cases
are shown in Figures 8, 9, 10. For the first (two) cases there is a substantial increase in
the critical field. We note that the form of the critical field curves are strongly differ-
ent from the cases of non-magnetic systems. The uwpards curvature should be a
characteristic feature of a strong compensation effect. In these figures are also shown
the case where H; has the same sign as H. The part of the curves that shows a
dH, ;- > 0 might not be real since it is possible that the transition might be first
order in this region. However, Crow et al. [28], observed in Las_»Gd,In a behaviour
qualitatively similar to the curves given by the dotted lines, indicating a positive
exchange constant in that case. Crow et al. found that all the transitions measured
were second order. In Figure 11 is shown T(c), Te(c)/T,,, H, (¢, T = 0)/H (0, T = 0),
Hiea(c T = 0)[H, (0, T = 0) for two cases.

In the case of a thin film, « is defined with the orbital critical field of the thin
film (equation (43)). By using the Gennes-Tinkham [24] formula (see Appendix F)
one finds that a thin film of about 40 A thick may have an « of about 3. Assuming
Aso = 1 and Ame = 0.07 we get the results shown in Figure 12. To allow a comparison
with the bulk case for NbsAl we show in Figure 13 the case of a = 2, A0 = 1.04,
Ame = 0.057. As demonstrated in chapter 3b) there is a net difference between the
behaviour of a thin film and a bulk superconductor.
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Figure 8
Critical field as a function of temperature
for different pairbreaking parameters as-
suming a negative exchange field and
o = 2.08, As0 = 1, Amc = 0.035. The dotted
lines correspond to a positive exchange
field.
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Figure 9
Critical field as a function of temperature for
different pairbreaking parameters, assuming
a negative exchange field and A = 0.085,
o = 2.08, Js0 = 1. The dotted lines corre-
spond to a positive exchange field.
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Figure 10
Critical field as a function of temperature
for different pairbreaking parameters Ap
assuming a negative exchange field
Ame = 0.117, 00 = 2.08, Asp = 1.00. The dotted
iines correspond to a positive exchange
field.

Figure 11
ke, hrea and t. as a function of A (~ con-
centration of magnetic impurities for
oo =208, Aso=1, and the two cases
Ame = 0.035 and 0.117.
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Figure 12
Critical field as a function of temperature
for a thin film for different pairbreaking
parameters, assuming a negative exchange
field and & = 3.0, 450 = 1.0, Ame = 0.07.

Figure 13
Critical field as a function of temperature
for a thin film for different pairbreaking
parameters Z,, assuming a negative ex-
change field and o = 2.0, As0 = 1.04, Ane
= 0.057.
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4. Description of the Pulsed Field Apparatus

(@) The principle of pulsed magnetic fields

To observe the effect described in the preceeding chapter we need substances
with a large Maki-parameter «. In practice this means that we need high magnetic
fields, say 100 kGauss [29]. On the other hand, there exist superconductors with
critical fields above 400 kG [30] and the range of interesting field may reach 500 kG.
Since the highest static magnetic fields that can be obtained in our laboratory is about
60 kGauss we were forced to use pulsed magnetic fields.

The basic 1dea of the pulsed field method is to store a certain amount of energy in
an energy bank and then, during a short time transform this energy into magnetic
field energy, created by a current through a solenoid.

In his early work, Kapitza [31], [32] used batteries or an electromecanic generator
(the energy being stored in a heavy flywheel) as energy-banks. However as first noted
by Wall [33] it is most convenient to store the energy in a bank of condensors. To get
a rough estimate of the energies needed to give a certain field one may assume that
the magnetic field H is constant over a volume V and zero outside this volume. If all
the electrostatic energy is transformed into magnetic energy we have

1

7
S CU = wH -V, (56)

where C 1s the capacity of the condensors and U their voltage. Thus for a given con-
denser bank, the maximum H depends on the volume needed. In principle there is no
limit on Hmqe if one can make the volume small enough. However there are practical
limits due to losses. There are two types of losses:

(1) Ohmic losses due to the resistance of the coil.

(2) Losses due to the distribution of the magnetic field in space. This becomes
especially important when one approaches the region of Megagauss. In this
region one has to use coils with very few turns, to avoid ohmic losses. However
then the self-induction of the coil becomes easily comparable with the self-induc-
tion of the condenser bank and the connections, and one is not able to concentrate
the energy of the bank in the coil.

Detailed calculations, taking into account these effects have been given by
Champion [34].

Further complications are introduced by the forces acting on the windings of the
coil, tending to make the coil explode. In fact, an ordinary coil, wound with ordinary
commercial copper wire will generally explode when the field goes above 200 kGauss.
Thus coils operating above, say 150 kGauss, should be reinforced.

The above discussion shows that the main difficulty in the pulsed field technique
is the construction of the coils. Many different techniques have been described in the
literature [35]-[42]. One may conclude that for fields below 500 kG the best results
are obtained with ordinary reinforced many layer coils wound with copper wire [42].
However for fields above 500 kG one has to go to single layer helical type coils [36].

Note that one important condition imposed by the experiment in our case is that
the discharge should be as slow as possible to reproduce static conditions. This is
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especially important for measuring H,, since the typical ‘relaxation time’ connected
with flux line mouvements may be relatively long.

(b) Description of the discharge circut

The circuit used to produce the pulsed fields is shown in Figure 14. C is the con-
denser-bank, L is the high field coil. 7; and I are tow ignitrons used as switches. D is
a high tension, high current diode. The discharge is started when [, is fired. /5 is fired
when the field is maximum (i.e. when C changes polarity). Thus if 4 is closed the
current in L will decrease slowly exponentially according to the value of L/R where R
1s the resistance of the coil. This allows us to have a slow decrease of the magnetic
field. In this way we also avoid to charge the condenser-bank with inverse polarity.
In some cases, for instance by measuring magnetization curves, it is of interest to get
the full hysteresis curve. Opening A and closing B allows one to get a full cycle
discharge.

POWER SUPPLY

V= 2500 V.
; ] 1 .
Il 7
i1
C= 6mF
1, L 1 D
Figure 14
’ Principle of the discharge circuit for pulsed
PRINCIPLE OF THE PULSED FIELD CIRCUIT magnetic fields.

The condenser-bank is composed of 150 40 wF metallic paper condensers mounted
in parallel. The maximum voltage is 2.5 kV. This gives a total capacity of 6 mF and a
maximum stored energy of 18.75 k Joule.

The coil construction is shown in Figure 15. The coils are wound with commercial
rectangular copper wire on a resocel body. The coils are then reinforced with a 5 to
10 mm thick layer of fiberglass and epoxy. The surface if this layer is machined so
that its diameter is 0.03 mm larger than the inner diameter of a 10 mm thick hollow
stainless steel cylinder. Heating the stainless steel cylinder to about 150°C and cooling

brass

i plexiglass
I
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L | __araldite

JAH- copper

Py |

b | Figure 15
! l | stainiess steet -  Pulsed field coil construction.
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the coil and fiberglass with liquid nitrogen allows one to push the coil into the stainless
steel cylinder. This procedure assures one that there is a good mechanical contact be-
tween the copper windings and the stainless steel. It provides also a negative bias
stress to compensate the Maywell stress from the magnetic field.

To reduce the ohmic losses in the coil, it is cooled by liquid nitrogen. It is fixed
in a stainless steel nitrogen dewar to avoid that the coil moves during the pulse. The
Helium dewar in which the measurements are made is of glass and has a tail which is
introduced into the coil. The coil and the He-dewar are mounted on a lift, to make the
interchange of coils and dewars easy. This mounting is shown in Figure 16.

| I dewar

helium
I
|
| II,
| /!
1 /; {I lecds
| i
| ]
‘ | l coil
-
/. |
l_ | dewar
\ l l nitrogen
|| L
= =
Figure 16
Mounting of the coil and the dewars for nitrogen and
helium.

The number of turns and the dimensions of the coil are essentially determined by
the maximum field wanted and the desire to have as slow discharge as possible. The
rise time of the field 7. (i.e. the time it takes the field to reach its maximum value)

is approximately given by (7z/2) J/L C thus a large number of turns gives a large 7.
However a large number of turns means large ohmic losses which reduces the maximum
field. Thus one has to choose a compromise between high field and slow pulse. The
parameters for a few coils are given in Table 1. For the present investigation we only
needed fields up to 80 kG. All measurements were thus made with coil No 10 where
we dropped the stainless steel reinforcements.

inner.
coil turns diameter| length | selfind. | risetime|max.field| reinforcements remarks
ns {mm) | {m m}|{mHenn}{m sec) |( kGauss)

210 16 45 050 2.7 310 thin layer of Exploded at
i : fiberglass 300 kGauss
192 16 | 45 | 048 | 26 | 300 |) +aratite
445 18 60 | 25 | 60 | 300 |Fberglass-
araldite +
173 16 35 0.35 2.3 410 |stainless steel | o
2845 | 22 | 100 | 60.0 | 300 | 150 ? fiberglass ;‘“ the: end

= to increase
10 |4980 | 20 | 100 |3000 [ 550 | 110 |[) rorodite homageneity

0 o ;N

Table 1
Pulsed field coil characteristics

PULSED FIELD COIL CHARACTERISTICS
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To increase the homogeneity of the field, some of the coils were wound with
additional turns at each end. The estimated homogeneity for coil No 9 1s about 3103 at
a distance of + 2 cm from the center along the axis of the coil. For No 10 this value
is 10~2 and for No 5 it is about 3 - 10-2,

(c) Magnetization measurements /

To determine the critical field H,, we measured the magnetization curves of the
superconductors. This was done in the standard way [43] using two balanced pick-up
coils. One measures H, and the other one, which contains the sample, measures B.
The two signals are integrated and the difference of the integrated signals gives M.
M and H are displayed on the Y and X axis, respectively, of a storage oscilloscope.
The principle of the circuit is shown in Figure 17. This method is particularly suited
for the pulsed field technique since it allows one to draw the whole magnetization
curve in a short time. This fact, that the measurement is performed during a very
short time, makes the errors due to drift in offset voltage and input current of the
amplifiers negligible.

V~B V2-10M

PICK-UP
COILS

vV~H

V2-10M Figure 17

Principle of the circuit for magnetiza-
PRINCIPLE OF CIRCUIT FOR MAGNETIZATION  MEASUREMENTS tlon measurements.

If we look at the integrator for B in Figure 17 and assume that the drift in offset
voltage and input current are V4 and [4, respectively, we may write for the output
voltage as a function of time ¢

¢ I

1
Ul) =5+ (BF—dedt—Rchddt),

0 ¢

where B is the magnetic induction, FF the total surface of the pick-up coil, Ry the
integration resistance and C the integration capacity.

The condition to have a good measure is that the second and the third term in
the parenthesis are small compared to B F. This can be achieved in two ways, by
making I’ very large i.e. by using a large number of turns in the pick-up coil and (or)
choosing the time ¢, during which the measurement is performed, very short. Since
the last term 1s proportional to Ry, the integration resistance should not be chosen too
large. A reasonable value is given by Vg = R I4. Apart of this influence of Ry, the
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only effect of Ry and C is to determine the amplitude of the final signal. R C has
therefore to be chosen such that U always is smaller than the saturation voltage of
the amplifiers (which in our case was ~ 10 V). Another practical detail important to
note is that if the pulse is very fast the voltage across the pick-up coil, B F, may
become very large (> 1000 V) and one has to be careful with the isolation of the leads.

In our case the time of one measurement is typically 10-2-10-1 sec. Therefore the
above conditions were easy to fulfill, and we could use a set of cheap amplifiers. The
amplifiers used were the type V2-10M, developed at the Institute for applied Physics,
University of Basle. Typical drift values were V¢ = 10 uV, Iz = 100 pA. The pick-up
coils contained about 3000 turns, and Ry, C was chosen to be 101 (Ro = 100k,
C =1 pF). This gave U & 3-5 Volt for B ~ 100 kG.

A typical example of the magnetization curves obtained for a superconductor is
shown in Figure 18a. The upper curve is displaced with a sensitivity which is 5 times
larger than the lower one. H, is taken as the point where the hysterisis disappears.
To increase the precision of H, determined in that way, each measurement was
repeated several times and the mean value taken. An example of such a measurement
1s shown in Figure 18b. (Mo.g9sMn.oesGas at T = 1.9°K.)

Figure 18a
Magnetization curve for
MO.gng.{]gG’az} at T = 4.2°. In the
upper curve the magnetization
was amplified 5 times with
respect to the lower one.

Figure 18b
Magnetization curves for
Mo.ggsMn.gosGag at T = 1.9° K,
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5. Experimental Investigation of the Mo;_,M,Ga, System
(M = Nb, Ru, Mn, Fe, Co)

(a) Introductory remarks

To observe the effect described in chapters 1 to 3 the superconductor (without
magnetic impurities) has to fulfill two conditions. The Maki-parameter « should be
large, i.e. we should have a large ratio H,(0)/T and the spin-orbit parameter Aso
should be not too large, i.e. we should use light elements. Furthermore the supercon-
ductor must accept magnetic impurities and the exchange interaction J must be
negative (in the case of the light rare earth ions where S points opposite to the total
angular momentum J should be positive).

To fulfil all these conditions we chose a system of which very little is known until
now, the Mo-Ga system. Two intermetallic phases have been found in this system,
MosGa with the A-15 structure and MoGay (assumed stochiometric composition) with
unknown structure. Both compounds were found by Matthias et al. [44], [45], [46].
They determined the superconducting transition temperatures to be 0.76 °K for MosGa
and 9.8°K for MoGas. We have reinvestigated the MoGas compound, including ternary
alloys of the type Mo;-_.M.Gas where M = Nb, Ru, Mn, Fe, Co. For the pure compound
(x = 0) we found T = 8.0° and H,(0) = 73.7 kGauss. Among the impurities, only
Mn showed a well-developed magnetic moment. Ru, Fe, Co, showed resonant state
type behaviour and Nb acted as an ordinary non-magnetic impurity.

Although only Mn is interesting in connection with the Jaccarino-Peter compen-
sation effect, we also discuss the cases of resonant non-magnetic states. These resonant
non-magnetic states produces a decrease in 7', with concentration of impurities, which
1s similar, but weaker, to the one produced by magnetic impurities. The resonant state
may also produce an anomalous behaviour of 4 , not connected in an evident way
with the effect we are looking for. Since the condition |/ < 0 means a strong s-d
mixing, and since the s- mixing produces the resonant states [47], [48] we must be
careful to distinguish between true magnetic moments and non-magnetic resonant
states. The samples with Mn-impurities show, as we shall see, an anomalous sharp drop
in T, at a certain impurity concentration. In section 4 ¢ we suggest a mechanism, based
on spin correlations, to explain that behaviour.

(b) Preparation of the samples

The samples were prepared by melting the constituents in a Al:O3 crucibel under
a pressure of 2 atmospheres of Argon. The maximum temperature was 1300°C.
Samples prepared at 1700°C showed no essential difference from the ones prepared
at 1300°C, apart from more important losses, probably due to evaporated Gallium.
The losses of the samples melted at 1300°C were about 0.59%,. The furnace used was a
resistance furnace [49] which allowed a slow decrease of the temperature. The super-
conducting phase was formed at about 730°C, which was also determined to be the
melting point. Samples quenched from above that temperature did not contain the
superconducting phase.

The compound did not form a bulk sample, but falled into a fine powder at 730°C.
This powder was pressed into pellets and annealed in sealed quarz tubes for 1 week at
700°C and then quenched. The samples produced in this way showed reproducible
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values for T, and H,. X-ray measurements made on powder samples and on small
single crystals [50] showed that the samples were single phase except for a small amount
(~ 5 at%) of MosGa. This was confirmed by T, measurements which showed a small
second transition at 7 = 1.2°K. The disagreement with the value reported by Mat-
thias et al. is probably due to non-stochiometric composition of the A-15 compound.
The single crystals were isolated from powderous samples, which were prepared by
reacting Mo with Ga at 700 °C for about one week in sealed quartz tubes. The structure
of MoGays has not yet been determined.

The samples used for T. and H, measurements were cylindrical with diameter
3.8 mm and length 10-12 mm.

(c) Susceptibility and critical temperature measurements

The critical temperature measurements were made using a standard AC Bridge
[51] to measure the initial susceptibility of the samples. The width of the transitions
were typically 0.2°K except the ones with the highest Mn and Fe concentrations
where the width increased to about 0.5°K.

The susceptibility was measured using the Faraday method in fields up to
17 kGauss [52]. MoGay without impurities, turned out to be diamagnetic y = —4.7
x 10-% emu/gram. To get a rough estimate for the density of states N(0) we assume
the orbital diamagnetism to be identical to the maximum one for the free atoms. We
find, using the values given by Selwood [53] yai« = — 13.9 - 10-8 emu/gram. Assuming
that yranaau = 1/3 ypara We find ypare = + 9.2 - 10-8 emu/gram. Using further that
Xpara = 2 pj N(0) we get N(0) = 0.11 states/eV.

The critical temperature as a function of concentration x of impurities is shown
in Figure 19. Nb has no influence on T, Ru produces an initial decrease in 7 and
after that T’ stays constant. The effect of Co on T is stronger, but the tendency for
T. to flatten out is still there. Fe impurities decreases T strictly linearly to very low
temperatures, and finally Mn gives the type of curve that one expects for a magnetic
impurity. This is consistent with the susceptibility measurements, which show a very
weak tendency of magnetism for Co, a small magnetic moment of 0.3 up per atom for
Fe and a well-developed magnetic moment for Mn.

9 Mo M Ga
- X X 4 8
5 M= Nb
REE ST T o X M= Ru 1
7_To B S v M=Co i
ke TTTYT o M= Fe
6 A e - i
i \ 4 M= Mn
<
Y \
s 5 | | iy .
il S -!a \c\ 1
| by
3 L | \\ i
z | l\ ~ ~ i Figure 19
\ ~ T. as a function of x in
B @ {1 Mo;_sM,Gas where M — Nb, Ru,
s |. L 1 L L I ] CO, Fe, Mn.
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We start with discussing the behaviour of Co and Fe. The susceptibility of these
impurities behaves like

Ce
Ximp = Yo + T (57)

where ypo is relatively large and C small. This is a typical behaviour of a non-magnetic
resonant state near the magnetic threshold [54]. For Fe we get yo = 0.167 emu/gram
% Fe and for Co yo = 0.042 emu/gram %, Co.

The magnetic moment corresponding to C is 0.3 us/atom for Fe. For Co it is too
small to allow an appropriate determination of the magnetic moment. Using the
Anderson formula for yo for the case of a resonant state at the fermi surface

= 5%
we get from the above values

Fead — U = 0.05¢eV,

Comd — U =0.20eV. (59)

A is the width of the resonant state and U is the Coulomb interaction among the
localized electrons.

The influence of a non-magnetic resonant bound state on superconductivity was
first investigated by Zuckermann [55]. His calculation was later generalized by Ratto
and Blandin [56] to include the Coulomb interaction U. Near the magnetic threshold
(m A ~ U) and for a resonant state at the Fermi surface, their formula for the initial
decrease in T with concentratino of impurities (C) may be written:

T dT. ic§ - o4

_ 60
Te dc N(0) (m 4)2° (60)
where N(0) is the density of states of the electron gas and is defined as
"2vEhwp
. (7) , 61
% n “7ksTa (61)

wp is the frequency and yz Eulers constant as defined in chapter 2. The coupling para-
meter is typically 4 or larger for weak coupling superconductors and smaller than 4 for
strong coupling superconductors. The factor 5 comes from the orbital degeneracy
(27 +1). Of one knows « and N(0) (for instance from specific heat measurements)
equations (58) and (60) allow one to determine 4 and U. Unfortunately the specific
heat for MoGag is not known. Using the above estimated value of N(0) = 0.11 states/
eV and assuming « = 4 as a typical value we get from the measured initial slopes in
Figure 17.

Fe A=22eV U=069eV,
Co A4 =84eV U =265¢V.

These values, especially the ones for Co, are probably much to high. This may indicate
that o« is smaller than 4 and that our system has a tendency to strong coupling super-
conductivity.
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We note now that there is a good correlation between the measured values of yo
and the initial slopes of T vs. concentration. We find to a good approximation

(ch)
¥ LN (62)

i G
dc Jco

Such a relationship does not follow from equations (58) and (60). Actually there
1s no anomaly in equation (60) at the magnetic transition point U = n A. Zuckermann
has carried the calculation one step further and included localized spin fluctuations.
He finds essentially that U has to be replaced by Us:

where 7 is a normalization factor which depends on U/4 in such a way that Us never
diverges. (This means that we have a smooth transition from the non-magnetic to the
magnetic state). Introducing Us in equation (60) we get an expression for d7/dc
which may account for the relation (62). Unfortunately we have not enough experi-
mental data to analyze the equations properly.

It is interesting to note that the tendancy to an upwards curvature in the 7
vs. concentration curves found for Fe, Co and Ru has also been found in other systems
with nearly magnetic impurities [54], [58]. Bennemann [59] showed that interactions
among the impurities will wash out the localized spin fluctuations and this produce such
an effect. However it would not be surprising if this effect takes place also for non-
interacting impurities, since Rivier and Zuckermann [60], and Suhl and coworkers
[61], [62], [63] have shown that such impurities will become completely non-magnetic
at low enough temperature.

We now turn to the case of Mn. The susceptibility shows some anomalous features.
In Figure 20 is shown the susceptibility of Mo.gsMn.o2(:a4 as a function of temperature.
At high temperature it shows a Curie-Weiss behaviour with a negative 6 of about
— 156° K. The slope corresponds to a moment of 4.81 ug. The susceptibility of the
other samples shows similar behaviour, however, at low concentrations the effective
moment raises to the anomalous high value of 7.5 ug. This is correlated with a decrease
in 6 to — 212°K. The effective moment and the paramagnetic Curie temperature 0
is shown in Figure 21 as a function of concentration.

The behaviour of the superconducting transition temperature does not reflect
this variation of the moment. In fact, in the region (¥ = 0, x = 0.006) where the
moment varies strongly, the critical temperature decreases linearly with concentration.
An anomaly is seen however at higher concentrations, where 7. decreases very rapidly
to zero. This is contrary to what one might expect from the variation of the magnetic
moment.

This, at first sight anomalous, behaviour is probably due to correlations among
the impurities. In fact, the concentration dependence of u.rr and 0 show that there
are interactions between the impurities. We now give a simple qualitative argument
to show how even weak correlations between the ions may produce strong deviations
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from the AG behaviuor [2]. According to de Gennes and Friedel [64] the spin scatter-
ing time may be written, in the case of correlations between the ions.
qu,‘
1 7 N(0) J‘
—_——=—— dg J2 S , 63
- D g dg J*(q) {S%(g)> | (63)

0

()(.M“)-1 10% gram/emy

Figure 20

(x Mn)-1 as a function of temperature for
MO.gsMn.ogGa,4 .
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where (S2(g)> is defined as

(S*g)y = < X & expli aRe — Ry (S sf>> . (64

Since the Mn ions do not order ferromagnetically in the concentration range we are
interested in, we have assumed {S;> = 0 in equation (63). This equation follows also
from the work of Abrikosov and Gorkov [2] if one includes chain diagrams correlating
two different impurities but still keeps the other approximations. The explicit formula
(63) is only valid if the spins are not too strongly correlated (i.e. if (% go)2/2 m > 7/
where ¢o is defined below).

The spin correlation function (S2(g)> must satisfy a sum rule:

1 1
(S = T (SH = eSS +1), (65)

where ¢ is the concentration of magnetic impurities. From equations (64) and (65) it
now follows that for uncorrelated spins we have

(S¥g)> = ¢ S(S +1). (66)
For ferromagnetically aligned spins in an ordered lattice we get
(S2(g)> = ¢ S(S + 1) 8(g) - (67)

In the intermediate range with spin correlations {52(g)> will be a function more or less
peaked at ¢ = 0. In the case of long-range correlations one may write [65]

A
¢+’
where gg! gives the range of correlation. The constant 4 is determined from the sum
rule (65). What happens physically is the following: ¢ in equation (63) is the change
in momentum in the intermediate state in one scattering process. Only those ¢’s can
occur for which f(g), the Fourier transform of the potential, is non zero and they occur
with the weight [2(g).

However, if the impurities are correlated at a distance ~ 1/go the largest change
in momentum possible in the intermediate state is roughly go. Thus as the spins start
to order the small ¢’s get more and more weight in the integral in equation (63). Now
if J(g¢) = const., 1/t is rather insensitive to the ordering process, since {S2(g)> obeys
the sum rule (65). If, on the contrary, J(¢g) depends strongly on g it is evident that 1/
will be very sensitive to the ordering process.

To get a more quantitative estimate for this effect we have to assume a form for
J2(g). If J(g) is a gaussian with half-width ¢, J%(g) will also be a gaussian, but with

half-width ¢s/)/2. To simplify the calculation we represent J2(g) by a step function.

(S¥q)> = (68)

qs
Jo ¢<——,

0 ~ I/Z

J2(g) = g
0 ¢>-1 .

q VZ
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The situation that arises if ¢, << 23/2 gp is illustrated in Figure 22. At very low con-
centrations the spins will be uncorrelated and the initial slope of T'. versus concentra-
tion will be small and determined by (see Fig. 22a)

a2
1 Iz
(g)umm =aN(0)cS(S + ) W fq dgq
_ L (g
=aN(0)cS(S +1) Ji 16(g ) : (69)

When the spins start to get correlated the correlation distance 7o ~ 1/go must be at
least the mean distance between the magnetic impurities. Since we are concerned with
concentrations of the order 10-3 the mean distance between the Mn-ions is 30-40 A.
This corresponds to a small go (i.€. go <€ gr). The spin scattering time for this situation
is large and is given by (see Fig. 22b)

a7)/'2

1° A
(——) —aN@)-L (dq g
Ts | corr 4 QF 7% + g4

t\/

~ 7 N(0) 4];F Alo g(qu](fZ ) (70)

From the sum rule (65) it follows approximately

1
A= 3¢ S(S + 1) g%, (71)

where ¢p is a reciprocal lattice vector (the sum in (65) goes over the first Brillouin
zone).

(@) non correlated

spins:

<>

~-Qe -7

(b) correlated spins:

Figure 22
Illustration to the effect of spin correlations
on the spin scattering time. :
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Introducing this into equation (70) we get

( ;1—) _ =aNO) eSS +1) J; —]%log ( V‘i qJ) (%)2 (72)

We note that this result is only weakly dependent on ¢; and go. If we suppose
g ~ 2 qr qr ~ 10 qo we get

(i) ~ 0887 N(0)cS (S +1) 2. ' (73)

Ts

The ratio of 1/z, for the two cases give

1 ( 1 ) |

i) Ts /uncorr ~ 0.07 (2)2 - (74)
1 ( I gr
[ Ts / corr

If we now suppose that in the case of Mo;—,Mn,Gaa the spins are correlated around
the critical concentration, we have to compare 74 with the spin scattering times de-
termined experimentally from the initial slope (equation (36)) and the one determined
from the critical concentration (equation (36)).

We find:

()
\ C Ts [initial —032.

! 1 5\
( CTs )crz't

From (74) we then get for Mn in MoGas

g-"— ~21. (75)
.

This is a quite reasonable value for 3 d electrons, as in the case of Mn. According to
calculations by Watson, Freeman and Koide [66] this may even be a reasonable value
for rare earth impurities. It is therefore not surprising that one gets strong deviations
from the Abrikosov-Gorkov curve [2] when the spins start to correlate. If f(g) is a
more complicated function than assumed above, (1/7s) as a function of concentration
may show a more complicated behaviour. This effect might therefore offer an alter-
native explanation to the peak effect observed in T versus concentration curve in
several cases [67]-[70]. The explanation given by Benneman [71] has recently been
criticized by Keller and Benda who showed that the Bennemann effect is too small
to account for the anomalies observed.

The idea to use the g-dependence of (S2%(g))> to describe anomalous dependences
of T'¢ on impurity concentration was first used by Toxen et al. [72]. However they did
not respect the sum rule 65 and they got therefore quite unrealistic results.
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We now return to our calculation for Mo;_Mn,Gas. As already noted as go << ¢s,
1/7s changes very little. On the other hand for go > ¢ the spins are uncorrelated since
it corresponds to a case where the correlation distance is much smaller than the mean
distance between the ions. We therefore expect a sudden change in the spin scattering
amplitude at a certain concentration, where the spin correlations start to build up.

This 1s acually what is observed in the Mo;—Mn,Ga4 system.

In the next section we will determine the mean exchange field Jo = f(g = 0).
From equation (69) we may then determine the density of states N(0) from the initial
slope of T'¢ vs. concentration. Using the experimental values of (47 ¢/dcinitiar) = 7.25°K
at 9% Mn, Jo = — 0.3 eV and the result (75) we get N(0) = 0.12 states(eV, a value in
good agreement with the value estimated from susceptibility measurements.

(d) Critical field measurements

The critical field of the samples was measured with the method described in
chapter 4. The magnetization curves were irreversible and allowed therefore a rela-
latively easy determination of H, .in Figure 18 is shown a typical example of a magne-
tization curve in the system Mo;_,M,Gas. The critical field was determined with a
relative accuracy of 4+ 1.5 kGauss.

All measurements were made in a pulsed magnetic field using the coil with
55 msec. rise time. To check that the measured values corresponded to static values,
a few samples were measured in a static magnetic field below 50 kGauss. These
measurements gave results identical with the pulsed field measurements. However,
when decreasing the rise time to below 10 msec we observed a dependence of the
measured critical field on the rise time. The measured critical field tended to increase
as the rise time decreased.

In Figure 23 we show the critical field versus temperature for a few samples in the
system Moi1_;Mn;Gas. The characteristic of these curves is the marked upwards
curvature occuring in a certain temperature interval for all samples with relatively
high impurity concentration.
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80 Mo, ,Mn,Ga,
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\\\\\\ Critical field as a function of temperature in the sys
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This is actually what we predicted in chapter 3 for the case of a compensation of
the paramagnetic effect on H, . To demonstrate more clearly this effect we have also
plotted in Figure 23 the critical field that would result for the Mn doped samples if
there were no effect on the conduction electron spins, i.e. if:

Am

}merz't

HCZ(C’ T) - Hc2(01 T) - Hcg(oi O)

, (76)

where as before

h
}.m_

e A - T Zm it 0281 ‘
7t ke Teo s eret

For x = 0.003 and x = 0.006 the measured critical field lies clearly above the critical
field determined by equation (76). For x = 0.008 the measured critical field approxi-
mately corresponds to the field predicted by equation (76) and finally by x = 0.01 it
lies clearly below. In Figure 24 we have plotted the critical temperature together with
the critical field, extrapolated to zero temperature, as well as H.q4(0) defined by equa-
tion (49a). The extrapolation was done by fitting the experimental values between 1
and 2°K to a parabola. For the case of ¥ = 0.010 where H, tends to become tempera-
ture independent at low temperatures we used the value at 7 = 0.92°K. The highest
value of the zero temperature critical field (H,, = 76 kGauss) was found for x = 0.005.
The critical field for the pure system was determined to 73.7 kGauss. The highest
measured critical field (for x = 0.005) was only slightly higher than the one measured
for the pure system. The critical field for x = 0.005 is shown separately in Figure 25.
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Figure 25
Critical field as a function of temperature for
N.[OG&:; and NIO.995—MI].005G8.4.

The reduced critical field Hyeq shown in Figure 24 shows the expected maximum.
From the experimental points alone the maximum is determined to occur somewhere
between x = 0.005 and x = 0.006, however the strong asymmetry in Hyeq versus ¢
shows that the maximum occur near x = 0.006. As described in chapter 3 b we may
now determine different parameters of the system. We get assuming S = 5/2:

T
HY(0,0) = 86.0 kGauss ,
o = 0.83 ¥ )LSO = 05 "

These values are slightly different trom the values reported in a preliminary version
of this work [73]. The difference comes from the fact that we there analyzed the result
with an expression for Hr.q that did not take into account the magnetic scattering and
that therefore neglected the strong asymmetry of Heq.

Using the values determined above, and assuming that the mean exchange field
varies proportionally to the magnetic moment determined from susceptibility measure-
ments, we have calculated the critical field from equation (33). The corresponding
value for Hyeq (T = 0) is also shown in Figure 24, and is in reasonable agreement with
the experiments. One might argue here that there will be a reduction in the spin
scattering amplitude [71] when the spins are aligned. From the work of Keller and
Benda [19] it follows that this reduction is very weak. But even if it would be S/S + 1
as for the case of fixed aligned spins, it could not account for the anomalies observed.

The critical field calculated as a function of temperature, does only show quali-
tative agreement with the measurements (Fig. 26). The reason for this may be seen
by looking at the pure system. In Figure 27 we have plotted the measured critical field
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together with the critical field calculated for three cases: o = 0; a0 = 0.83, A0 = 0;
o = 0.83, 4s0 = 0.5. All the theoretical curves lie below the experimental curve, which
is linear between T = 8°K and T = 2.5°K. This linearity cannot be reproduced
by the WHH formula (equation (33) for s = A» = 0) by any choice of the parame-
ters o Aso. From the work of Helfand and Werthamer [16] this is also found to be true

~ Ez
h &A h)
I L a = 083

A =05

so

Figure 26
Calculated critical field h,, (= (n2/4) A¢,) for
o« = 0.83 As0 = 0.5, corresponding to x = 0,
x = 0.003, x =0.006, x» = 0.008 and
x = 0.01 in the system Moj_,Mn;Gay as-
suming that %, follows a Brillouin function
without molecular field.

x MoGa,

o

Figure 27
Measured critical field for MoGays plotted
together with the calculated ones for « = 0.83
and As = 0, 0.5, oco.
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in the pure limit. Thus we must conclude that the critical field curves cannot be sat-
isfactorily explained by the WHH weak coupling theory [17]. This is, however, not
the first time such deviations are observed. McConville and Serin [74] found that the
upper critical field of Nb deviates in the same way from the predictions of Helfand and
Werthamer [16]. (The critical field is linear in temperature between T = 9.2°K and
I = 2.5°K. The same result was found by Finnemore et al. [75] who also found that
Nb is an intermediate coupling superconductor. Farrell et al. [76] measured the
anisotropy in H, on Nb monocrystals. They found that the anisotropy fits well a
theory by Hohenberg and Werthamer [77]. This anisotropy comes from non-local
corrections to the gap equation (12). Such corrections might perhaps also account for
the deviations from the Helfand-Werthamer theory. Another example of such devia-
tions is the Lasln compound. The results of Crow et al. [28] show that H, versus T is
linear between 7o = 9.6°K and 7 = 2°K.

Although the work of Hohenberg and Werthamer may show the way how to
explain these deviations from the WHH theory, there exists up to now no theory that
reproduces these deviations. We are therefore obliged to discuss the results, concerning
the Moi-.Mn,Gas system, only qualitatively.

We note first two features:

(1) The upwards curvature in the samples with Mn occurs between 2 and 3° K. This
is also the temperature where H, versus 7T for the pure sample starts to deviate
from a straight line.

(2) The initial slopes of the H, versus T curves, determined from 7. and the H,,
measurements at 7 = 4.2° are all equal.

Now, since for all samples (except x = 0.01) the critical field at 4.2° is high
enough to partly of fully align the impurity spins, we should in fact expect the above
defined slopes to vary strongly due to the mean exchange field. That this is not the
case suggests that the paramagnetic effect is quite weak in this region. This suggests
further that as long as the H, versus T curve is linear there is only very weak para-
magnetic effect in H, and that when the latter one becomes important the H, versus
T curve starts to deviate from a straight line. This assumption is consistent with the
fact that the anomalies produced by the magnctic impurities occur just in that region.
Note also that the H, curve never passes higher than the extrapolated straight line of
the initial slope. The two samples nearest the compensation point (¥ = 0.005,
x = 0.006) just touch this line.

The only sample where there is a large discrepancy between the measured and
the calculated Heq(0) is the one with x = 0.01.

The calculated curve in Figure 26 does not show an intermediate plateau. Actually,
the plateau in the calculated curve corresponds very well to the first plateau in the
measured curve. An analysis similar to the one presented in chapter 3b (Fig. 5, 6, 7)
shows that the calculated value (Fig. 26) corresponds to the lowest solution i.e. the
solution where the superconductivity is destroyed by the exchange field before the
external field can compensate it. But one finds also that the compensation domaine is
nearly realized. This explains why the calculated curve starts to bend upwards at the
lowest temperatures. A small change in the parameters may make the compensation
domain appear, and produce a curve similar to the measured one. These changes may
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be given by the modifications necessary to the theory to reproduce the H, versus T
curve for the pure sample. Note, however that the calculated curves assume that /s fol-
lows a Brillouin curve without molecular field. This is certainly not correct a this con-
centration. Correlations between the ions change certainly %s(T) and therefore 4(T). .
In the above discussion we have left out the possibility of a change in 7 with im-
purity concentration. To check this point we measured H,_ in the system Mo; NbzGas
(Fig. 28). These measurements showed a linear increase in H, (0) with x at a rate of
6 kGauss/9%, Nb. This effect is much smaller than the effects found with Mn. When we
calculated the experimental values of Hrea(0, ¢) (Fig. 24) we did suppose that the
change in 7 for Mn is the same as for Nb, and the H,.q plotted is for a constant 7.
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| Critical field as a function of temperature
L L L 1 ] ! 1 \n for MO]_“J;NbxGa.A; ‘
1 2 3 4 5 6 7 8
T*K

The critical field curves for the impurities which show resonant state behaviour,
are much more difficult to interpret. The non-magnetic scatterings are probably
strong due to the resonant character of the localized state. This should show itself in
an increase in the initial slope at low concentration. On the other hand, since the ions
are slightly magnetic we also expect a polarisation of the conduction electrons and thus
a similar behaviour as in the case of Mn. Finally we are working with higher concen-
trations which means that we might introduce changes in the energy spectra and the
density of states. In Figure 29 we show as an example the case of Fe. The variation of
the initial slope and the tendency to a compensation effect is clearly seen.

4
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(e) Kondo effect in Mo1_sMn,Gas?

We have found in the preceding section that the exchange interaction between
the conduction electrons and the Mn-ions is antiferromagnetic (i.e. J < 0). In such
a case one expects a Kondo effect with a Kondo temperature 7« [80]

ki Tk = D e~ INOJW (77)

where D is the conduction electron band width. Assuming D to be a few electron volts
and using the above determined values of J and N(0) one gets Tx <€ 1°K. However
the density of states in equation (77) should be the local density around the impurity
and this might be somewhat higher than the mean value of the density of states.
It is therefore difficult to predict anything from equation (77).

However the susceptibility shown in Figure 20 behaves as a typical Kondo sys-
tem. Scalapino [81] has calculated the susceptibility in the high temperature limit

(I' > Tk). As shown by Heeger his expression might be written to a very good approxi-
mation

u?
1.22
T T +45Tx "’
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where u is the magnetic moment. From Figure 20 this yields Tx = 32°K and
u = 5.3 up for x = 0.02. At lower concentrations Tx and U increase to 47°K and
8.3 us. Preliminary measurements on EPR [78] show that there is a Kondo type
anomaly between 30°K and 40°K in the line-width. The g-shift, however, which from
the superconductivity and susceptibility measurements is determined to be — 0.03
(Ag = J N(0) [79]), seems to be slightly positive. A more detailed investigation on
Mo;_Mn,Gag with respect to the Kondo effect is in preparation.

Miiller-Hartmann and Zitterartz [83], [84], [85] have calculated the effect of
magnetic impurities on T in the Kondo case. They find that the initial slope of T
versus concentration depends on the ratio Tx/T . The decrease of T is strongest for
Tk|/Teo = 1. In a recent letter [86] they have extended their calculations to finite
concentrations. For Tx/T e > 1 they predict that T, should decrease linearly with ¢
and then at about 7, = 0.5 T4 begin to flatten out and finally approach T — 0
asymptotically. This is due to the fact that the spin flip scattering decreases when
Tk|T increases. However, in our case with Tk/Tc ~ 4 and experimental domain
8° > T > 1° the predicted effect is not very large and may easily be masked by the
correlation effect described above (chapter 5¢). We note also that the predictions of
Miiller-Hartmann and Zitterartz for Tk/Te > 1 are quite similar to the predictions
of Bennemann, for the case of resonant scattering and the predictions of Fulde and
Hoenig [87] for magnetic impurities in a singlet ground state. Thus one must be careful
when interpreting such experimental results.

Unfortunately the critical field of a superconductor with magnetic impurities
which show a Kondo effect has not yet been calculated. However, from the calcula-
tions of Miller-Hartmann and Zitterartz one might expect that as T -0, H,, — H,,
(¢ = 0, T = 0) since the spin flip scattering decreases to zero. At first sight this could
offer an alternative explanation for the anomalies in H,, versus 1. However in that
case we should see a tendency of saturation in y between 2° and 3°K, which is not the
case (Fig. 20). Furthermore, the H, curves for x = 0.008 and x = 0.01 should not
become horizontal at low temperatures, but continue to increase until H, = H,,
(¢ = 0, T = 0). Finally according to the theory of Miiller-Hartmann and Zitterartz one
does not expect a great change in the spin flip scattering for 8° > T > 1° in the case
of Tk/T w0 = 4, and certainly not a sudden change as would be required to explain the
results in Figure 23. We therefore conclude that although the Kondo effect may exist
in our system, it changes very little the behaviour of the system in comparison to the
case without Kondo effect, and is not able to account for the anomalies observed in H,.,. -

6. On the Possibility to Observe the Jaccarino-Peter Effect in Dense
Ferromagnetic Systems '

(a) Introduction

In the preceding chapters we have only discussed dilute systems. However, in the
original paper by Jaccarino and Peter, it was suggested that this compensation effect
could be seen in a dense ferromagnet, which in zero external field would be a normal
metal due to the mean exchange field. For this to be possible one has to admit that
the ferromagnet, without the mean exchange field would be superconducting. That
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this is possible is made highly probable through the paper by Baltensperger and Strass-
ler, where they demonstrated the possibility of a coexistence between superconductiv-
ity and antiferromagnetism. Although the arguments used by them cannot be used
directly in the ferromagnetic case, it is clear that the essential condition is that all
electrons in a distance wo from the Fermi surface should see the same exchange field.
In that case it is possible to compensate the mean exchange field of all superconducting
electrons by one external field. Furthermore it has been shown by Klose et al. [98]
that the indirect electron-electron interaction via virtual spin waves for the ferro-
magnetic case is weak as soon as one applies an external field to produce a gap in the
spin wave energy spectrum. In what follows we will assume that this is the case and
that the ferromagnet without a mean exchange field would be superconducting with
a critical temperature T .

From the previous chapters it is clear that the maximum field that can be com-
pensated is H¥ (T = 0), the orbital critical field. On the other hand, the mean ex-
change fields may reach very high values in dense ferromagnets. Our discussion of the
compensation effect will therefore be a discussion of H¥ in magnetic superconductors.
The calculation of Baltensperger and Strissler was done for a well-ordered system.
The periodicity of the magnetic lattice was used in an essential way when they con-
structed the BCS-wave function. Now it is well known that the critical field of a pure
and well-ordered superconductor is rather low. The critical field can be increased in
two ways: (a) By introducing impurities and disorder in the bulk system in order to
decrease 7, the electron life time, (b) By using a very thin film.

However, both these methods will generally introduce magnetic scatterings as
well as non-magnetic scatterings. This can be seen as follows: an ordered ferromag-
netic superconductor can for our purposes be described by the Hamiltonian [5] with
Va = 0,H = 0, plus an interaction term, and where the magnetic ions occupy a regular
lattice. The interaction term is taken to be — }' (Hu, ;) where Hy; is the molecular
field acting on the spins. If we now remove one magnetic ion and replace it by a non-
magnetic one, our new Hamiltonian may be written as the unperturbed Hamiltonian
plus a non-magnetic impurity, minus a magnetic one. Since the unperturbed Hamil-
tonian describes our unperturbed superconductor with singlet pairing, we have the
same situation as for a non-magnetic superconductor with a magnetic impurity. The
same argument holds for the case of disorder in the lattice. For a thin film these im-
purities are replaced by the surface of the thin film. When discussing H} we have to
take into account these scatterings since they cannot be compensated as the mean
exchange field. We have therefore two competing mechanisms determining H¥.

Since we are interested in the case where the paramagnetic effect is compensated,
we shall in the following consider a hypothetical system where the mean exchange fields
is exactly compensated by the external field. We then discuss the critical field H} of
this system. In cases where H,, the exchange field, turns out to be smaller than H¥,
the compensation is possible, and our hypothetical system may discribe a real system
in a narrow range of magnetic field around H = — H,;.

(b) Bulk systems

It follows from the discussion above that our system is equivalent to a pure and
well-ordered superconductor with magnetic impurities. As shown in chapter 2 the
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critical field is given by equation (27). Since we are interested in the orbital critical
field, we put (H - ¢) = 0 in «, and equation (17) reduces to

‘Tco = 1 1
In (;) ' - ' (78)
T e 2 1 1 ’
2n ke T
0 _
VF —
C
(ZekH)Uz
UF
% = -~ (80)
2|o |+ —
-
Jle) == ZJ dg tan-1 (o q) e~ . (81)

0

We have here restored ordinary units. In the dirty case one finds H, ~ 4 and therefore
we defined in chapter 2 a reduced field # ~ H, /4 so that / is independent of A. In the
pure limit, however, the proportionality between H, and 4 does not hold. Following
Ref. [16] we now introduce a new reduced field, 4, = A %/3 or

2eh Up 2 ;
=l I | . 82
? c GZ(ZWkBTc()) ( )

With this definition we may write equation 78 as

ot
=t (77) 70
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B = T
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“ T [2n 41t + A L= | (84)
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As stated above we suppose that A and A» are created by the same impurities. If we
look at the behaviour of the system as a function of concentration of impurities we
may assume A = Jin/2 where § is a proportionality constant. Using the expression
for the different scattering times given in Appendix C we may write

. J\?
4 Uy l? ( J Ve
22w | Una | +_N) (s
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0 measures the strength of the non-magnetic scattering with respect to the magnetic
one, produced by the same ion.

0
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To calculate the maximum critical field HZmq We have to calculate 4 as a func-
tion of concentration (i.e. as a function of 1) in the limit # — 0O for different values of 4.
However since we are only interested in an estimate of H¢mqe we will solve equation (83)

only approximately. As shown in Ref. [16], in the case of non-magnetic impurities the
reduced field h, defined by

hp(t = 0)
( dhyp ’
7).
is nearly independent of 4. On the other hand it follows from a calculation by Gorkov
[88] that

hp:—

s *z72

& 2

dhy 322
-2 e ) 85
(dt)tzl e 1 /1)+ 1 L
Y12
Using the values for hp given in Ref. [16] we may calculate 4,(4) for non-magnetic
impurities (0 — co) from equation (85) [89]. The result is shown in Figure 30. The
value for the pure limit has been given by Gorkov [90], 4p(4 = 0) = 1.04 (see also

Ref. [16]). The dirty limit approximation is given by the dashed line through the
origin,

30t
251

201

Figure 30
Orbital critical field %, as a func-
tion of the non-magnetic scat-
tering parameter A. The dotted
line through the origine shows the
dirty limit.

o
T

In the case of magnetic impurities it is physically clear that %, must decrease
approximately as 7. when A increases, if we keep A constant for a moment (in the
dirty limit we have seen that % decreases somewhat faster than 7. (see Fig. 3). We
therefore take into account the exchange scattering in an approximate way by using
equation (83) for A» = 0, but replacing T by T determined by equation (34). We
can now easily calculate the ratio of the critical field for a certain concentration of
impurities to the critical field for the pure sample (4;).
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We introduce the reduced concentration

Zm )&m

= e = 0281 )
In terms of I" we get from equation (82)
he = %(g)) = kp1(0) () ho( M), (87)
where ¢(I’) and A(I") are given by
1
= 0281 ¢ =
M) =0.1406-1I". (89)

The only parameter in these equations is d. Its value can be estimated from experi-
ments on magnetic impurities in pure and ordered superconductors. Using equations
(26b), (36b) and assuming that the resistivity in the normal state can be written
o = (m/n) e2 T we get

N 2yE hn e gerit
o nkB Tc()m

0

: (90)

where g¢ri¢ is the normal state resistivity at the critical concentration (/' = 1) minus
the resistivity of the pure metal. With this formula one finds that ¢ is typically of the
order 100. For the system Th;_,Gd, we find, using the resistivity measurements of
Peterson et al. [91] and the 7. measurements of Decker and Finnemore [92], 6 = 170.
A particularly favourable case is the one of Thi—_zEr;. Using the results of Andres and
Bucher [93] and of Ref. [91] we find 6 = 1900.

In Figure 31 we plotted % for 6 = 100 and ¢ = 1000. One finds:

h_{*max = 42 (6 == 100) )
hrmaz == 37.0 (6 = 1000) .

To find HZmaz we now need to know HX(I" = 0). With &p(A = 0) = 1.04 we get from
equation (82)

H* (I'=0) = o.zzf;l , (91)
2 5()
where
hoop
= (.18
&o T T

h _
¢0:~2—Z:2-10—7Gauss-cm2.
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Figure 31
Amplification 2y = [Hé‘;(]’)] {[HZ(I" = 0)] of the orbital
critical field produced by magnetic and non-magnetic
impurities in a pure superconductor. The first case cor-
responds to the case of non-magnetic impurities in an
R ordered ferromagnetic superconductor.

It is easily seen that for most superconductors where & > 500 A there is actually no
possibility to reach high enough values for Hms: so that a compensation can be
possible (HZmazr will then generally be lower than the Clogston limit, thus the real
ferromagnet should be superconducting in zero external field if H, is small enough
to make a compensation possible). However, for substances with a large density of
states, & will be small and H¥ (A = 0) will become large. The situation is different
from the one encountered in the case of a dilute system. There we concluded that N(0)
should not be too large in order to observe an increase in H, . The reason is that in that
case the two competing effects were the exchange scattering and the exchange field
whereas here the two competing mechanisms are the non-magnetic- and exchange-
scattering. Since both A» and A are proportional to the density of states the latter one
drops in the ratio .
Using Hake’s [25] estimations for & we find as an example:

NbsSn H;‘;([’ = 0) = 70 kGauss ,
VsGa HX(I'= 0) = 175 kGauss .

To estimate the upper limit of the compensation effect, we calculated H¥ as a
function of § for a constant amount of discorder (i.e. for a constant A), assuming
HX(I" = 0) = 175 kGauss. Two cases are shown in Figure 32. The upper curve show
the case where H} = 2.5 MGauss in the nonmagnetic case (Hake’s limit for V3Ga).
In the lower curve we show a more reasonable case where H¥ is 1 MGauss in the non-
magnetic case. Since 0 is typically of the order 100 we may therefore expect that it is
possible to reach H¥ values of 600-800 kGauss for the ferromagnetic case. The corre-
sponding [ values calculated from the condition H,; << H} are also given in Figure 32.
It was assumed that only the B atoms in A3 B were magnetic.
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The above estimates give an idea of what one can expect to reach with the com-
pensation effect. However to reach the limits discussed above one has to be able to
control the amount of disorder in the system, This is a very difficult problem even for
the non-magnetic superconductors and there is no reason to believe that it will be
easier in the magnetic case. Furthermore it has been shown that impurities in a super-
conductor with a high density of states has a tendency to decrease 7. due to a broad-
ening of the peaks in the density of states [94]. This effect may of course reduce the
maximum value of H.

(c) Thin films

In a pure and ordered thin film the electrons scatter at the surface. Using a
similar picture that we used in the previous section, we may say that the electrons
scatter on the atoms that are missing. Since these atoms are supposed to be magnetic
the scattering amplitude will have a magnetic part. Following the arguments above
we replace our ferromagnetic thin film by a superconducting film between two layers
of a ferromagnetic oxide. As de Gennes [95] we now assume that the electrons are
scattered by the first atomic layer in the oxide, and that this is equivalent to a concen-
tration 2 ao/d of magnetic impurities. ao is the interatomic distance and J the thickness
of the film. To calculate the critical field as a function of thickness d we now use the
result of Tinkham and de Gennes [24] that for a thin film a long mean free path the
dirty limit result is still valid if we replace / by 16 d/q.
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The critical field is therefore determined by

Tc() 1 /3 1 2 1
1 g s s s e ol o | e 92
2T T"’(2 +4nkBTc(rH+ts)) "’(2)’ ©2)
where
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For T, = 0 we then get the following equations for He:

y—

C1 Ca

[ (96)
o= 219 - 10—14;0 (cm?) , (97)
to—59-10-6 2 NOSC T *
B T
— 0.95-10-18227 S;fTZ D cmey . (98)

y 1s the specific heat coefficient. All parameters are measured in cgs units.
A typical case for H¥ as a function of d is shown in Figure 33. H. has a maximum
Hc., at a certain thickness d». From equations (96), (97) and (98) we find:
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It is seen from this formula that to get a high H* we should nof take a substance with
a very high density of states. The best substances are those which show a high ratio
(Tco/y) (as for instance NbsAl). Assuming that the electronic properties of our hypo-
thetical system correspond to those of NbsSn we have plotted in Figure 34 HY , H;s
and d, as a function of the exchange interaction J. The compensation is possible when
H¥, > H;. This is the case when dy, is smaller than 34 A and H, smaller than 400
kGauss.
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{10 Exchange field Hj;, Maximum
- "~ orbital critical field H.y, and the
corresponding thickness dp as a
s=% . . . ; ' ' . : L function of exchange interaction
04 06 03 10
s=1% A [ Jfor S =5/2and S = 1/2.
B 2 y(10%ev) 3 .

It is of course a serious question if one still has the bulk electronic properties in
such thin films. Zeller and Giaever [96] studied the superdonductivity in small par-
ticles with diameter down to 25 A. They found that the critical field increased faster
than predicted by equation (96) with Cz = 0. Since we are actually only interested in
the critical field, this experiment may indicate that the thin films may be more
favourable for the compensation effect than estimated above.

7. Conclusion

We have studied the effect of magnetic ions on superconductivity, with emphasis
on the compensation effect suggested by Jaccarino and Peter.

In the main part of this work we have studied the influence of magnetic impurities
on the properties of high field superconductors, and how the compensation effect will
show up in the H, vs. Tc-curve. This compensation effect has two interesting aspects:
(1) It allows one to determine several of the important parameters of the system.
(2) It may in certain cases produce a net increase in the critical field. Experimentally
we were able to demonstrate the compensation effect in the system Mo;—Mn,Gas
where Mn behaved as a magnetic impurity. From the behaviour of the reduced critical
field Hrea, defined in chapter 3, we could determine the orbital critical field H¥(T = 0)
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and the exchange constant [(g = 0). The behaviour of H, in the limit 7' = 0 were
good agreement with the theory presented in chapter 2, and it allowed us to determine
the Maki parameter o and the spin-orbit parameter As. However, the curves H, vs. T
did only agree qualitatively with the calculated curves. This correlated with the fact
that even for the sample without magnetic impurities the theory did not reproduce the
measured curve. This discrepancy which has also been observed in other systems, show
that it might be quite misleading to determine the parameters «, As, by fitting the
measured critical field curves to the WHH-formula. Especially the conclusions that
Aso = oo for some systems [30] may be quite wrong. The above discussed compensa-
tion effect may provide a good tool to check more directly the paramagnetic effect on
H., in these substances and thus check the validity of the WHH-model.

In the last chapter we have studied the possibility to realize the compensation
effect in a dense ferromagnet. The compensation effect has been shown to be possible.
However it may be difficult to realize experimentally due to the many conditions that
must be fulfilled.

We therefore conclude that at the present time it seems most reasonable to in-
vestigate superconductors with magnetic impurities. Since there is a great number of
interesting substances for such an investigation, one may hope to get much new in-
formation of the high field properties of superconductors.
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Appendix A

Inversion of the Gorkov equations

To invert the Gorkov equations (7a) and (7b), we define:

~ 1 :
Di:(?%ﬁﬂinAP+gmﬂ?+Hﬂﬂ+My (ad)

~ ~

Vi, r2) = Valrr, 72) + Valre, 72) . (A2)
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We then write the Gorkov equations as -

~
~

(¢ wn + D_(r ))@ (r1, 7 )**J V(h,ﬁ) Gulrs, v') d3rs

~

+ A(r1) 133“,(1'1, r') = 6(rn —7'), (A3)

~

(i wn — Di(r)) Folr, 7) + f Ve(ra, r1) Filra, v') dors

— A%(1) Gulr, 7') =0 . (A4)
Multiplying (A3) from left by G (7, r1) and (A4) by G_i(r1,7) (Gl (r,7') is the normal state

Green function defined by equation (A3) with 4 = 0 and integrating by parts over
r. we get

f drs [(mn + Di(r)) Gir, 72) — ( Gt (r, 1) Vs, 7o) d%] Golra, ¥')

L 3

+ f Wo(r, 11) Ar) Fi(r, v') &3 = Gh(r, 7) (A5)

— Jd?’?’z [(— T wn + ﬁ_(rg)) 5?‘;,(72, 7) — | ( f}(?’g 71) G (r 7))t d371:| F+(ra,7')

~

+ | G™(r1, #) A(r) Gulry, ¥') @31 = 0. ' (A6)
To transform equation (A7) we note that (see Ref. [20])
(i 0 + Di(r2)) G, 72) — J Ghly, 11) Vs, ra) d3r = 8(r — 73) . (A7)

To transform equation (A8) we use equation (A3) with 4 = 0. We find

™~
~

Golt, 7') = Gi(r, 7') — J G (r,s) A(s) Fx(s, 7') s, (A8)

Fi(r,v) = f G5, #) A*(s) Guls, 7') d3s . (A9)

To calculate G, and F/ in terms of G, and A we simply iterate equations (A8)
and (A9). To the lowest order in 4 we get

@m(r, ¥] = (E’J,(r, 7'y,
Fipr, v) = J Gr (s, 7) A%(s) Ci(s, #') dBs | (A10)

This is the result used in chapter 2. (Note that G, = G,,).
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If one writes the equations analogous to equations (A8) and (A9) for @ﬁ,(r’, r) and
F,(r, 7'") the four equations obtained may be written in matrix form

Go(r,v) = Gu(r,v') + J Gu(r, s) Z (s) %u(s, ') dis, (A11)

where
Gw - Fw n Gﬁ, O O A
%= 5 %)%x@ Q)ZMQ*J

Ghoap(r1, 72) = G_upu(r2, 71) o, B = spinindices .

and

Thus the equations for G, and F} may be combined to an equation analogous
to the Dyson equation for the normal state Green function. This matrix form was first
introduced by Nambu [99] and by Gorkov and Rusinov [100].

In the WHH paper this matrix formalism is adopted. However, their normal state
Green function #” is defined without the scattering potentials. From equations (A5)
and (A6) it is seen that in this case we have to add a potential dependent term in
equation (All) of the form

J Gu(r,s) Vs, t) %,(t, 7') d3s d3t,

equation (Al1l) then turns into equation (1) of WHH.

Appendix B

Transformation of the Gap equation

The sum over w in equation (11) diverges. This is the same divergence as found
in ordinary BCS-theory. If we neglect all interactions, 4 might be taken as constant
and using that the Fourier transform of G,(, s) is given by

Golt) = 575

R e

Equation (11) may be written

1zmmmua2f§%%; (B1)

If the integral is taken between — co and + oo the sum over w diverges. One there-
fore generally introduces the BCS cutoff: (wp = Debye frequency).

+op

d 1.14wn) . (B2)

1:N(O)|g|TcoZ'fw2 _E—Eg—:N(OHg[log(— T

—@n
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The divergence in equation (11) in the more general case is of the same type as above.
It is therefore generally removed in the following way. We subtract from both sides
in equation (11) the term

| g | N(0) TZ'fw2+§z (B3
and get

ag
— 4 1— TN e
7)( ¢l ();fww/?)
o(s —7)d¢ 1 . "
In the term to the right the divergence in the two terms just compensates each

other. In the term to the left we now introduce the BCS cutoff. Using equation (B2)
and carrying out the integral over £ to the right, we may write

N(©) | g] In (T;")A(r)

= N(0

) & 1
43 _
S( |w\ 2N(0)
withw =aT2n + ) we get:

In ( :;“) Zfd3 (I ST fl 2]";(0) tr (G, (s, 7) GL(s, r)>,;,—) Afs)

from which equation (12) follows immediately.

te (G" (s, 7) GL(s, 7)>ij) A(s) ,

Appendix C

Calculation of the eigenvalue s,

If we introduce equation (16) in the integral equation (15) the latter one turns
into an equation for the eigenvalue s, of S, (7, 7). We find:

So = Sa + Sa
X ol f d3r" [(Valr, ") S Valr", 7)> + (Volr, 7'") Sa T}b(r” 7)>] . (C1)
7(6%0))2 ’ ’
To Fourier transform the integral in equation (C1) we now introduce the Fourier
transforms of the potentials defined in equations (6a) and (6b)*

Valrnr) = 3 [ dspsg e - e s (ualp) + wslp ) B % 7))
Vb(f, 1,/) _ Z‘ f d3p dgq ewilr + #'/2) = Ri|+ ig(r—7")
i

T |
% (sn(p) 4 wnlp ) 6 % 79) + - TP (5~ 0). (2
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Introducing equation (C2) into equation (C1) and averaging over the impurity posi-
tions R; and R; we get:

N(O
%$$+£ﬁu

T

A~ A A~

X [na UG Sw —+ Na uﬁzfdﬁ dg (p X g’;\c;) sw(ﬁ X c;(;) + 1y UB1 Se

A A A

+w%%3[@dq@x&énuﬁxi&—v%JwaonAaoﬂ. (3)

Here we have assumed that the potentials U(p) are constants. We have also used the
relation:

V ~ P
G | 10 = [ a1, (c4)

where the integral [ d% 1s over the directions of p:

fdf?:l.

As discussed in chapter 5¢ the p dependence of the potentials may be important in
some cases. This is especially the case for the exchange interactions. Expressions for
the scattering times which include the p dependence are given in Appendix F and in
chapter 5¢ n, and 7, are the number of non-magnetic and magnetic impurities respec-
tively.

Since s depends on @, s, must also depend on . However, they only depend on
the component of @ parallel to the external field. We therefore decompose s, and s2
in two termst):

s, — sl + 2 -3,

sh=sh + 55 (H 0, (C5)
where s, s2 s2 5%, are independent of spin.

To evaluate equation (C3) we must calculate the expressions

L= [ 6 < 9 o) (p x 70) dp

Ly = {(s 6) (Ha) (s 0)>. (C6)
Using the identity

(@c) (bo) =ab) +ilc-axb), (C7)

1) 1;, é: and H are unit vectors in the direction of p, q, and H, respectively. o is the Pauli
matrix: ¢ = 2 0.
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we get

~ A

Ll—qudﬂw xiNBEI x| px g Hs

T 2
— [dhaeG < qmp— 1 FxqEH =2 - 5= -7, (c8)
L, = <2(H S) (So) — SHH a)y = ((S — (S& — (5) (H a) . (C9)

Introducing these results together with equation (C5) into equation (3C) we find:

Sy + Si(Ho) =(S) —I-S( ))

2 ny (]
X{1+__ a%21+3 a a2+”b“b1 +“§”b“§2 I\?( ) <SZ>]
N( 2 2
B g My g A Wy Uy — — Wy Uy
n 2 =
- (%) S - 5D — )] st @-af. @
We now introduce the life times
1 4 1 2
o =27an, NO) u - = - 27 n, N(0) u,, ,
1 1 2
— =2an, NO) «?> — = _—2an, N(O)u,,
Tbl b ( ) bl sz 3 b ( ) b2
1 My T\ 7T 2 /2
— Bl 2 - , Cl11
- ZnNN(O)(2)<S> 20N(O)]<S> (C11)

We also introduce the total life time 7 of the electrons, and s0, the genei‘alized spin-
orbit scattering time:

1 _ 1 n 1 n 3 <S§>
Tso N Taz Tp2 27 <SZ> ’

1 1 1 1 1 1
= — (C12)

T Ta1 T2 Ty Ty2 Ts

Equation (C10) can now be written:

~

SL+ S3H - ) = (5% + S%(H o))

x{1+ So. [%-3]+ S [i»i 1](1’5{-")1. (C13)

T, 2aT | T 3 Ty
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A~

We separate the terms in (E - H)

1 0 2
\gf:s&(14- S, (gﬁ_ﬁg))+_&wsw(lu_ 4 ),

2T \'x T, 2aT \7t 37y

St 1 2 S0 sz /1 4
B2 e B0 (1 e (—-——— ) L (——— ; C14
¢ w? +277;T T 7, +2nT T F4g el

To solve for s}, and s2 in terms of s¢_ , s, we introduce the abbreviations
1 1 4
oL,
2T \t 3750

p—_ ! ( %) (C15)
27'6 T 3’530 Ts

The equation (C14) now read
sf]; = 3?01(1 + Si(Q + P)) +32;2 Scon )
Si = 52)2(1 + Stlu(Q ‘|'P)) Fe 32;1 Squ .
Solving the second equation for s2 and introducing this into the first equation yields

1 +5,@Q+7P)

Si;:sgl(l + 5,(Q +P))+S(OUZQ (1 —s20Q)

This may also be written:

1 1—s2,0

Se B so1(l — s5, Q) + (922 Q

If we now use the fact that s, is real and that s?, is imaginary we may write:

.%: Re 11 T _p. (C16)
¢ — ¢

0 | 0
Sw1 T Sw2

el B,

Since trs, /2 = s., we do not need to know s%. Introducing (C16) with the definitions
(C15) into the gap equation (12) and using the fact that s, is an eigenvalue of S,,(r, 7')
we get the final equation (26).

Appendix D

The durty limat
In chapter 2 we found

sw=4 Ja,) , (D1)



Vol. 45, 1972 Properties of High Field Superconductors 391

where 4 and «, are defined by equations (19), (22), (23) and (25). In the dirty limit
we can assume «,, < 1. Using the asymptotic series for J given by Helfand and Wert-
hamer

a2n+1 n '

J() = 2(— 1)”’(2—%:17 + Renia,

Je)mro gt (D2)

If we write (H 6) = 1 in «, We may write for s} (equation (C16))

(for definitions of Q and P see Appendix C, equation (C15)).
From equations (D1) and (D2) we find

1 s 1
— R 14+—ak}. D4
s A a, ( T 3 a‘“) (D4)
We now put
1 5
o =% +1y. (D5)
Then
L % 2
(Re _ ) ST iy (D6)
x+y ;"

Introducing equation (D4) into equation (D5) and using

20T
g e 1 , (D7)

@ 1
2| o] —I—?—FZ’Z:MB(H +Hy)sgnw

we find
(ZI |+1)
w o
! 4 24T
XZZ”T(Z'[CUH-% )+ 34 ATy . (D8)
50 (2|w[+?) + 4 uB(H + Hj)?

: H+H

Y= (2us(H + Ho)sgnow)— 2L ZpslH T Hy)sgnae -

2T 3 A2

1)\2 )
(lel +;) + 4 ps(H + Hy)?
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The second term in x and in y is only important for small w. We therefore replace
2w + 1/t by 1/r. We suppose furthermore that

1
“_;> 2 us(H + Hy) .

Then we may write:

1 4 2an Tt
_ D10
x ZnT(zleSm) P (D10)
y="2_(H + Hj. (D11)
a T

Introducing these results into equation (D3) we get (with w = 27 T(n 4 1/2))

2
UB
H 1 Hj)?
B | PR A (. L L S R
sL 3 A2 a T s 2 2Tt
|2n +1] + +
37'CTTSO 3A2

Using the definition (26b), (29), (30), (31), (32) the above equation may be written:
1 W+ Am 2(h + hs)?
5 iRl -+ t — +}2+a :
[ S0
|20 + 1| 4 —

(D12)

where v = 1 for bulk samples and » = 2 for thin films. Introducing this result into
the gap equation (12) yields the equation (28).

Appendix E

The y-function
The digamma function ¥ is defined as the logarithmic derivative of the Gamma-

function

d
W) = - log I'e) (E1)

The most convenient form to represent #(z) is in form of a series

we) = —o— 3 (= ). (£2)

Eo\z+k 14k
This may also be written
14z 1 % 1 1
—wl—=) = s E3
"”( 2 ) "‘”(2) §(|2n+11 |2n+1|+z)’ (E3)

a form which is very often met in theory of superconductivity.
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From equation (E3) follows in particular:

Re("”(‘}%-z)_"’(%))ﬁf(lznlﬂ{ N (IZLZ—flelirlxj):iyz),(Eﬂ

- 00

Im@iljz)_weﬂ):“W{igi)zﬁfﬂ2n+lﬁ+mw+w’mﬂ

-3

where 2 = x + ¢ v.
For numerical calculations it is useful to note the functional relationship

ple 1) = ple) + (E6)

Other formulas and relationships can be found in Ref. [97].

To transform equation (28) we multiply the second term at the right hand side
with (| 2% 4+ 1| + Ao/t + #7Jt).

We then get:

/4 s
/ ]2%,|_1|+_"L}“°
1 + oo 1 t
1“(7): [2n+1] 1 2 - (B7)
\ — 00 ( hv+?(lm+;uso)) y\z
|20 +1] + t +(T) |
where
/ 1 1/2
Y_(Oﬁz(hf"_hd)z—4(}LSO—;{na)2)
Identifying
1
B+ 5 (Ao + Am)
__ - .
X = 7 ¥ ¢
we may write using equations (E4) and (E5)
1
¥ m =3 }»s '_“Am .
1(1 _(1+z’(zso~,zm) (i+h+/1 + 5 (o )+w)
nft’)_ z 4y )”’ 2 21
W+ 2 —{—l(l — Am) — 1
+(1_¢(Aso—zm) (l+ m T Ve T A Y
27 T 4y )”’ 2 2t
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The above derivation does not hold for 2 < 0. The equation (E8) is, however, still
correct. To show this we put y! = 7 y and write equation (E7) in the form

As(]
|20 +1] 4%+
1 1
i =X S i)
¢ |2n +1| (|2n +1] +x—1) |2n+1|—|—x—l—y)

this may also be written:
1_1530( 1
[2n +1] mn+4|+x+y)
1 = 1
T2 2(|2n+1| '[2%+1|+x“—y’)

s 1 1
_2 4ty (]2n+1| +x—y |2n + 1| +x+y’)'
Using equation (E3) for real argument we get equation (E8) for 2 < 0.

Appendix F

A few useful formulas

(@) Superconductor without magnetic impurities
The critical field of the pure superconductor (A = 0) (type II) can be written:

bo
HYT =0) = 0222,

0

where

h UF
kB TcO

and ¢o = 2 - 10-7 Gauss cm?2.

&o = 0.18

In the dirty limit the orbital critical field may be written:
HXT =0)=306-10¢ 0y Teo.

Ca

where g is the resistivity, y the coefficient of the electronic specific heat, and T the
transition temperature. (All units in c.g.s.)
The Maki-parameter « may be written

o=23507y

or

dH,
= — 2.58-10-5 ;
( aT )T" Teo
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For a pure film

T eo 1/2
d = 1 -
( <1< (drfo T — T) ) ,

one finds
FRT = in__
743 (&g d)i/2d

For a dirty film
a2 <l & < dé&,

one finds

. 3 o
* _

(b) Superconductor with noninteracting magnetic impurities
The initial decrease in T is given by

ZqF
i 2 1 et =
kg—;lc_— _?N( )S(S+1)§—(gqu q-J2q) = h—S—N(O)S(S+l)J2-
0

The critical concentration ceriz 1S

0.562 ky Teo
NO)SS+1)j=2"

N(0) is the density of states at the Fermi surface per atom for one spin.
Am 1s given by

Cerit =

g
1

i o N Ta
= 7 NOSS + 15 [dg-g- T = 7= NO SIS + 1) T+

0
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