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N/D Equations in the Pole Approximation*)2)

by G. Auberson
Institut de Physique Théorique, Université de Lausanne (Switzerland)

(30. I. 69)

Summary. One-channel NjD equations are considered. We propose a method allowing the
construction of a convergent sequence of pole approximations for the left-hand cut. Then, the
convergence of the corresponding sequence of approximate amplitudes is proved under specific
conditions. This convergence holds especially in the physical region. Finally, the physical meaning
of some abnormal cases is discussed.

I. Introduction
Since about 10 years, the partial-wave dispersion relations are revealed as a main

tool of elementary particle physics. In spite of the difficulties encountered on justifying
or applying them, they have provided the description of intermediate energy scattering
processes with a very useful frame.

Independently to the questions linked with the dynamical interpretation of the
left-hand singularities, the purely mathematical problem of deducing a partial-wave
scattering amplitude from the left-hand discontinuity and the inelastic factor is not
yet completely clarified. Nevertheless, different practical methods have been proposed
to solve this problem. The NjD formalism, whose first version is due to Chew and
Mandelstam [1], has been the most used. The structure of the NjD equations has
been studied carefully by Frye and Warnock [2], touching in particular the question
of existence and uniqueness of a solution, the CDD ambiguities and the inelasticity
implications.

In most applications, the NjD equations are treated numerically starting from
some approximations of the left-hand discontinuity (and inelasticity). The 'pole
approximation method' consists in replacing part of the left-hand singularities by a
finite number of poles. Generally, this technique is applied to the less known distant
part of the cut, with residues at substituting poles as adjustable parameters [3-18].
If the left-hand singularities as a whole are simulated by poles, the NjD equations
reduce to an elementary algebraic problem, the solution of which is written easily in
terms of the poles parameters.

This work is mainly devoted to the study of the pole approximation in the NjD
formalism. More precisely, a scheme of successive approximations is built which
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amounts to replace the left-hand discontinuity by a sum of Dirac contributions, the
number of which grows indefinitely with the order of the approximation. In this
manner, the spectral integral over the left-hand discontinuity is represented by a

sequence of meromorphic functions generating, by pure algebraic manipulation, a

corresponding sequence of approximate (though unitary!) amplitudes. These
meromorphic functions are determined univocally by their identification with successive

approximants (Padé approximants) of some continued fraction. Then, the convergence
properties of these approximants in a cut plane allows to establish (in a sense which
will be made clear) the convergence of the sequence of approximate amplitudes to the
exact solution of NjD equations.

The existence of a convergent method of this kind seems to us interesting for three
reasons :

1) It gives a reliable frame to the numerous pole approximations used up to now,
and specify their validity conditions (though the only case where all the left-hand
singularities are replaced by poles will be treated, the procedure clearly applies, with
some minor changes, to the more frequent situation in which only a part of these

singularities is subjected to the approximation).
2) The method in itself constitures an effective procedure of resolution by successive

approximations, the practical convergence of which may be faster than that of the
customary procedure (using Fredholm method) [19].

3) It may be easier to establish ceitain properties of the amplitude when the left-
hand singularities are reduced to a finite number of poles [20]. The convergence
theorem allows then to extend them to the general case (on condition however that
the asymptotic behaviour of the amplitude is not involved). This gives some hope to
understand the qualitative relations between the left-hand discontinuity (the 'forces')
and the physical scattering amplitude in a clearer manner.

In Section II we formulate our basic assumptions and state the NjD algorithm in
the convenient form. In Section III we present the method which allows to construct
a convergent sequence of pole approximations for the left-hand cut contribution to the
amplitude (the 'potential'). The convergence of the corresponding sequence of
approximate amplitudes is established in Sections IV and V, with a particular
attention paid to the physical region. The conditions in which this proof is valid are,
roughly, those that assure as well the equivalence of the NjD equations with a
Fredholm equation. Section VI is devoted to the interpretation of exceptional cases
where the method apparently fails to work. Also, a necessary condition for the
occurence of narrow resonances is given. Our conclusions are finally summarized in
Section VII, and some technical points are referred to the Appendices.

II. NjD Formalism and Fredholm Equation

We consider the elastic scattering of two spinless equal mass particles. Let Ft(z)
be the set of partial wave amplitudes, expressed in terms of z q2, the squared
center-of-mass momentum (the mass of the particles is set equal toi). These amplitudes,
as functions of the complex variable z, satisfy the following well known conditions
(as resulting for example from the Mandelstam representation) :
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a) Analyticity

Ti(z) s a meromorphic function in the z-plane with the two cuts [— oo, —a],
[0, oo] (a > 0). Its possible poles are real (on the physical sheet).

The physical amplitude is boundary-value of Ft(z) for z x + i 0 (x > 0).

b) 'Reality'

T,(z*) Ff(z).

c) Unitarity

Tt (* + i0) [/^- ± [„(*) e"*» -1] (x> 0)

where: dt(x) real

f]i(x) 1 for 0 < x < Zr with zr > 0

0 y rjA\x) < 1 for x > zr

(we assume the existence of an elastic domain).

d) Fhreshold behaviour

m o(z>).
z-*0

In our problem, the left-hand discontinuity :

cj>t(x) ~ [F, (x + i 0) - Fl (x - i 0)] Im Ft (x + Ì0) (x < - a)

is assumed to be known, as well as the inelastic factor, i.e. the ratio of the total and
elastic partial wave cross sections :

j? / \ atot'I — o l-rjicos2ôi
l[X> ~ Oel.l 1-2^^082(5; + ^ •

Clearly, the information about the inelasticity given by r]l is not equivalent to that given
by 2?,. The former possibility, systematically used by Frye and Warnock [2, 21],
is not suitable for our purposes and we choose the latter. There is no reason which
prevents Rl to have infinite values at points x where oy z ainj — 0. Yet we exclude
this eventuality and take for granted that Rt(x) is bounded on [0, oo].

Now, the unitarity condition can be written :

c') Im [ljTl (x + i 0)] - ]j^ Rix) (x > 0)

where: Ft(x) 1 for 0 < x < zT, 1 < Rt(x) < 2, for x > zT ¦

We introduce the NjD representation in the form :

TM - *f| (n-1)

where N,(z) is a 'real' holomorphic function in the z-plane with the left-hand cut and
Dt(z) a 'real' meromorphic function in the z-plane with the right-hand cut. Conditions
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a), b) and d) are then automatically satisfied. In order to assure the unitarity condition
c') and that Ft(z) produces the given left-hand discontinuity, one has only to impose:

Im D, (x + iO) - xl l/y'y R'ix) Niix) for * > °

ImNl (x + i 0) x~l <j>i(x) Dt(x) for x < —a

The resulting NjD equations are, when ignoring subtractions and CDD poles :

(II.2)W)
1 f'ix^m.,
71 J X* {X — Z)

— oo

T>i(z)

oo

1
z [dxx'-i]/ * Rt(x)Nl(x)-
71 J \ X+l ly ' X-Z

0

(II.3)

(for convenience, we have normalized the function Dt(z) to 1 at the point z 0).
If the first integral above converges, clearly lim j z N(z) I const. 4= 0 or oo for

«-+00
a wide class of functions (j>t(x). This causes the second integral to diverge as soon as
I ^ 2, and subtractions are then necessary. In order to avoid inessential complications
due to additional parameters, we shall deal explicitly only with the P-wave (I 1),
free from CDD poles, refering to Appendix 1 for the treatment of partial waves l~^2
and I 0 (as usual, the S-wave must be considered separately).

In the following, we shall have to require the equivalence of equations (II.2-3)
with a Fredholm integral equation. This forbids subtractions in the P-wave NjD
equations too (see Appendix I). Thus, suppressing the index 1=1:

T(z) z ~^1 [Z> Z
D(z)

N(z) dx
<f>(x) D(x)
x (x — z)

D(z) l-~JdxQ(x)-xN(x)

(HA)

(II.5)

(II.6)

where :

is a known continuous factor which, according to c'), satisfy the following conditions:

0 < q(x) < I for x > 0

q(x) ~ yx
(II.7)

Later on, another (weak) assumption will be made about this 'kinematica! factor
(see Section V).
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Introducing (II.6) into (II.5), one obtains the integral equation for N:

CO

N(z) B(z) + f dz' K(z, z') N(z') (II.8)
o

in which the inhomogeneous term :

B(z) =-fdx *} *\ (II.9)W Tt J X (X+Z)
V '

and the kernel :

K(z, z') i£L f dx +[-x) Ä ry£Wjif^£Ll (n.io)v ' ' ti2 _/ (tf + s) (#4-*') jt L *-^ J

are now given.
The function B(z), holomorphic in the z-plane with the cut [— oo, — a], will be

called the 'potential'.
The asymptotic behaviour o <f>(— x) must be compatible with the convergence of

the integrals contained in equations (II.9-10). But we have to impose a stronger
condition: the discontinuity </>(— x) must be such that equation (II.8) is a Fredholm
equation, in the strict sense. Only in this case our approximation scheme has been

proved to be convergent. We assume the following conditions on <j>(— x) (with some
obvious integrability properties) :

A) tf>(— x) has a finite number of changes of sign on [a, oo],

B) (f>(— x) is finite for all x e [a, oo],

C) 6(— x) — const. x~a-(A.oex)~ß.
*-+00

Then, the necessary and sufficient condition for equation (II.8) to be a Fredholm
equation is:

I oc > 0 (any 8)
(11.11)

j or a 0 ß > 1/2

The proof of (11.11) is almost straightforward and will be omitted. It consists in
verifying the properties [22] :

oo

i) 2CeC2[(0,co) x (0,oo)]: \\K\\2 f dz dz' \K(z, z')\2 <oo
0

(K is a kernel of Hilbert-Schmidt type),

oo oo

ii) f dz I K(z, z') I2 < oo V z' {dz' | K(z, z') I2 < oo V z

BeO(0,oc):\B\\2= dz \B(z)\2 < oo
0
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As a result of the restriction (11.11), the solution(s) N(z) of equation (II.8) belong(s)
to the class £2(0, oo). Moreover, it follows immediately from Schwarz's inequality
that the integral (II.6) defining D(z) converges for z £ [0, oo].

III. The Potential as a Sequence of Meromorphic Functions

When the left-hand discontinuity reduces to a finite sum of Dirac contributions :

c/>(-x)=ZFnò(x-zn) (zn>a), (III.l)
n-1

the potential is a meromorphic function :

sM -r ,Fn (in.»

and K a Fredholm kernel offinite rank:

fi

K(z, z') ^+AY -) jr-. (III.3)

The integral equation (II.8) is then equivalent to an inhomogeneous system of p
linear equations [22] which results as well directly from equations (II.5-6) and (ULI) :

Pfi
jçtz\ _ir rnD(-z„)

p rnD(-Zn) f q(x)
(III.4)

D(z) 1 - A^^A^AAZAAL / dx
n-1 0

(zn + x) (x-z)

Actually the functions N(z) and D(z) are completely determined by the p coefficients
D(— zn), solution of the system:

Z(ònm-FJmn)D(-zn) l (m=l,2,...,p) (III.5)
n-1

where :

oo

eW
__ _Zm_ fi_ f'mn ~ Zn FA I dx

K + A (zm + x) '
0

Our purpose is now :

a) to construct a sequence of meromorphic functions Bp(z) (p 1,2, of the type
(III.2) converging to the potential B(z) (Section III),

b) to show that the sequence of amplitudes Tp(z) zNp(z)jDp(z) calculated from
Bp(z) by means of equations (III.2-5) converges to the amplitude F(z) resulting
from the potentiel B(z) (Sections IV-V).
The way we choose the sequence of Bp(z) is to consider them as the successive

approximants of a continued fraction. Under some conditions, such approximants are
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known to converge in a cut plane [23], generalizing then in a sense the partial sums of
Taylor series, whose convergence is effective only in a circle. This is the very generalization

we are looking for, since the sequence {Bp(z)} has to converge within a domain
containing the physical region.

More precisely, let H(z) be a 'real' function, analytic at the origin, given by its
Taylor expansion :

œ

H(z)=Z«nzn («„real). (III.6)

We can construct a sequence of approximants :

HJz) ßj>

1 +
1 +

(P=l,2,...) (III.7)

f>2p-2Z
1 + ßzp-iz

uniquely determined by requiring that the 2 p first coefficients of the Taylor expansion
of Hp(z) at the origin coincide with the 2 p first coefficients cr.n of the expansion (III.6).
An algorithm which allows to calculate the ßn [starting from the coefficients a„ (n
0,1, ,2p — 1)] in order to carry out this identification is given in Appendix 2.

It is remarkable that the ßn are independent of p, the order of the approximant
Hp(z). So one is lead to consider the Hp(z) as the successive approximants of some
formal continued fraction. But if one wishes to make sure that {Hp(z)} forms a

convergent sequence, additional restrictions must be imposed to H(z) (e.g. a sufficient
condition is that H(z) belongs to the Herglotz class). Due to these restrictions, the
direct identification of H(z) with our potentiel is not possible and a further step is
needed.

Before undertaking it, we give an alternative explicit form of Hp(z) in terms of the
coefficients a„ :

Hp(z)
Xp(z)
Yp(z)

a2

a3

Xp(z)
tX/,-1 <*/> <*p+i

0 «0 zp-i
p-i
Zj *«-/> +2

i-p-1

a0 <*1 <Xp

«i a2 K/> + l
Yp(z)

Xp-l *p a2/>-l

zf zp- i 1

*7> + l

K2p-1

p-1
Zaizi (III.8)
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In this form, the rational fraction Hp(z) is known as the Padé approximant [p, p — 1] (z)

of the function H(z) [23, 24]. It is easy to extract from (III.8) the 2p equalities
between derivatives at the origin :

22'*'(0) 22<*>(0) (k 0, 1, 2 p - 1) (III.9)

which in fact determine entirely (except for a common constant factor) the
polynomials Xp(z) and Yp(z). The unicity property then implies the equivalence of definitions
(III.7) and (III.8).

We now write the potential as :

B(z) dx

with:

F(z)

</>(-x) 1

X 71 Z

0

dx*(~X)

F(z)

X + i

(III.10)

Such a decomposition is possible only if / dx tf>(— x)jx converges.
This limits the asymptotic behaviour of <f>(— x) to:

[ a > 0 (any ß)

or a 0, ß > 1
(III-ll)

a condition slightly more restrictive than (11.11), which we assume to be satisfied
from now on.

On the other hand, the assumption A) of Section II induces the (non unique!)
decomposition of <f>(— x) :

'Zei^i (finite sum)

where :

Likewise :

e,= ±l.
<pi(— x) is a non negative function with support [b{, cTJ

(a ^ bi < Cj ^ oo)

'

F(z)=ZeiHi(z),
i

H

Ht(z)

(III.12)

(III.13)
dx

x + z

Our approximation scheme will be applied separately to each function Ht(z). Thus,
consider one of them and suppress the index i:

H(z) / dx <t>(-x)
x + z

(III.14)
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is a 'real' function, holomorphic in the z-plane cut along [— c, — b]. Moreover, it belongs
to the Herglotz class in the sense that, from (III.12), ImH(z)jImz <L0\/ z£[— c, — b].
This property is essential for the validity of the following argument.

Let Hp(z) be the approximant of order p of H(z) constructed by means of equations
(III.6) and (III.8).

Fheorem III.1: The sequence {Hp(z)} converges uniformly to H(z) over every
compact domain X) whose distance from the cut [— c, — b] is positive.
To establish this theorem, we need an important lemma. It asserts that the

functions Hp(z), do not only approximate H(z) arbitrarily well in the neighbourhood
of the origin, but also enjoy the same 'degree' of analyticity in the whole z-plane.
Its somewhat lengthy proof is postponed to Appendix 3.

Lemma III.l : The approximants HJz) have the form:

^)=Z^-F (IIL15)
n-1 z + zn

with:
b < zpn < c 1

[ \/p=l,2,...;n=l,2,...,p. (III.16)
n>o j

Proof of the theorem:

From analyticity properties of H(z) and Lemma III.l, the expansions:

oo

H(z)=Z*„z",
»-0

2p-l CO

Hp(z) Z *nZn + Z <Z"
n- 0 n — 2p

converge in a (closed) circle C centered at z 0 with radius R < b (Fig. 1).
The function H(z) is bounded over C :

\H(z)\ <M
and the sequence {Hp(z)} is uniformly bounded there:

\Hp(z)\^P (p l,2,...).
Indeed, for z e C and using (III.15-16) :

\Hp(z)\= Z-7% <Sup
n—1 n zeC

xe[b,c]

Thus, we can write the Cauchy inequalities

i _ a n b

1 + — n l n

K\<^> K\ <^r(^ i.2.
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and deduce :

G. Auberson H. P. A.

\Hp(z)-H(z)\<Z(-f^A^r^)\z\2^ VzeC.

Let C be a circle centered at z 0 with radius R' < R. We get:

\Hp(z)-H(z)\ <(P+M)
Hence {Hp(z)} -> H(z) uniformly over C.

R'\2P
R-RAf) V zeC.

®

a

Figure 1

Proof of Theorem III.l.

The distance of t) from [— c, — b] being positive, the sequence {Hp(z)} is uniformly
bounded over T) too :

\Hp(z)\<Q*o V^eD (p l,2,...),

<? Sup < oo
zeD | 1+ _xe[b,c] I x

If the domain T> is connected and if its intersection with C contains an infinity of
points, we meet the hypothesis of Vitali's theorem [25]. It follows that {Hp(z)} ->H(z)
uniformly over X). The extension to an arbitrary compact X) is trivial. q.e.d.

Refering to the decomposition (III.13), equation (III.15) becomes:

HUZ) Z~WT ibi < *'* < °i' r*' > °) '
n-1 z+zn

and we can define the approximant of order p of the complete function F(z) by:

Fp(z)=ZeiHPii(z).
i

Therefore, by changing the meaning of the index p :

Fp(z-
p rP

t Zj z+zpn-1 z + zn
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with:
Ff(0) F<*>(0) (k 0,1,..., 2 P - 1)

zpn>0 M p,n=l,2,... ,p (III.17)

In (III.17), P is an integer growing indefinitely with p, which depends on the
decomposition (III.13) and the distribution of the poles of Fp(z) between the various Hp. t(z).

According to equation (III.10), the approximants Bp(z) of the potential will be
defined by:

oo

BAz) =^r[dx «Z*L - J- FJz) (III.18)
71 Z

which gives, taking (III.17) into account (for k 0) :

ä'«=4-£t5^«>«>- (IIL19)

Definition (III.18) implies the validity of Theorem III.l directly when the unctions
Hp(z) and H(z) are replaced by Bp(z) and B(z) respectively, and the cut [— c, — b] by
[— oo, — a].

Thus we have achieved our first goal: the construction of a sequence of rational
fractions of the type (III.2) converging to the potentiel B(z) over the whole cut plane.

IV. Convergence of the Functions N and D

From the convergent sequence {Bp(z)}, two related sequences, {Np(z)} and {Db(z)},
are computable by means of equations (III.4) and (III.5). The functions Np(z) are

meromorphic in the spiane with poles lying on [— oo, —a], whereas the functions
Dp(z) are holomorphic in the z-plane cut along [0, oo]. The approximate amplitudes
Fp(z) z Np(z)jDp(z) are thus meromorphic in this cut plane with poles given by the
poles — zpn of Np(z) ('force' poles) and the zeroes of Dp(z). Each amplitude satisfies

exactly the unitarity condition.
To go over from the convergence {Bp(z)} -> B(z) to that of the amplitudes, some

technical points have first to be investigated. Actually, this section contains essential

preliminaries to the proof of Theorem V.3. First we set (for real positive z, z') :

b(z) fäti B(z),

_ _ (IV.1)
k(z, z') J/Jg. K(z, z') - -L iQ(z) IA^-A^L^

n(z) ]/~Q^) N(z) (IV.2)

in order to obtain from equation (II.8) an integral equation with symmetrical kernel:

CO

n(z) b(z) + f dz' k(z, z') n(z') k(z, z') k(z', z) (IV.3)
o
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By virtue of properties (11.7) of q(z), equation (IV.3) is a Fredholm equation, too
(beC2,keC2)-

Hereafter, we frequently write equations such as (II.8) or (IV.3) in operator form:

N B + KN (IVA)

n b + kn (IV.5)

Notice that equations (IV.4) and (IV.5) (as well as their homogeneous version) are

strictly equivalent since, as easily seen : ne C2 <—> N e C2.

The kernels K and k being compact operators acting in the Hilbert space C2(0, oo),
the set of their characteristic values is at most countably infinite [22,26]. Furthermore
they are real since K(z, z') is real and k hermitian. We denote by {A„; x^z)} the
characteristic system of k, i.e. the set of characteristic values (spectrum) and associated
orthonormal characteristic functions, defined by:

y£ *>)=*>. x/teC2 (/i=l,2,

(V xo) =J dzx^z) xjz) öpa

(a degenerate characteristic value with rank r is counted r times).
According to the Fredholm theorem [22], equations (IV.4) and (IV.5) have a

unique (real) solution in £2 if 1 does not belong to the spectrum of K (respectively k).
The corresponding homogeneous equations have at least one non trivial solution in £2

if 1 belongs to this spectrum. From the remark following equation (IV.5), an exhaustive
set {X ; x (z)Iq(z)} of characteristic values of K and related (non orthonormal)
characteristic functions corresponds to the characteristic system {X ; x Az)}. The

spectra of the kernels K and k coincide.
Now we put :

q(z') z Bp(z)-z' Bp(z')
__

q(z')
71 Z— Z' Tt2

P rp
Y !T-n s-. (IV.6)& (z + zl) (z' + zP)

Let:
1

p FP
NJz) — Y —^ n-^- (IV.7ÌpK> n£i 4(z+4)

be the solution of the equation :

Np Bp + Kp Np. (IV.,

This solution results as well from equations (III.4) and (III.5). Equation ("IV.8)

then equivalent to the system for the Fpn:

Z iònm - n £J Fl Fl (n l,2,...,p), (IV.9)

where :

1 f ^ eW
\x + zP) (x + zPm)

F —- — / dx
0
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The symmetrized equation (IV.8) reads:

with:
np=bp + kp np

bp(z) ]/q(z) Bp(z)

kfi(z, z') 1/Ä Kp(z, z') kp(z', z)
p V q(z)

np(z) fiw Np(z)

711

(IV.10)

(IV.11)

(IV.12)

The spectrum {Xpn} (n 1,2, ,p) of the kernels Kp and kp is made up of the p
characteristic values of the matrix with elements Fpfpm (n,m 1,2, ,p). The
system (IV.9) is regular when 1 £ {XP}.

Finally, let us introduce kernels without kinematical factors:

1 zB(z)-z' B(z')
k(z, z') —

\/q(z) q(z')
k(z, z')

(IV. 13)

kp(z, z') ~i kAz, z')
\/q(z) q(z')

py

These are analytic functions in the topological product of z- and z'-planes cut along
[— oo, — a],

Fheorem IV.1 : Let X) and X)' be any compacts whose distances from the cuts [— oo, — a]

in the z- and z'-planes are positive. Then {kp(z, z')} -> k(z, z') uniformly over X) X V-

Proof:
After superposing the z- and z'-planes, consider a simple contour C surrounding X)

and X)', whose distance from the cut [— oo, — a] is positive and whose distance from
DuD'isó> 0.

Since B(z) and Bp(z) are holomorphic within C, one gets:

B(w)
B(z) —;—<£dw

2 l Tt J

k(z, z')
2 in2

dw

VzeV,

w B(w)
(w — z) (w — z')

VzeV.z'ety

and similar formulas for BJz) and kp(z, z').
Hence :

But:

\kp(z,z')-k(z,z')\

z\ >ô

2 TT2
(hdw w [Bp(w) — B(w))

(w — z) (w — z')

\w — z' I > Ô

and, as a consequence of Theorem IV.l:

V w e C, z e X), z' e V

| w [Bp(w) - B(w)] | < ec(p) lim ec(p) 0)
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Thus, if Fc is the length of the contour C :

I kp(z, z') - k(z, z') | < y^ ec(p)

which completes the proof. q.e.d.
We also need the strong convergence of vectors bp and operators kp in £2. It is

stated, with other useful properties in :

Fheorem IV.2:
a) lim II bb — b II 0

£-*oo v

B) lim IIa.-Ä|| 0,
p—*ao

00

y) f dz' \kp(z, z') — k(z, z') |2 converges to 0 uniformly over X),
o

00

ô) f dz' | kp(z, z') |2 is uniformly bounded with respect to p and zeD.
o

As the proofs of the different parts are very similar, we sketch here only the most
difficult one ß).

Uttmg'
Akp(z, z') kp(z, z') - k(z, z') Akp(z', z)

we have :

L z 00 z

\\Akp\\2 2fdz fdz' \Akp(z, z') |2 + 2 /' dzfdz' \Akp(z, z') \2.
0 0 LO

But, from Theoiem IV.l:

\Akp(z, z')\ <eL(p) for 0<2'<z<L,
and from Minkowski's inequality:

OO Z OO Z 00 z

fdz fdz' \Akp(z,z')\2 < j [ fdz fdz' \kp(z,z')\2~\ï + \fdzldz'\k(z,z') \2]^f-
LO LO LO

Moreover, since k e £2 :

oo z

I dz dz' | k(z, z')\2 m2(L) -» 0 when L -> oo
L o

Hence :
oo z

\\Akp\\2 <F2el(p) + 2Ìco(L) + [ fdz I dz' \kp(z, z') |2ll T.
L 0

To avoid inessential complications, we shall assume here all the Fpn to be positive
(i.e. </>(- i)>0VO4 Then- owing to equations (IV.6), (IV.ll) and (II.7).

CO OO A 00 Z

/2* d!' ' *•"¦A l" < -..?-,n n / coVo / &* v+« ¦
L 0
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A weaker form of this inequality is obtained by using Schwarz's inequality in order
to factorize successively the two last integrals with respect to the indices n and m.
This gives:

I dz I dz' \kp(z, z')\2 < -
L o

z
pp

i V4(^+4)

The proof could be achieved easily if one could secure :

lim lim
L—>oo p—*on

rp
Y- -Ä V4(L+4)

o (IV.14)

This property is by no means evident, for the convergence to 0 of the bracket when
2. -> oo is not necessarily uniform with respect to p.

To establish (IV.14), we use the set of equations for zpn and Fp resulting from
equations (III.9), (III.14) and (III.15):

Z-F&F- [***££ (* 0,l,...,2y-l)xh + 1

Let us introduce the variable t ljx, and set :

(IV.15)

*«-/f#(-a.
0

P pp I 1

According to the assumption C) of Section II, with (III.11) :

t

%p(t) < const, fit' ra_1 (Log y\~l\-ß

and rp(t) is a positive non decreasing function over the closei interval [0, lja]. (There
is no loss of generality to take a > 1.)

As a consequence of equations (IV.15), xpp(t) is solution of the reduced 'Hausdorff
moment problem' [27, 28] :

Ila Ila

fdfp(t) F fdf(t) V (k 0,1, 2p - 1)

We can thus compare the sum :

z-
pp

]/4(l+4)

lia



714 G. Auberson H. P. A.

to the integral :

Ha

'd^Vr+-Li

by means of the problem of 'approximate quadratures' considered by Shohat and
Tamarkin [27]. As easily seen, all assumptions of Theorem 4.6 (Loc. cit. p. 120)
hold true, so that :

Ila

Jd [Wp(t) - f(t)] J/—1- < ôL(p) (Um ÔL(P) 0)
o

or:

« 1
0

Hence :

|JAJ« < L2 e2(^) + 2 [eu(£) + ^ <5L(£)]2,

lim \\AkA y l/2w(L)
P-+O0 * p '

and finally, as F is arbitrary :

lim \\AkA\ 0 q.e.d.

Now we derive the strong convergence of the sequence {np(z)}. For this, two lemmas
are required which hold only if 1 does not belong to the spectrum of K. In the remainder

of this section (as also in the next one), we shall assume this condition to be

fulfilled; the case 1 e {XA will be discussed in Section VI.

Femma IV.1 :

FetXp Inf \XÌ-1\.n-1,... ,p
Then:

lim inf x > 0 if 1 £ {A }
P -^a> r

Lemma IV.2: Let rp be the resolvent of the kernel kp [22]. If 1 ^ {XA, there is a positive
integer P such that the sequence :

(INI) (p p,p + i,...)
is bounded.

The proofs are not very instructive and we omit them.

Fheorem IV.3: If 1 ^ {Xp}, lim || np — n\\ 0

Proof:

According to Lemma IV. 1, 1 ^ {Xf} when p > P, and from the definition of the
resolvent rp, equation (IV. 10) has the solution:

np b„ + rp bp
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Likewise, an equivalent form of equation (IV.5) is :

n (b + Akp n) + kpn
and the 'solution' reads :

n (b + Akp n) + rp (b + Akp n)
Hence:

np-n= (1 + rp) (bp - b + Akp n)

Then, using Minkowski's and Schwarz's inequalities:

K-»l <(i +Kl!)(\\bP~-b\\ +HMM)-
At this stage, the theorem results from Theorem IV.2 a), ß) and Lemma IV.2. q.e.d.

Now we are in a position to deduce the local convergence of the sequences {Np(z)},
{Dp(z)} (p P, P + 1, Obviously the functions Dp(z) are defined by:

Ml i _ AAA y£k [*~ eW
x-z tf Zj zp j

Ö n-1 zn J
DJz) 1 - î dx q(x) M=l--Lr ?• dx - f] - — (IV.16)Py ' 71 J LK ' X-Z Tl3 A zt J (X + zt) X-z) y '

the system (IV.9) which provides the FP being now regular for p > P.

Fheorem IV. 4:

a) {Np(z)} -> N(z) uniformly over any compact X) whose distance from the cut
[— oo, — a] is positive,

ß) {Dp(z)} -> D(z) uniformly over any compact O whose distance from the cut
[0, oo] is positive.

Due to the similarity of the arguments, we give the proof of ß) only. One deduces

from equations (II.6) and (IV.16), when using equations (IV.2) and (IV.12):

Dp(z) - D(z) - ~ dx\/e(xz fA \l~l \ rip(x)-n(x)

so that :

dx 11/2

But:
|2V*)-2)(*)|<Mj/2K-W||[/^]

0

oo

/ -,—--[5- -tt -^Vtt where <p arg z (— n < è < n)
J \x-zf 1*1 sin |01 r ° x r
o

and the proof is complete if we take Theorem IV.3 into account and observe that
0 < <f>Q < \(f>\ y n when ze O- q.e.d.

V. Convergence of Scattering Amplitudes in the Physical Region

The convergence of the approximate amplitudes Fp(z) to the exact one F(z) is a

trivial consequence of Theorem IV.4 for regular points z not on the cuts [— oo, — a],
[0, oo]. We have now to show how this convergence can be extended to the physical
region [0, oo].
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In order to give a general form to the final result, we first produce a statement
which exhibits the connection between possible dynamical poles of F(z) and those of

approximations Tp(z). This theorem may be of some use for the locating of bound
states, ghosts and even resonances (see the remark following Theorem V.3).

Fheorem V. 1 : Let O be any compact whose distance from the cut [0, oo] is positive,
and let zx, ,zk be the zeroes of D(z) within O (we suppose O to be such that its
boundary does not meet any zero of D(z)).

Then the zeroes of Dp(z) within O have the points zx, ,zk as limitpoints, and
only these, when p -> oo. Moreover there exists a p0 such that Dp(z) has the same
number of zeroes as D(z) within O when p > p0 (multiplicities included).

This proposition is a variant of a theorem due to Hurwitz [25] and its proof will be

omitted.
General arguments suggest that the singularities of partial-wave scattering

amplitudes lying on the positive real axis form a discrete set without accumulation
point, namely the set of branch-points corresponding to the various production
thresholds [29]. If the amplitudes actually have to be analytic almost everywhere in
the physical region, this must reflect in some regularity property of the inelastic
factor q(x). So we can expect that the sequence {Fp(z)} will converge over [0, oo]

as well.
Because of the almost phenomenological context of oui study, we do not intend

to derive specific conditions about q(x), but shall be content with the following
plausible assumption, compatible with the threshold behaviours :

The factor q(x) fulfills the Lipschitz condition:

\q(xx) — q(x%) I < A \xx — x%Y V xx, x2e [0, oo] with 0 < pi < 1. (V.l)

Let us now introduce :

GO

q(z)=- fdx-f^, (V.2)C V ' 71 J X (X - z)
ò

which is a 'real' function, holomorphic in the cut z-plane, such that :

Im [q (x + i 0)] q(x) (x ^ 0) (V.3)
We next define :

G(z) D(z) + q(z) z N(z) Gp(z) Dp(z) + ~g(z) z Np(z) (VA)

From equations (II.3) and (V.3), these auxiliary functions are holomorphic in the
z-plane cut along [— oo, —a]. Using the property:

| q(z) I z < Bf-) V z e X) compact whose distance from [— oo, — a] is positive (V.5)

which results from (V.l), (V.2) and from a theorem due to Muskhelishvili [30],
we can deduce the following lemma, the proof of which is given in Appendix 4.

Lemma V.1 : {Gp(z)} ->G(z) uniformly over any £).

This allows to strengthen Theorem IV.4 ß) :

Fheorem V.2: The sequence {Dp(z)} converges uniformly to D(z) over any compact.
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Proof:

First, the theorem is true for a compact X) whose distance from [

positive, as resulting from application of Theorem IV.4 a
(V.5) to the inequality:

oo, — a] is
Lemma V.l and bound

\Dp(z) D(z) | < Gp(z) G(*)| + |ê(*)*l \Np(z) N(z)

Next, it is also true for any compact, because of Theorem IV.4 ß). q.e.d.
Now we can assert that the sequence of Fp(z) z Np(z)jDp(z) converges uniformly

to F(z) z N(z)jD(z) over any compact £ whose distance from [— oo, — a] and from
the zeroes of D(z) is positive (Fig. 2). This follows from Theorem IV.4 a), Theorem V.2
and from uniform lower boundedness of Dp(z) over £ for p > P (as a consequence of
Theorem V.l and V.2).

®

-a

D(z)=0

Figure 2

Example of a domain where the sequence of amplitudes TJz) converges uniformly.

Two further comments may be useful to state our result precisely :

1) The convergence {Fp(z)} -> F(z) extends automatically to the second sheet of
the elastic right-hand cut [0, z,]. This comes from the simple explicit form of the
analytic continuation FI2(z) of the amplitude onto this sheet :

F* 7Ì
N(z)

D(z) + 2iz\/zjz+l N(z)

2) Convergence difficulties could arise if D(z) would vanish at some real positive
point Zq, due to the unboundedness of Fp(z) in the neighbourhood of z0 (even though
F(zq) < oo, as required by unitarity). In fact there is no reason to worry about such,

a phenomenon, for we shall see that D(z) cannot vanish on [0, oo] when 1 ^ {Xp}
(Theorem VI. 1).

Thus, the following statement summarizes our results :

Fheorem V.3: Let R be the Riemann surface made up with the physical sheet and the
second sheet of the elastic right-hand cut [0, zT].

When 1 ^ {Xp}, the sequence of amplitudes {Ff(z)} converges uniformly to F(z)
over any compact C whose distance from the 'dynamical' singularities of F(z) (cuts
[— oo, — a], [— oo, — 1] and poles) is positive.

Moreover, Fp(z) and F(z) have the same number of poles within C for p large
enough, and the poles of Fp(z) tend toward those of F(z) when p ^ oo.
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We can still notice that {FJz)} actually converges to F(z) over any domain in
which T(z) and Tp(z) have a continuation, as a consequence of Vitali's theorem (cf.
proof of Theorem III.l). This is particularly the case for the continuation of F(z) and
Fp(z) (if allowed) onto the unphysical sheets connected with the various inelastic
thresholds. Therefore, the Fp(z) may be suitable approximations for the research of
'inelastic' resonances too.

VI. Poles at Subtraction Point and Extinct Poles

Now we have to deal with the situation where the spectrum {XA of K contains the
value 1. We choose to go over continuously from the normal case 1 ^ {XA to the
pathological one 1 e {Xu} by multiplying the discontinuity <f>(— x) with a 'coupling
constant' X and inspecting the behaviour of the solutions N(z; X), D(z; X) in the limit
A->1.

When substituting X <f>(— x) tor (/>(— x) in equation (IV.3), one gets the usual form
of a Fredholm equation with parameter X :

n(z;X) f n(z'; X)
—-.— b(z) + X dz k(z, z j—- (VIA)

The kernel k(z, z') being continuous for z > 0, z' > 0, its resolvent is given by the
relatively uniformly absolutely convergent series [22] :

r(z,z';X) k(z,z') +XZ
and the (unique) solution of equation (VI.1) by:

00

n(z; X)

xAz) XAZ')

h (V-1) (Hihi)

b(z) + X dz' r(z,z';X) b(z')
o

(VI.2)

(VI.3)

Let r be the rank of the characteristic value 1. We order the A„ so that:

XX X2= ...=Xr=l (Xp + 1 ii pi > r)

and denote by xx(z), x2(z), xr(z) r orthonormal characteristic functions belonging
to the value 1.

We deduce from equations (VI.2), (VI.3) and (II.6):

N(z; X)=X B(z) +X2 dz' K(z, z') B(z')
0

+
X3 — Yb x (z) 4- Y —»-xM

l-X Zj °mXm\Z) + Zj X ß _ X)
m-1 ß>r i" v P '

D(z; X) D2(z; X) -

Z

X3; r

Tzj ZSrz
Vq(z') xm(z')

£f*,(A,.-A)

GU

j dz
Vq(z') xAz')

(VIA)

(VI.5)
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where.

o

and where the function :

bß j dxxp(z) b(z) (Xp,b)

CO

D2(z; X) 1 - Ai fdz' mEÛ. _ lWL [dz> Sifl_ fdzii w> zl B{zl
jv I Z Z j% j ZZI0 0 0

is the second order perturbative solution of the integral equation for D(z; X).

Let us first assume that not all bm vanish. Then, according to equations (VI.4) and
(VI.5), N(z; X) -> oo and D(z; X) -> oo for X -> 1, while the amplitude remains finite:

r

£ bm xm(z)

-rv -i \ IT m — 1
F(z; 1) /=V ' \/nlz) r COn ' Zjbmfdz'ye(z')xm(z')l(z'-z)

m-1 0

Besides, equation (VI.5) shows that a zero z0(X) of D(z; X) reaches the origin when
A->1:

Zq(X) —-^ + 0 [(1 - X)2]

2; bm J dz' Vq(z') xm(z')jz'
m-1 0

This holds when the origin is chosen as a subtraction point for D(z; X) (as done for
convenience from the very beginning). More generally, for an arbitrary subtraction
point z, it is easily seen that D(z; X) produces a zero z0(X) such that:

Zq(X) =x i + 0 (1 - X)

Thus, it appears generally that a pole of the amplituie (a bouni state) goes through the

subtraction point of the D-function when X takes the value 1 e {XA. This allows to reduce

the research of a possible bound state with energy 2 ]/~z + 1 to an eigenvalue problem
for the operator k.

Concerning our approximation scheme, the difficulties of convergence which could
arise from the presence of a bound state at z — 0 (cf. Theorem VI.2) will be removed
by a shift of the subtraction point eliminating the characteristic value 1.

A more interesting situation occurs when bx b2= br 0.

The functions:
N(z) lim N(z; X) D(z) lim D(z; X)

ore then well defined and determine a particular solution of the NjD equations. Other
solutions can be obtained by adding to N(z) the general solution of the homogeneous
version of equation (II.8). It results in a multiplicity of N- and 2)-solutions which does

not disappear with a shift of the subtraction point.
Nevertheless, it can be shown explicitely that such an ambiguity for N(z) and

D(z) does not affect their quotient: the amplituie F(z) is always ieterminei uniquely.
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The reason for this is that the arbitrary parts of Ar and D can be factorized and cancel
out. The appearance of coinciient arbitrary zeroes in N- and 2)-functions is a possible
mechanism for such a delusive undeterminacy [20], as shown by the following
proposition.

Fheorem VIA : If the functions N(z) and D(z) both vanish at a point z z0, then

le(V-
Proof:

Assuming for definiteness that z0 is real, we can introduce a family of new N- and
2)-functions :

Na(z) <tlzAA N{z) Da{2) *^AA D(zy> (VI.6)
Z — Z0 Z Zq

where a is a real parameter.
The new functions (VI.6) are 'real', regular at z z0, and have the same analyticity

properties as the old ones (in particular Dx(z) is free from CDD poles). Moreover:

Na(z) Fzi
Da(z) z •

Na(z) ~ a N(z) Da(z) ~ a D(z) (a 4= 0)
I z\—>oo 1 Z\—>cO

Da(0) 1

Accordingly, Na(z) and Da(z) are solutions of the same NjD equations as N(z) and
D(z) for every non vanishing value of a.

Furthermore :

N(z) ef?=> Na(z) e C2,

so that the solution of equation (II.8) cannot be unique in this case, which implies
1 6 {y. q.e.d.

Notice that the occurence of coincident zeroes in N- and 2)-functions (i.e. 'exctinct
poles' for T(z)) has been claimed as a possible way to resolve the difficulties encoun-
rered if the Pomeranchuk trajectory crosses the zero angular momentum line at a
negative value of center-of-mass energy [31].

Going back to our approximation scheme, we find it fails to work any more. This
appears clearly from some specific examples [32], and also from the theorem quoted
below, which is a counterpart of Lemma IV. 1.

Fheorem VI.2: If 1 e {XA, it is possible to extract from the sequence of spectra {XP}

a sequence of characteristic value XP (p 1,2, such that lim Xf, 1.
P p—*IX) P

We omit the proof.
Then the canonical representation of the resolvent kernel rp [22] :

rJz, z') kJz, z') + fiz" Uz, z") kb(z", z') + Y *n}A X"
p\ I p\ i t j p\ I p\ I -r^ (Ag)«(A$

*t(*) 4(z'}_
1)
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shows that lim rp(z, z') oo. This produces the vanishing of the determinant of

system (IV.9) in the limit p -> oo, and causes our approximation scheme to be

practically useless in that case, even if the sequence :

np(z) bp(z)+Z^Ab-f-xn(z)
n-1 An 1

converges, because the solutions of a linear system with nearly vanishing determinant
are very instable with respect to variations of the coefficients.

As a matter of fact, the presence of a characteristic value equal or near to 1 in the
spectrum of K will be revealed, above some order p, by the appearance of characteristic
values XP ^ 1, resulting in a nearly vanishing determinant :

Det (ònn - ri jPmn) S 0 (VI.7)

In so far as its 'accuracy' can be estimated, the approximate relation (VI.7) may be
useful, as being a necessary coniition for the occurence of a narrow resonance. This must
be so because a slight modification of the left-hand discontinuity </>(— x) suffices to
shift the pair of conjugate zeroes of D(z) exactly onto the positive real axis, in such
a way that the spectrum of the perturbed kernel contains the value 1.

Observe however that the relations (VI.7) are only necessary conditions: They can
result from resonances, but also from antiresonances, extinct ghosts or extinct bound
states.

VII. Summary

Recently, the Padé approximants technique has become of frequent use in several
physical problems, particularly as a tool supplying the failing perturbation method
with a consistent extension [33-36].

In this work, we showed in the frame of NjD equations how this technique applies
to the construction of convergent sequences of approximate (but unitary) partial-
wave amplitudes. These amplitudes involved Padé approximants referring to the
'energy' variable. The starting point consisted in replacing the left-hand singularities
by a growing number of poles, a procedure used many times within purely physical
contexts, i.e. without attending to its mathematical aspect.

Sufficient conditions for the convergence of the method have been given. These
are slightly stronger than those insuring the equivalence of NjD equations with a
Fredholm equation (compare the required asymptotic behaviours of the left-hand
discontinuity, respectively equations (III.11) and (11.11)). For the intermediate case
(a 0, 1/2 < ß ^ 1 if / y 1), we did not succeed to prove the convergence, nor its
failure.

Even under the general conditions (11.11), we have displayed special cases where
the convergence is bad. We have found at the same time that the oscillatory behaviour
of the solutions may be an indication for a narrow resonance.

Turning now to the so-called 'marginal case' (a ß 0), it can be shown that our
pole approximation method does not converge any more [32], This comes from the
very different nature of the mathematical problem : the fact that the NjD equations do
not lead to a Fredholm equation results in a multiplicity of acceptable solutions [37-39].
We shall deal with this somewhat pathological case in a subsequent article.
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We do not discuss here the various extensions of our method to more complicated
realistic descriptions (different masses, inclusion of spin, many-channel formalism).
These generalizations are mostly straightforward.

At the time this work was completed, two papers appeared, due to Common and
Sweig, dealing essentially with the same subject [40, 41]. Although the proofs given
by these authors follow different lines, their praticai scheme of approximation coincide
with ours, as well as their main conclusions.

It is a great pleasure to thank Professor G. Wanders for his advice and encouragement

during the course of this work.

Appendices

1. Fhe Partial Waves with I 4= 1

When introducing an arbitrary number of subtractions, the equations (II.2-3) and

(II.8-10) take the form:

Nt(z) PN x(z) + *- fix */|*>f'(*\,"¦ ' ™-1V ' 71 J Xl + X (X-Z) '

D,(z) l+z QM_x(z)
zM + l

dx Qi(x) X
Ni(x)
X + Z

OO

Nt(z) Bt(z) +Jiz' Kt(z, z') N,(z')

(AA)

(A.2)

BAz) PN„x(z) + (- l)<+"+1 4 f dx ySy$y [1 - * QM-i(~ *)] (A.3)

K,{z, z') 1) l+N+M + r
PAZ Z l-M-•if** xm-n-i+i i f*-*) (A.4)

(x + z) (x + z')

where Pn-i(z) and Qm-i(z) are arbitrary 'real' polynomials of degree N — 1 and
M — 1 respectively. In equations (A.l), the possible CDD poles have been 'absorbed'

by subtractions [42]. It follows from (A.3) that B^zjjz-^"1 is generally not bounded
when z -?¦ oo (whatever the asymptotic behaviour of <^,(— x) may be). Thus the
condition Bt e £2 requires N 0 and P,v_i(^) 0. Likewise K, e C2 implies M > I — 1.

From now on, we have to distinguish the S-wave from the higher waves.

a) I > 1

We put M I — 1 in order to secure at best the convergence of the integrals
contained in (A.3) and (A.4). Then:

Bt(z)

K,(z, z')

-l)i+i

Qliz')
n2

ix M-Ar [1-X Ç;_2(- X)]xl (x + z)

dx M-A
(x + z) (x + z')
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From these expressions, we can infer :

i) for all Ij^l, equation (11.11) applied to <^,(— x) gives the necessary and sufficient
conditions for equation (A.2) to be a Fredholm equation,

ii) if these conditions do not hold, the convergence of (A.3) and (A.4) can still be

maintained by an inciease of N-M, i.e. by introducing 'CDD subtractions' [42]
or by choosing M < I — 1. But in that case, equation (A.2) (even symmetrized)
is not a Fredholm equation,

iii) when <^(— x) fulfills conditions (III.11), the contents of Sections III-VII remain
plainly valid, provided that one applies the pole approximation method of
Section III to the function:

00

F,(z)= fdx^--^,,v ' J x + z '
a

from which the potential can be reconstructed by using :

Btiz) ^ {J; [Sr ((i + * Qt-2) F,)]f_o :", - [i + z Ql_2(z)] Fl(z)\

and by keeping the arbitrary coefficients of Qt-2(z) constant during the whole

process.

b) 2 0

The optimal value of M is now M I 0, giving :

00 00

Bq(z) -±fdx Mzz±, K{gi /) _ Ml 1 f dx ALAtlz+^" 71 J X + Z U\ > / z' 7Ì1 J (X + Z) (X + Z)
a a

The conditions on <f>0(— x) insuring K0(z, z') to be a Hilbert-Schmidt kernel are,
instead of (11.11):

a > 0 (any ß) or a 0, ß > 2

The pole approximation method will apply to the function :

00 OO

F0(*) n z Bq(z) + j dx U- *) -fax X^1,
a a

provided that a > 1 or a 1, ß > 1.

The conclusions of Sections III-VII are then unchanged.

2. Recurrent Construction of the Continued Fraction

Starting from the expansion (III.6), one can construct step by step the representation

(III.7) by means of the following rules [23, 43].
Let {Vn(u)} be a sequence of polynomials defined by the recurrence:

Vq(u) 1 Vx(u) it
a„

Vn+x(u) (u + ß2n + ß2n + x)V„(u)-ß2n-iß2nVn.x(u) (n=l,2,...). (A.5)
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Introduce a linear form J on the polynomials, defined by its value on the monomials :

3K} oc„ (n 0,l,...). (A.6)

The coefficients ßn are then given by :

A) «o ßi

ßin

ßin + l

J{W V„(u)}

•J{unyn^(u)}
•J{un-1 V„_X(U)}

1,2, (A.7)

J{un+i Vn(u)}
3{un V„(u)}

ßin

Once ßm (m 0,1, ,2 n — 1) and Vm(u) (m 0,1, n) are known, formulas
(A.5-7) clearly allow to compute ß2n, ß2n + x and Vn+X(u), as long as 3{up Vp(u)} + 0

(p n — 1, n). These last conditions happen to be satisfied when:

a0 a! oc„

«1 «2 •¦•<*„ +

a„ a„ «2„

4= 0 0, 1,

3. Proof of Lemma III.1
We have to show first that all the poles of Hp(z) are simple, or that Yp(z) has p

distrincts zeroes — zpn. Then obviously Hp(z) is reducible to the form (III.15).
Let us proceed 'ab absurdo' by assuming that Yp(z) has a zero — z0 of order y 2.

If z0 is real, this means :

Yp(z) (z + zq)2 Zp_2(z)

where Zp_2(z) is a polynomial of degree p — 2.

Then, from (III.8) :

with

al a2 • • ¦ a/> +1

ap -1 °V ¦ •• a2/>-l

1 u uP

;p-2\

(u + Uq)2 Qp_2(u) (M«=i)' (A.8)

0-2
Zlnun (^real).

By using (A.8) and the linear form defined in (A.6), one gets:

3{w* (m + w0)2 Qp-2(U)} 0 (£ 0,1, p - 1)

p-2
3{(U + Uq)2 Qp_2(u)} =Zlk 3{uk (U + UoY Qp-2^)} ° •
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Now, according to equations (III.6) and (III.14):

*k=(-iy fdx^y^ (a o,i,...)

Hence :

?{(« + %)2 Qp-2(m =fdx ^A [(Uq - A) Qp_t (- y)]' 0

b

But the last equality is incompatible with the property (III.12). The eventuality of a

complex zero is ruled out in a analogous way.
We next prove the inequalities (III.16) for c oo.
Take equation (IV.15) :

Za&ï - [****£ (* o. i, - ,2p- i), (A.9)
n-1 '< n>

'b

and put :

"p
-p • y y. ¦" * r ~ x ~ n • ~pw> ~ " —yiy
n

For a fixed p, we have to show that the relations:

& \,y=xh,v 2p-i-k,<i>p(y) b^

ZrMf^= fdy0p(y)y> (v 0,1, 2 j> - 1) (A.10)
M-1 J7

imply :

0<e£<l Fpn>0 (n=l,2,...,p) (A.ll)

if 0p(y) is a non negative function with support [1, oo].
Let us put further:

t y-l, Op(t) <Pp (t + 1)

and introduce the moments :

00

piv= fdtOp(t)f (v 0,l,...,2p-l).
o

We see that ap(t) is solution of a reduced 'Stieltjes moment problem' [27, 28]. Both
quadratic forms :

V V

Zvi+jÇiïj, Zf*i+j+ih5j (v o,i,... ,p-i)
i,j-0 i, j 0

must then be positive definite. On the other hand, by using (A.10) :

p

I-
n =1

Piv=f dy 0p(y) (y - 1)'' Z^Mf^ (x ~ QÌY ¦
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Hence, for any vector f ;
:

ZrM)2pZ(--p-1Ti stSj>o,
n-1 i, j - 0 \ "» /

i+i+1
(v 0,l,...,p-l)

ê,Sj>o.zn(9pnï2pz (jp-1)
n-1 1,7-0 \6» /

Choosing v p — 1, one obtains:

Zn(QPnfP Kf > 0 ZrÌÌQPnfP (jp ~ A Kf > 0
n-1 n-1 \ L'n 1

where :

aPn=Z(jp-x)^i (n=l,2,...,p).
i-0 \ïn /

Let A be the p x p matrix with elements Ani [(l/g£) — 1]'.
As zt 4= zt, for n + m:

(A.12)

(A.13)

n ' m

»i-2,... ,0 \ 8» c»

Thus for each m 1, 2, p, a vector 1; can be found (by solving the system (A.13))
such that apn ônm. For this particular choice of £;-, (A.12) gives:

rpm(QpJ2p>°, ri(eìfp (\- A >°¦
from which inequalities (A. 11) follow.

When c < oo, the argument can be reduced to the preceding one by a simple
change of variables and functions. q.e.d.

Notice that the (non linear) system (A.9), which has the 2 p quantities zp,rP as

(unique) solution, is equivalent to the equation:

Yp(z) 0

giving the zpn, and to the linear system for the Fpn :

(k 0,l,...,p-l)
P rP

V~" n
Zj l-zP)k+in-1 \ ni

with non vanishing determinant.
As a consequence of the Lemma, Yp(0) 4= 0. This is precisely the condition we

required at the end of Appendix 2. In fact:

a0 olx a„

a.x a2 •*»+i

a„ «n+l • ¦<*2„

>0 (n 0, 1,
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since the quadratic form :
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Z*i+jïiÇj
i, j - 0

dx *(-*) z ii
(-x)t

is positive definite.

4. Proof of Lemma V.l
Referring to the proof of Theorem IV.4, we can write for z e V, y Im z 4= 0:

\Np(z)-N(z)\ <eV(p),
Vq(P)

(lim eX)(P) Hm rfQ{p) 0)
p—>oo p->oo

\Dp(z)-D(z)\ <
Kh

Thus, according to (V.4) and (V.5) :

I Gp(z) - G(z) j < \Dp(z) - D(z) | + |òto z | |Np(z) - N(z) \ <

Next, a contour C enclosing D can be drawn such that:
i) it contains the segment '2 d' (Fig. 3),

ii) its distance from the cut [— oo, — a] is positive,

iii) its distance ô from P is positive.

v-q(P)
(A.14)

®

2d

2)

Figure 3

Proof of Lemma V.l.

Then:

Gp(z) - G(z)

But:

2 i 71 j dz

C-2<

/ Gp(z')-G(z')
dy

Gp (x + iy)-G (x + iy)
x+iy—z (zeV).

| z' — z I > ò for z e V, z' e C

Gp(z') - G(z') | <

vc(P)

]/d

"c(i

Kb i

for ze C — 2 d

VcMior ze2d.
(from (A.14))
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As a result :

I Gp(z) --c«l<^ + <

and lim \GJz) - G(z) 0 uniformly over p.

H. P. A.

V zeV,

q.e.d.
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