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Estimation de l'efficacité de dépouillement

par R. Weill
Laboratoire de Recherches Nucléaires E.P.U.L., Lausanne

(10 VI 62)

Summary. To determine the scanning efficiency one applies the principle of maximum of
likelihood to the complexion represented by the events found in common and separately in
two independent scans. Results must be, in principle, computed numerically. Limit values are
given and statistical errors are calculated. Results are compared to those obtained by other
methods.

1. Introduction et définitions

Un nombre R d'événements d'un type donné est repéré lors du dépouillement de
clichés (chambre à bulles) ou d'emulsions nucléaires, par exemple. Il est souvent
nécessaire de connaître le nombre réel N d'événements considérés se trouvant dans le
système observé. Pour le déterminer, on effectue un deuxième dépouillement du même
ensemble au cours duquel on observe un nombre S d'événements. On dispose alors
de deux collections de R et S événements parmi lesquels T sont en commun. On
désigne par P, la probab lité de repérer un événement donné lorsqu'il est présenté à
l'observateur. (C'est-à-dire lorsque cet événement est situé dans le volume d'émulsion
pour lequel on effectue la mise au point, ou dans le cliché qu'on est en train
d'examiner.) On suppose P constant dans les deux dépouillements.

Le problème posé à l'expérimentateur revient alors à effectuer une «estimation»
N de N et P de P, sur la base des résultats expérimentaux R, S, et T. Il faut
également déterminer les erreurs sur ces estimations.

Ce problème a déjà fait l'objet d'un certain nombre de travaux1)2)3).
Les auteurs cités considèrent que ic, S et P sont liés par la relation R PN et

S PN et en déduisent des valeurs P et N. Cette méthode donne une estimation
biaisée valable en moyenne et pour Af grand. Il nous paraît plus correct de considérer
que l'on a affaire à un problème d'estimation de deux paramètres indépendants N et P
les valeurs des estimations étant correllées. C'est un cas typique de problème faisant
intervenir la méthode du maximum de vraisemblance.
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2. Détermination de N et P

La probabilité n qu'en deux «tirages» indépendants portant sur N objets
discernables, on en tire R la première fois et S la seconde fois, T étant en commun, est
donnée par:

/-.V r"N-T pN-R -pR + S /i _ t>\2

ou:

PR + S(1-P)-Vi T-.R + S /i T)\2N-R-S
(R - T)\ T\ (S-T)\ \N-(R + S- T)]\

(1)

On obtient les estimations P et N de P et Ar en cherchant les valeurs qui
rendent n (ou son logarithme) maximum. Ce sont celles satisfaisant simultanément
les deux relations suivantes:

P=R-X.-, (2)
2 N

y>(N) - y) [N - (R + S - T)] - 2 ln (1 - P). (3)

(f(x) est la dérivée logarithmique de la fonction XI)
Cette dernière relation peut aussi s'écrire :

l A- ~ .+ + _
1 - 2 ln (1 - P).

N N -1 N + 1 - (R + S - T)

La résolution de ce système d'équations se fait le plus simplement par voie
numérique, en remplaçant dans l'expression tc, P par (R A- S)/2 A^ et en cherchant la

valeur N de N rendant maximum ti ; on en déduit ensuite P.
La forme de l'expression donnant n montre qu'il n'existe pas de résumé exhaustif

(au sens de Darmois 4)) pour l'estimation de P et N.

Cas limite

Ce cas se présente lorsque N > R + S — T.
L'application à (1) de la relation de Stirling donne les résultats suivants:

»HXX4X *-ih- m

On a représenté aux figures 1 et 2, P et A^ en fonction de (R A- S) pour quelques
valeurs du paramètre PL. On constate que :

si PL > 0,9 les estimations données par (4) sont correctes à mieux de 1%, pour
autant que R A- S > 20;

si 0,2 < P, < 0,5 les estimations données par (4) sont correctes dès que RA- S > 100.

Cependant, même pour de petites valeurs de R + S, les écarts restent inférieurs

aux erreurs à craindre sur N et P (voir § 3).
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Remarquons que dans le cas limite l'expression de ti tend vers la forme requise

par Darmois pour assurer l'existence d'un résumé exhaustif d'ordre 2, formé de

RA-SetR+S-T.

3. Erreur sur la détermination de N et P

Adoptons les notations suivantes :

_ i d ^w A
d2w d2w

w ln si, An - j-p2 A22 - -d-Ni A12 A21= - -dp-^r-

ces dérivées étant considérées pour P P et N N.
Les Aik forment les éléments d'une matrice A.
On sait que si le nombre d'événements est grand (et si l'on est au voisinage du

maximum) ti peut être représenté par une loi de Laplace-Gauss à deux dimensions
dont la matrice des covariances est la matrice inverse de A6)6).

Ses éléments seront désignés par Aj:1. Il est alors raisonnable de prendre comme

erreur ZIP,, sur P et ANC sur N les éléments de .4-1 correspondants, c'est-à-dire:

APc=(Any2 ANc=(A2-2y2.

(L'indice c rappelle que les estimations de N et P sontcorrellées.) Considérons d'abord,
pour simplifier, les termes AP et A N définis de la façon suivante:

*'-<4nr~- lXhX
AN (A22)-V2 {W'[N-(R+S- T)] - y' (2V)}-W

(5)

Ce sont les erreurs à considérer dans le cas de l'estimation d'un seul paramètre si soit
P, soit À7 était connu. (f'[X) est la dérivée par rapport à J de la fonction f(X)
définie plus haut.)

A - 2

les éléments de matrice Axx et A22 sont:

a -i _ _
X22 â-1— Au

^11 ¦ A A _ AI > -^22
¦"11 ^22 •/1U

Il vient finalement:

AP=AP —— AN AN —,
AP*AN* "l/l l___z)p2Z)iV2 (6)1/1 ^--ZlP2ZlA2 1/1

|/ (1 - ^)2 |/ (1 - P)2

Il pourrait arriver que l'approximation de n par une gaussienne au voisinage du
maximum ne soit plus valable (en particulier lorsque N est petit). Dans ce cas il
serait préférable, ainsi que le préconise O'Rear5), d'étudier directement les valeurs
numériques de n pour déterminer un domaine d'erreur.
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4. Redépouillement partiel
Dans ce cas, on effectue un deuxième dépouillement sur une partie seulement de

l'ensemble déjà dépouillé.
Désignons par N, R, S, T, et P les grandeurs déjà définies sous 1, se rapportant à

nouveau ici à la partie du système dépouillée deux fois. Soit n le nombre réel d'événements

du reste du système (la partie dépouillée une fois) et soit U le nombre de ceux
qu'on y a repérés.

La probabilité tc est maintenant donnée par :

A'! »!
Tt

(R - T) (S - TS) Tl [N - (R + S - T)] (n - U)

x pR + S + V m _ p\{2N + n-R-S-V)
_

(7)

On cherche à nouveau les valeurs P, N et n rendant maximum le logarithme de tc;
ce sont celles satisfaisant aux relations suivantes:

P= V/J*^' W(m-f[N-(RA-S-T)] -2in(l-P), ]2 N A n (8)

y>(n) -y>(n-U) - ln (1 - P).
J

Comme précédemment, il faut les déterminer numériquement; il n'existe pas non

plus ici de résumé exhaustif pour l'estimation de P, N, et n.

Cas limite

NJ» R+ S- T, n > U.

On peut chercher les solutions limites en appliquant la relation de Stirling; on
obtient les résultats suivants, assez évidents :

d 2T A - A R + s T R + s tt\ RA- S U
PL=-R+ s NL + nL= NtM - ïf- [-— + U\ —j A-

p (9)

L'expression de tc tend à nouveau ici vers une forme assurant l'existence d'un
résumé exhaustif, d'ordre 3 cette fois, formé de R + S A- U, R A- S — T et U.

Remarquons que la condition N > R + S — T entraîne pratiquement « > U.

5. Calculs des erreurs dans le cas d'un redépouillement partiel
Les erreurs APC, ANC et Anc se calculent à nouveau à l'aide de la matrice des

covariances, comportant 9 éléments cette fois:

d2w ö2kj d2w

a j à2«»
a à2w d2w

Xi Xa - -JAW ' Xs ^si - Qp-Jn ' Aw 32 - jtfjr
Ces valeurs sont considérées pour N N, P P et n n.
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Posons à nouveau :

AP=(Au)-v2
P (l - P)

IAA Z AL
I 2 A> + «

AN (A22)-w {xp' [N-(R+ S - T)} - xp' (A/)}-1'2,

An (A33A^2 {y>' (rì- U) - xp' (n)}-1'2

AP, AN et An étant comme précédemment les erreurs qu'il faudrait considérer
dans la détermination d'une des trois grandeurs N, P ou n, les deux autres étant
supposées connues:

On obtient:

\JaN2 + An2

2

1 - P

AP=AP\ 1

Av& —
X- P- et A«, 0

P (4 ZIA'2 + An2) -1/2

| (i _ p) (2 N A %) |

\ (H)
AX'' An2

1 -
4 PAN2 P An2

(1 - P) (2 N A- n) - P An2 (1 - P) (2 N + n) - A PAN2

6. Conclusions

Pour déterminer l'efficacité de dépouillement et le nombre d'événements existant
dans un ensemble donné, on effectue un deuxième dépouillement (redépouillement)
total ou partiel. L'application du principe du maximum de vraisemblance aux
résultats de ces «tirages» permet de déterminer P, N. et n, ainsi que les erreurs à

craindre sur ces estimations.
Les résultats que nous obtenons sont différents de ceux indiqués par les auteurs

qui ont déjà abordé ce problème1)2)3); ceux-ci, comme déjà signalé, supposent R, S,
et P liés par une relation de proportionnalité, et introduisent même 2 efficacités de

dépouillement, Px pour le dépouillement, et P2 pour le redépouillement; leurs
résultats indiqués ci-dessous ne sont en principe valables qu'en moyenne :

N RS
Pi

T
~S

T
Ai '

Remarquons que ces valeurs deviennent voisines de celles que nous indiquons pour
le cas limite, pour autant que les conditions supplémentaires suivantes soient
satisfaites :

AT grand, Pt et P2 pas trop petits et voisins, c'est-à-dire R peu différent de S,
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Ces conditions sont souvent réalisées dans le cas du dépouillement de clichés ou
d'émulsions nucléaires; mais l'utilisation de ces relations conduit à des résultats
erronnés lorsque ces conditions ne sont plus vérifiées.

Dans le développement de ce problème nous avons supposé que P était constant
pour tout le dépouillement. C'est là une hypothèse qu'il importe de tester expérimentalement

chaque fois. Pour cela on divise la partie redépouillée en K groupes, pour
chacun de:quels, on détermine une efficacité de dépouillement P( et une erreur
APic déduites des grandeurs Rlt S„ T{ qui lui correspondent. Il faut ensuite s'assurer

que les valeurs P{ sont compatibles avec la valeur P obtenue pour l'ensemble du
système (R S R,\ S US( et T E TA

Si le nombre d'événements de chacun de ces groupes i est assez grand, on peut
admettre que les Pi sont des variables de Gauss d'écart-types APic, et de moyennes P,.

Sans cela il faut utiliser d'autres méthodes, par exemple étudier le comportement
des grandeurs Gi définies par:

G, (P= P)

*i (P P,)

pour décider si l'hypothèse d'une valeur unique P est acceptable. C'est là un problème
classique de test d'hypothèse7).

Il est évidemment nécessaire de séparer complètement les systèmes pour lesquels

on obtiendrait des valeurs de P différentes.

Je remercie le professeur J. P. Imhof, pour l'aide apportée au cours de discussions.
Ce travail a été réalisé avec l'appui financier de la Commission pour la Science

Atomique du Fonds National Suisse pour la Recherche Scientifique.
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