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Quantum Theory in Real Hilbert Space III:
Fields of the 1%t kind (Linear Field Operators)

by E. C. G. Stueckelberg, M. Guenin, C. Piron and H. Ruegg¥*)
(Universities of Geneva and Lausanne)

(3. V. 1961)

Abstract: The method of RHS (real Hilbert space, seel)?)) is applied to the free
scalar and spinor fields. We remark, that two kinds of fields exist:

Fields of the 15t kind commute with | (= 1 = ]/:—1 inCHS (complex Hilbert space)).
In CHS, they are linear operators.

Fields of the 24 kind anti-commute with ] In CHS, they are anti-linear operators.

The general formulas of this article are valid for both cases. In this publication,
only the fields of the 15t kind are explicitly discussed. The relation between stalistics
and strong time veflection (CT) are clarified. Furthermore, a concise formulation of
contragredient four-spinors is given. Some well known formulas are explicitly restated
in RHS in order to show the difference between fields of the 1stkind and fields of
the 2nd kind3).

§ 1. Field Operators

We consider the scalar field w(x) ( + w”(x)) and the N-component spinor
field y*(x) (= ™4 (x), AB... = 12... N). Field operators satisfy the wave
equation

(O — M) wlx) = (O — M) p'x) =0, (1.1)
(0= —sig(g*") g% 0,0, =4 — 0},
A=2_j'(05)2; d=n—1; 0,=0,. (1.2)

1

Observables F*:--(x) are bi-linear forms in w(x) and wT(x) (or w(x) and

pT4(x)) and their derivatives (involving numbers or ] -dependent opera-
tors):

w,(x) = 0,w(x) ; ij: (x) =0, vi(x). (1.3)

There exist two kinds of observables, FV%-:(x) and F ®%*---(x), depending
on whether the transposed field operator operates after (F) or before (F®)

*) Supported by the Swiss National Research Fund.
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the untransposed operators. Observables are symmetric operators in RHS
(FT = F), which commute with J. From

[AB,C]=A[B,Cl. +[4,C). B (1.4)%)
follows, that fields either commaute (fields of the 15t kind)

Jw@] =05 [Jy'(]=0 (1.5,17k)
or anti-commute (fields of the 2m¢ kind) with 7

(J.w@)=0;  (J,p*(x)=0. (L5,209k)*) *¥)

Using the operators

s Sl

J=1x1, K=kx1, L=I%1 (1.6)

where 7, £ and / are the pseudoquaternions (see I A-4.9), one concludes
from (we write w, for w and )

w=1x Wy +7 X W + kX wyy + 1 X wy, (1.7)
(a form analogous to (I A-2.3)) and its transposed, that only

w = 1 X w(,,) + 7 X w(z) (1.8, 1Stk.)
or

W=k Xwy+Ixw,=(1Xwy+]xw) kxl)=wK (1.8 2k)

can occur in the bilinear forms defining observables. The present article
is essentially vestricted to fields of the 1t kind. However some formulas,
valid for either kind of fields are included. The discussions of fields of the
2nd kind is reserved to a later publication (see 2)).

For either kind of field, a phase transformation

Lo \_J

"w(x) = e* w(x) ; "wl (x) = wl(x) e~ */ (1.9)

leaves the observables invariant.

§ 2. Quantization of the scalar field

‘We look for an observable 6*#(x), from which 17 , and M u» May be
constructed (see (I 0.25), (I 0.27)). In principle, bilinear observables, for

example the scalar
: FO(x) = w”(x) w(x) (2.1)

*) [4, B] = [4, B_ = AB—BA; (4, B) = [4, B], = AB+ BA.

*¥#*) QOperators with a = (K, L, w, ...) anti-commute with J.
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transform according to
"FO (%) = (O(;_)l w”('x) O (O(L)l w('%) Oy) =
= FW (L-1"x) = F)(x) (2.2)
if o
"‘w('x) = O(‘LJI w('x) Oy = e w (L-17%)., (2.3)

For infinitesimal transformations, the phase 4 must be zero. The proper
Lorentz-group {L .y}, is therefore generated in RHS by (I 5.6) with

(T I, w(x)] = — w, (), (2.4)
[J M, 0(x)] = — [x,,0,] w(x). (2.5)

Thus, fields of the 15t kind transform like scalar observables. (For fields

of the 2nd kind, it is essential that f is inside of the commutators (2.4)
and (2.5)!) For pseudochronous and pseudochorous transformations, a
phase factor may occur.

We have, for the most general 0%#, the form:

6%F — oy OB 4 g, GOB (2.6)
OW=P(x) = (w7 wf + T w* — g P w? + MPw® w)) (),  (2.70)
0@ 8 (x) = (w0 w”® + wh W' — g (w, W'+ M2wwh)) (1)  (2.79)
and (2.4) takes the form
— [J I, ()] =
— — [ o) {o [T @7 w,) ), w0 + i [ (0 ) (), wly)]
t+ a [T w%) (y), 0(y')] + oy [J(, @7 (), w(y)T}
+ [ o) o T @ w) ), wly)] + a [ (@* ) ), w(y)])
+ M2 [ do,ly) fa [T w) ), w(y)] + 0 [Jwa) (), wl)}
=w, (). (2.8)

We chose 7(y) = 7(y') =0 i.e. y and y' are events on the same hyper-

surface with a time like normal v“(y) (dcr“(y) = g ( ) do(v); (V v,) (v) =

sig (g"™). w, w i w! and w” being linearily independent, all terms, except
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the first and fourth terms, have to cancel out. In particular, the last
integral proportional to M2 has to vanish. This leads to:

o [J@" w) (), wy)] + o [J(ww?) (), wy)] =0,  (29)
— oy [T w,) (), w(0)] — o [J(w, ™% (), w(y)] =
= 8y y') w,0). (2.10)
Where §%(y y’) is the (pseudochronous) d-function on the surface z(y) = 0:
oY) =) [ o) B ) = 1), (@)

In order that the 2nd and 3¢ term cancel against the second integral, the
symmetry condition, compatible with (2.11)

NS

[ 40,0 8,07 165) = sigle™) (%) () 1) 2.12)

must be satisfied. (2.9) and (2.10) are necessary conditions for (2.4). We
may integrate these two conditions, using the pseudochronous invariant
number, defined by

DO(xy) = DOx — y) = — DO(yx), (2.13)
(O, — M2) D(xy) =0, 2.14)
Dyy)=0;  0Dyy)=—0,yy) (215)%

obtaining

a [T ' () w(2), wly')] + @ [] w(z) w' (2), w(y)] = Do(wy) w(s). (2.16)

A somewhat lengthy calculation shows, that (2.16) is a sufficient condi-
tion for (2.5). The CR (commutation relation) (2.16) (although more
general) is analogous to the CR proposed by GREEN?) and VoLKkoV?) for
spinor fields (see (8.8)).

Let us consider fields of the 15t kind. Applying (1.4), we find:

J ay {7 (%) [w(2), 0(y)] 4 [©7 (%), w(y)]; ©(2)} +
+ T oa {w(z) [07(x), w(y)].. + [0(2), wy)]. w7 ()} =
— D(xy) w(2) . (2.17, 15tk.)

*) The particular choice 7(y) =y"—y'"*=0, d;a(y) = (00...04d2y); 6 (yy) =
(00...0 6(;—- 37’)) leads to the usual definition of D%xy) (metric (6.14)).
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The most simple solution is

[w(x), w(y)]5 = 0 (2.18, 15tk.)
T [0 (%), w(y)].. = D3 y) (219,1°k)
+o,tay=1 (2.20,1stk. F)

It will be more convenient to write (2.19) in the more usual form:

~

J [(x), 7 ()] = + DO(x ) 219,17k

§ 3. The Charge Operator for Scalar Fields
The observables

194 = (] w7 w* + w™*(J w)) (), (31%9)*)
@) = — (J ww™ + w* (] w)") (9 (3.1%)%
satisfy the éontinuity equation. We form:
7%(8) = By TO*(3) + B () 32)
defining thus a 7(y)-independent scalar
Q=B QM+ B 0% = [ do,) () 33

called the charge Q. If we require, that the phase transformation (1.9) is
an orthogonal transformation in RHS

A

"w(x) = 0-1(A) w(x) O(A) = e*/ w(x), (3.4)

0() = 772, (3.5)
We need the CR:

~ 1 Q. wly)] =
— = [ d0,0) BT w)Tw0") () w(y)] + B L] ™= ] ) (), wly')] +
+ B [ww™™) (), 0] — B [(J (@) 0), wiy)} = Jwly). (3.9

*) The signes have been chosen so as to give, for fields of the 15t kind:
iMagy) = J7 (@T wr— wT%w) (7), (3.1, 15t k)

i) = J-1 (0 wx T — we wT) (2) . (3.1, 1stk.)
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For fields of the 15t kind, this condition reduces to

~ [ o) {1 (" 0% ), w(v)] — BT " @) (), wly)] —

~ B LT (@) (), w0 + fa ] w0 w7%) (), w(y)] =
= [ do,) &1y ) wiy) = wly) . 36,17k

Comparison with (2.16) shows, that the first two terms do not contribute
if ;= Aoy and , = — A a,, while the second two terms equal the integral
in the third member, if

Br= o, Bo=— . (3.7, 15tk.)

Thus, even for the general CR (2.76), Q defined by (3.7) is the generator of
the infinitesimal phase transformation for fields of the 15¢ kind.

§ 4. Charge Conjugation for the Scalar Field of the 1st kind

For fields of the 1%t kind and for the most simple CR’s (2.18_) and
(2.19_), follows that:

"w(x) = O(E)l w(x) O, = w'(x), (4.1)
W' (x) = Oy (%) Oy = w() (.17

is an orthogonal transformation in RHS. The CR’s lead to BE-statistics.
In other words: O-covariance requives BE-statistics. We have further:

Oy 0V (x) Oy = 09 *(x) (4.20)

O 8928 O, = FH%9 ] . (4.2@)
Thus, chosing o; = oy = 1/2 in (2.20_), we find, that

0%8(x) = 2 (0V=F + 9®=#) (x) (4.3)
is invariant with respect to O,. Furthermore, from

Oy 17%(%) Oy = 19%(%)., (4.4)

Oicy 19%(x) Oy = 19 *(#) (4.42)
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follows, that on account of (3.7) and (3.3)
0(};} QO =—10 (4.5) *)

l.e. }'J“ and @ change sign under O,.
We may now define two kinds of time reversal
(1) T > Oy, weak time reversal (T)

'w('x) = O(T) w('%) Oy = w(T-1'%) (4.7) *¥)

with respect to which \é‘( ) is a pseudochronous vector, and Q a scalar;
(2) T = O0¢) Oy = O ¢y, strong time reversal (CT)

(%) = Oy w('x) O p = W (T-1 %) (4.8)

with respect to which j*(x) is an (ortho)vector and @ a pseudochronous
scalar.

The second definition seems more appropriate because classical particle
theory (see STUECKELBERG?®)) defines

(%) = f dh () &(x — z())
#0) = ) (2 (3) = sigle™),

Q= [ do,o) 1*0) = sig(+(A) -

Thus O\c-covariance or strong time reversal (O 1y)-covariance decide for
BE-statistics in the case of scalar fields (see SCHWINGERS®) and PAuUL1?)).

§ 5. The Development of the Scalar Field (1st kind) in Terms of
Positive Frequency Wave Packet Operators

Let us define integral operators 2 and Q' , operating on space func-

tions f( ) which vanish sufficiently strong for | x | > co:

Q1@ = (M- f@) = [ay 2z —y) ). 51

—

Q2 ) = (M2 — A8 f3) = [ dty @z =y /). (52

") 0 T Oy = — 7). (4.6)

*¥*¥) v = Tao—> {4 = x; '¥" = —x"}. T-1 = T. The arbitrary phase factor may
be left out.



682 E. C. G. Stueckelberg et al. H.P.A.

The kernels Q({;D are essentially Hankel functions decreasing o
exp (— |M||z|) for |z]| > | M |~1. We note especially

f dix g(x) - 2 f(x) = f dix g(x) Q - f(x) f dix (QU2g) () (v).  (5.3)%)

In terms of 2, we define two denumerable sets {u', u”, ..., @, ...} and
{v', 0", ..., 99, ..} of positive jrequency wave packet opemtors (PFWP’s)

dependmg but on the operator ] and vanishing for |x | > oco. They
satisfy:

0w (xl) = 0w (%) = ] Qu'(,b). (5.4)

These sets are normalised in terms of ‘matrix elements’

Q(%”T, M’) — Q(M,: MHT) res %f ddy (u”T (Q + Q) 'IA’,’) (;, t) =

1%

fﬂ (@12 " Ty (@12 ")) (y,£) = 8, = 0. (5.7)

Furthermore, each set is complete if the ] dependent operators:

S, w(x) wTy) = DHxy) = DHx — ), (5.8%)

U

S, wT(x) w(y)=D-(xy) = D-(x —y) = D*(xy) = D*T(xy) (5.8

depend but on x — y and are invariant with respect to the subgroup
{L (ocnry}- A PF-solution f+(x) of the wave equation may be expanded in
terms of one of the sets:

fre) =S, w@ =5 T [ do,y) Drxy) (03— 05) 110).  (59%)
For NF-solutions:
=S, v W fy == 5 ] [ do,ly) D-(xy) (02— 02) ) (5:9)

*) Operators .0%, .£2 (with point on the left) operate, in the usual way, fo the right.
Operators 0%., 2. (with point on the right) operate o the left.
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holds. The general solution of the wave equation may be written as

) = 2-12 (S a,. )—{—Sv,b; v'T(x)) =
= —fdo’a(y) D(x y) (.0% — 0%.) w(y) =

— .,/- d;a(y) (— 0;‘ Bﬂ(x y) : w(y) . Bo(x y) wu(y)) (5_10)
‘with
Bﬂ(x B o= % f(D+ — D7) (xy) = — 50(3, x) = f)o(x y). (5.11)

A comparison, for x = y’, shows, that the pseudochronous number (5.11)
is identical with the number defined by (2.13), (2.14) and (2.15).
The CR’s, resp. ACR’s (2.18) and (2.19) imply

(a,, Ay [b;f, bf] = [a,, b;f] =, (5.12)
[du » u ]q: :l: 6ufurr; [b.g:, bv”]:F = :F 61;’1;”;
[@,, byle = 0. (5.13)

As a, al and al. a, are positive operators, (5.13.) contains an algebraic
contradiction. This is PAurr’s®) argument for excluding ACR’s and FD-
statistics for scalar fields.

The CR’s can be satisfied in terms of the creation- (¢”) and annihila-
tion-(a)-operators:

010 0. 000 . 000
0 0yz 0. . [1 00, - [o10
_ 0.}, (10 M afae
““loooys.|m “Tloyzo. ] T4 loo2
o (5.14)
writing
ap=1x1Ix)x(1Ix1)x-x@x1)x(@Lx1)x--- ]
(5.15)
bg =1x (Ix 1) x (Ix1)x-x (Ixa)x(Ix1)x- |

The eigenvalues of N, = a]. a, are the non-negative integers and the
charge has the form

0=S,(No+3)-S, (M +3) =S, N, -S, N, 619

No ‘zero-point charge’ appears because a 1 to 1 cdrrespondance between
the sets {#'} and {v'} can be established.
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Charge conjugation can be written explicitly, if the sets {#'} and {v'}
are chosen identical:

’ -1
= O(C) a, O(C) =b,,

uw

b, = Oy by Oy = 4, (5.17)
from which:
Oy = O = OT (5.18)
follows. The operator is
O = [ Lo e b =00 a0) = TN, (5.19)

In order to quantize explicitly /7, denumerable sets, satisfying

0% u'(x) = }Jl:’“ w'(x),

U

R M2=0; = | M| (5.20)

have to be chosen. Taking in account some additional orthogonality rela-
tions, one finds

o~ S (¥, + ) et S (M, +5) # ko (5.21)

(5.21) is symmetric for particle and antiparticle states. Aside from the
infinite ‘zero-point contribution’, the energy spectrum has a lower limit:
Thus, thermo-statistics with a positive absolute temperature can be
applied19).

§ 6. Dual Spin-Spaces

In this section we deal exclusively with real and complex numbers: we
distinguish between ¢ contravariant (ctr) and y, covariant (cov) spinors.
¢ and y, are two dual, N-dimensional spin spaces (SS). We shall
distinguish between (real) RSS and (complex) CSS. The general case

being CSS, all symbols ¢4, y,, ... should be written as ¢4, ., ...
For any complex number

0=0pnt+10m<=0=0(]) =0n+ J o (6.1)*)

gives the relation between the complex numberg and the f—dependent

operator g = g (f) (see I, Annex 2).

Ea ey p
*¥) We shall use g, o,... for complex numbers (resp. for J-dependent operators)

and 4, u, ... for real numbers.
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SS or A-space is related to physical space-time or a-space by a mixed
A-space bi-spinor a-space vector y*4,, satisfying

Y L T S e (6.2)

or, in matrix notation
" ) = 289", | (6.2 M) *)

where 94, = §4 is the identity bi-spinor. (6.2) with ;%A is an algebraic
equation and, with =4, it is an operator equation depending but on J. Two
contragredient spinors allow to define a scalar y ¢ =y, ¢? and a vector
2V*P = 7ay*"p " in o-space.

We resume, without proof and references, a number of well known
theorems: ‘

() Thie sisg d” == o # o= 0 o [0 00 L w05 [0y g 5o 8] = 1iBinvn I 18

formed from the totally antisymmetric a-space tensors

ycxl...av oo ,})[al...aﬂ = (vI)_lzP (_ 1)P P(’y“.l... ,J,ocv) o |
=y* . . y%ifall ;... «, are different. (6.3 M) **)

The subsets I'®) = {p%---%} contain () independent elements.
(2) Two irreducible representations of (6.2) 'y* and »* are related by

WS = 59 : (6.4 M)

where S is either the zero matrix or a non-singular square matrix. In
particular, for » = 2 m (even), all irreducible representations are equiva-
lent 1.e. we have

‘= S g% §-1; S={S4); ‘N=N.  (65M)

For n = 2m + 1, two non equivalent representations exist. A matrix S
commuting with the # y*’s of an irreductible representation is always of
the form:

[S,9*]=0; S=p", (6.6 M)

Furthermore if S and S’ satisfy (6.5 M), we have
S'=0S. (6.7 M)
*) Matrix multiplication is always a contraction over contragredient spinor in-
dices. Formulas with (... M) are matrix identities.

**) Xy implies summation over all »! permutations P of o, ... oy with (—1)F =
+ (—)1 for even (odd) permutations.
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(3) For n = 2 m, the 2" elements of the ring /"= {y”} are linearily in-
dependent.
(4) The relation

Yy = eyt t=1t(rs); gs=41 (6.8 M)
~ holds.

(5) If an irreducible representation of (6.2) for » = 2 m is found, we
may form

Vo1 =0 P12, o=1lor ] (6.9 M)

and thus obtain an irreducible representation for ‘n =n +1=2m + 1,
because

iy %) =0 xa=12...2m; Fpsi)® =90 (6.10 M)
(6) The number & in
(w.s.) y, yr =& y* = £V 90 (6.11 M) *)

depends but on the set I'® and takes the values

£ = (— 1) for v=2u, (6.12)
M) = (—1)* V2 for py=2p+1 (6.13)
if
signat (g*f) = + (11...1 —1). (6.14)

(7) If the representation is given, to each L corresponds a transforma-
tion Sy,

. L—0Sy; S— Ly, (6.15)

(defined up to a factor g) leaving y*4, invariant:
¥ 4= L% S84 7" Sy P s (6.16)
g e By B 7™ 8 (6.16 M)

This relation in SS is perfectly analogous to (I, 3.9) in RHS; instead of

the arbitrary phase factor in (I, 3.12), the arbitrary Eappears in (6.15).
(8) To the infinitesimal transformation

‘o ‘o 1 ¥ o -
L%, = 8% + 2 s 2,5, (6.17)

*) (w.s.) means ‘without summation over indices in contragredient positions’.
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corresponds
1
Suyy=7"+ T&w“”yﬂ,,. (6.18 M)

(9) To the transformations L = (P, T, PT)*) corresponds, for #n = 2m
(d=n — 1)**)

Sp=07" Sp=oy-?; Spr=0QVas1;
Se'=07 Spl=e 'Ye.m; Spr=e 'y, (6.19M)
(10) If the Dirac-equations are written as
(¥ 0 + M y*5) @P(x) = (y* 0, + M y°) @(x) =0,  (6.20 ctr)
2a(®) (45 0y — M Y*4p) = y(x) ()" 0, — M y°). =0, (6.20 cov)

the momentum-energy-density tensor is

1

6°0(x) = T*A(x) + 5 0, s7°%(x) (6.21)
0, 5238(x) = (T?* — T*P) (), (6.22)
T*y0) = 5 (27*(-05— 05.) 9) (), (6.23)
0, T%(x) = 0, (6.24)
s*P7(2) = o (177 ¢) () (6.25)
and the current-charge-density vector
1%(®) = (xy* @) (%), (6.26)
7%(%) = Jeonvection)(¥) — 0, m°*(%) , (6.27)
Jeeonvectiony(¥) = — (2 M)~ (y (.0* — 0%.) 9) (x), (6.28)
m*P(x) = — (2 M)~ (xy*P ) (%) (6.29)

In order that ¢*(x) and y,(x) satisfy the wave equation (1.1), M must be
a real number and the signature must have the form (6.14).

) P> {al = —af, 'a%" = 2"}, T> {2l = 4, 2" = — a7}
PT > {'x* = —x%} forn = 2 m.
**) For n =2m+1, only S(pr) can be defined. As we require the full L-group,
our discussion is limited to » =2m =even, d = n—1 = odd.
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In addition to these well known theorems, we add the two following
theorems which follow from a theorem of FrROBENIUS and SCHUR1?)12)
(given in Annex):

(11) For » = 2 m, the number of dimensions of an irreducible repre-
sentation is

N =0, (6.30)
(12) For
n =24 (mod 8) = 2,4, 10, 12; ... (6.31)

all representations are equivalent to a real representation. For
n = 6,8 (mod 8) = 6, 8; 14, 16; ... (6.32)

all representations are nmecessarily complex. However a matrix C, the
Pauli-Matrix?®), exists, relating

o~ o~

y*rzéy’/c\‘—l pr .l =CpC1. (6.33)

(13) Every IMG (irreducible matrix group, see Annex) {+ ’/)\z’} is equi-
valent to a unitary representation {4 /7\;’} In RHS, this implies for every
{+ '7/;’}, there exists an S |

e 5 51 _ (6.34 M)
so as to have '

Y=Y E(y) = (w.s) Ey,. (6.35 M) *)

(14) For n = 2,4 (mod 8), where {’7//\”} may be chosen real, the unitary
representation may be chosen real and orthogonal:

yTrEE) T = (w.s) &y, (6.36 M) *)

*) * signifies ‘equal in a particular representation’.
~ is the transposed matriz in SS (T being reserved for transposed operator in RHS,

see I).
yyrB=yB (6.37)

~ interchanges the spinor-indices ‘left = right’, leaving their covariance un-
changed!
X is the heymitian conjugate matrix in CSS

Px7 B = y¥r (6.38)

B
A .
“
To it corresponds, in a [-dependent representation, the operator relation in RHS

y:r B — ,J,TrBA . (6.39)
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§ 7. The fundamental spinors 17 4p and HA B

In order to form observables 0*#, T, s*f” and j* ((6.21)—(6.25)) from
a contravariant field operator ¢ (x), we need a non-singular fundamental
spinor 145 from which we may form a covariant operator p* (x) = n 4 pp™? (%)

-14C

N WCBZYIBC??ﬁIC

. P ,yOAB , (71) "

Nty =nnt=19~>. (7.1 M)

We shall assume areal representation of y*4 , i.e. restrict our considerations

ton = 2,4 (mod. 8). However the theory can also be written for J-depend-
ent y*4_ (thus for # = 6,8 (mod. 8), but the calculations are much longer*).

Analogous to (6.16), we require invariance of # with respect to the
group Sz (i.e. ¢(L) = 1 or = sig(det (L") or = sig(L™))

Yryog = C(L) Hiup S("L)IA,A S(}‘)] By (7.2)
n=c(L) S(‘L)l"‘ i 5(1)1 . (7.2 M)

For L,y (cf. (6.18)) we have

Y+ ny” =0, (7.3 M)
which allows the fwo possibilities:
YTE=F oyttt e yTEp=TF oyt (T4 MR)

We shall now show that 1\7J is pseudochronous while ;; is pseudochorous.
From (7.2), with (6.19 M) (o = A), follows

U A St

1= c(P) A2y fy e = T o(P) A2 q(p)2 = + o(P) A=27. (7.5 M)

Thus we have A2=1 and c¢(P)= + (—) 1 for ;7) (1?) ;; is thus ortho-

chorous and # is pseudochorous. Further

v

r";' = ¢(T) }“_2?’;..1 ;i\yd...l =
— T o(T) A2yt )2 = T o(T) A2, (7.6 M)

leads again to A2 =1, and ¢(7) = — (+) 1 for # (n). ;; is thus pseudo-

A
chronous and n orthochronous.

*) The statement given in a previous communication!?), that only real represen-
tations can be used, is therefore erroneous!

44 H.P.A. 34, 6/7 (1961)
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Transposing (7.4), we find

() ) \J

yr=F Ty T T =F Tyt (1T M)

(7.4) and (7.7 M) are both changes of representation of the type (6.5 M)

(because 'p* = — »* is a change of representation). Thus, on account of
(6.7 M), we have . g
n=2A7. (7.8 M)

Transposing this equation, we find A2 = 1; v and n are either symmetric or
antisymmetric matrices. Furthermore we have

Nty = SPT} Lyt = Ly (7.9 M)

In order to find the symmetry of 17, we choose an orthogonal representa-
tion (6.36):
YVE ) = =9, (7.10 M)

yUrRE () l=y, = — . (7.11 M)

From the ACR’s (6.2 M) follows that » * A y"satisfies (7.4 M), » is there-
fore an anti-symmetric matrix in this particular representation. Now, in
analogy to (6.34 M), we have in a general representation

U

Ngrp = WABS_IA'A S—IB'B (7.12)

conservation of this antisymmetry: #,p is, in all (veal) representations,
antisymmelric:

o A\ [

Map=Npa= " Nan nw=—mn. (713); (713 M)
We choose, in particular
Nap £ V5 (7.14)

in order to have for the charge-density

1(1)71 — "P ')’ Y= w’g ')’"CBTP 1)UTA (_ Nac ynCB) '(/JBE
=yl ayf (—yi ) 2 3 9Tyt >0, —yhpxdh (715

a positive operator. We may now determine the symmetries of the pseudo-
chronous covariant bi-spinors:

A pl w

Ve ="Nac? ‘g v

r (cov)

—yr. (116); (7,16 M)
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We have, on account of (7.4 M),

“ w () (]
~ Oy 0y

Y =YY = LTy = = (1) Ly
(7.17)
This gives the following table:
sym.: ;)J“ ;joh s P Ky %y Oy s
(7.18)
antisym.: ;0 = ;; ;jac1 oty Oy ;joz1 Oy g Oly
From (7.9 M) and (7.17) follows:
o 2 (mod 8)
7=+ 77 for n= . (7.19)
4 (mod 8)

§ 8. Quantization of the Spinor Field

If y*(x) satisfies (6.20 ctr), it follows from the symmetries of p% , =
'}’((IAB) and 'yg B — V?A B tha,t

L)

Pux) = ;7),43 PP(x) = — P (x) ;;BA (8.1)

satisfies (6.20 cov). The same is true for v’ 4(x) and 9% (x), because we con-
sider but real representations (» = 2,4 (mod 8)). We form the tensors
T%4(x) and s*#7(x), either posing

XA:(}J;A)T; ‘PA:’PA:
T (2) =~ (T )T v 9y — (T wp)" v v) -
S WA TR+l ) (1) (=92 ) (8.20)
or, posing
Xa=Ya: ' = (] oY)
T () =~ (py*(J pp)" — v (T 9)7) =
— LT T TRt () (o). (829)

The second form of both equations shows a) that 7*; and T® % are

observables (on account of the symmetry of y{, 5) and b) that they are
orthochronous, if we define:
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YA(R) = 0y (%) Oy = T2 St W (L1"7) . (8.3)%)

The same is true for sV*87 and s®*#”, on account of the antisymmetry

of y B = y[ ‘0%, Thus, 6 *F and §@®*F are orthochronous observables.
It can be shown, using the Dirac-equations and partial integrations,
that one may write

10 = [ do) (977 ,) 6)., (84)
o= — f da,) (9, ¥*(J 9)7) ) - (8.42)
With
Hﬂ—oclﬂ(l - a2H(2)
the relation o
[T WO =yl () (8.5)

1s satisfied, if

—a [(J (T o) " v.) @), 9% ()] + e (7 ;ﬂ YT 9)7) @), 9% ()]
=5y ) v ). (8.6)

This relation can be integrated, using the invariant pseudochronous (real)
number (function)

SMg(xy) = (—y**5 05 + ¥*4p M) D(x y) (8.7) **)
in the form

S

— oy [J (Jy)" @) v 5 9"@), 97 ()] +

oy [T 9,(2) 745 (T ¥B)T (1), 95 () = SYB (v ) p*4, vB(0) . (8.8)

In order to verify (8.6), we operate on (8.8) with 0, and pose x = z = y.
Further we use (2.15)

S, 9) = P70, 89

and (2. 12)
[ 30,00 8507 ) 0 7% PO) = = sigleun) 47 ) (08 9% P0') =
~ #) = [ do,) 2 9 7). (810) *+¥)

*) We may, as in (2.3), introduce the arbitrary phase factor for pseudochorous
and for pseudochronous transformations.

**) The function S* p(#¥) is not to be confounded with the transformation matrix
S'4, or S/A
A9 Dya- g g
i (},ﬁ ya)B'B 5,3(3/' y) = yOB’B 6“(3}’ 9) . (8.103,)
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So far, all relations are valid for fields of the 15t and of the 2 kind.
Leaving the discussion of fields of the 274 kind for a later publication?),
we rewrite (8.3) for fields of the 1t kind ([J, 4] = 0) using (1.4):

— oy fph (%) 24, [P, v¥ ()] + WL (0), ¥ ()] 745 9P (@)} +
oy {4(2) 74, [T E(), 9 )]s + 4(2), PP )] e v P ()} =
— SOy %)y, 9P (). (8.11, 1=t k.)

This is a generalised form of the CR’s discussed by GREEN?) and VoL-
KOV 5). The most simple solution is

[y (%), p®(¥)]==0 (8.12, 1st k.)

and

T i), ¥ (). = S°F (v %) (8.13, 1st k.)

which give to the 15t term the right kind of structure. In the 274 term,
we use the identity, following from (8.1) and (7.4 M)

v

P (2) y*4 T B(x) = 9P(2) y*4 9T ().

Using again (8.13) and (8.12), we find that (8.11) holds, provided

OC1 ; 0!.2 = 1 . (8.14, ]_St k q:)

We may rewrite (8.13) in the more usual form

A (3), py()]e = S™y(x ) . (8.13, 1t k.)

§ 9. The Charge Operator for Spinor Fields

The two expressions for 7* (6.26) are

LS

%) — (T y* ) (¥) = 4 97) () (— 9% 5) (9.10)

12%(x) = (py* y7) (%) = (@' w7 5) () (— 9% p) . (9.1®)
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Forming again Q =, Q" + 8, 0® (see (3.2)), we have, for fields of the
15t kind, analogous to (3.6, 1%t k.),

—[Q. %" (¥)] =
= — [ do,0) {81 (67 7 %) 0). 9" )]+ Ba Ll 7 97) ), ¥* ()]}
Ef do, () (' ) v¥ ) =" ). 9.2, 1 k.)

For fields of the 15t kind, we compare (9.2) with (8.6), (the j}’s cancel out
and we omit the index , of differentiation*)). (9.2) results, if we pose
again (3.7, 15t k.) 1.e.

ﬁl = 0(1; ‘82 = = az . (9.3, ISt k.)

§ 10. Charge Conjugation for the Spinor Field (1st kind)
We see at once, rising the index of (8.13)
[y (%), 9" P ()] = "4 P(x y) (10.1)
that the invariant number (function)
S4B (x y) = (—y*45 05 +9°4% M) Do(x )

= $YPA(y 2) = 71 7C S (x ) (10.2)*¥)
is symmetric with respect to 4, x = B, y. Therefore the substitution
T4

x),

"y (x) = O v'(x) Oy =y

Pt (%) = O(—c; w4 (x) O(C) =y (%)

(10.3)

is again an orthogonal transformation, if we choose the ACR’s (8.12,),
(8.13,), (10.1,). Thus I D-statistics for spinor fields is a comsequence of
Oc)-covariance or of O ¢ py-covariance (in perfect analogy to § 4). Further-
more we have, on account of (8.2), again the relations (4.2). Using (8.14.),
we have again, with «, = «, = 1/2, the expression (4.3): 6*f(x) is in-

*) Omitting the index 4, Tneans, that we use the integrated equation (8.8)!

)

* %) ,yrABz;;—lBDyrAD__nflACn—lBl) (10.4)

Yep»

L] W
yr (ctr) — — 7 77_1 —_ __,,,7-—1 ’J/’ (cov) 77—1 . (10'4 M)
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variant with respect to O *). The equations (4.4) are also valid. There-
fore, using again (3.7, 1stk.) (= (9.3, 1stk.)) we have again (4.5) and

(4.6)%): 1* and Q change sign under O, The rest of the discussion is ana-
logous to § 4.

§ 11. The Development of the Spinor Field in Terms of Positive
Frequency Wave Packet Operators

We introduce again fwo denumerable sets of PEWP’s {p'4,¢"4, .. .¢@ 4.}
and {y'4, y"*... y@4...} satistying the Dirac equation (6.20) and (5.4).
The sets are normalised in terms of

()

P 7) () =1, 9) (1) = @' ) () = (@' 2 %) (6) (). (111)%%
On account of the decomposition (6.27), one verifies that the normalisation
Qe.x)=0; Q@ ¢)=0@" . ¢T)=6,,>0 (112

is possible. Completness is assured, if the f—dependent operators
=S, P40 el = ST (w—y), (1134

)

=S, 0T gl = S —9), (1139
S~ E(xy) = St E(x y) = STEA(y x) (11.4)

are invariant with respect to {L o} Againa PF-solution /¥4 (x) of (6.20)
may be written in the form ‘

@ = S, 040 £ = [ do0) ST [T) (1159

and

=S, 2@y = [ o) S A i ). (1L57)
*) 0%F and ]a can be expressed in terms of commutators:
Teps) = 5 T (974, 921+ [pd, 5 () (<3 g (10)
Br() = - I [pT4, yB] (1) (=247 (10.7)
1) = W74, ) () (— 72, ) (10.8)

**) The pseudochronous sign in cp and S S+4  does not imply any covariance pro-
perty but only indicates lowering of the 1ndex
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The general solution of (6.20) may be written as

=S, 946 + S, 80 1 ™) =

= [ do) 44(x9) 77 70 (1.6
with 9 g 5
S¥pxy) = (ST + S (x9). (11.8)

If x =y’ is chosen on 7(y’) = t(y) = 0, it follows that

SYE (v y) p*C= B, 65y ). (11.9)

Now, this is exactly the condition (8.9), (8.10). Thus S0 4-(xy), defined by
(11.8) 1s identical with (8.7).

From the development (11.6) and (8.12), (8.13), follow the CR'’s or
ACR’s:

[a,, a,)y = [b], bL]- = [a,, b.]- =0, (11.10..)
la,, al]. =, 7, 5,], =0, [a,b].=0. (1111)

Taking the ACR’s (on account of O(¢,-covariance), (10.8) leads to

Q= Sfp' (N‘P' B %) - Sx’ (Nx’ N %) B qu' N‘p' N Sx’ N"' (H:12)

with N, = al a, . The ACR’s (11.10) and (11.11) are satisfied in terms
of the pseudo-quaternions (I, A-4.8)

| . {00 . {01
T-Sa+i=( o) a=Fa=n=(g o)

00 1
T _
N=a a_(o 1)— 5 (1— &) (11.13)
with

Ay =1 x (R X k) X (B xE)x - x(ax1)x(1x1)x
(11.14)
by =1x (kx k) x (kxk)x-x(kxa)x(1lx1)x

The eigenvalues are {N_} = {0,1} i.e. FD-statistics holds. The explicit
form of Oy, is again given by (5.19), if the sets {p'} and {x'} are chosen

to be identical. Quantization of /7, leads to

- — S, (N, - %) P S, (¥, - %) Fe, (11.15)
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if the PEFWP’s satisfy (5.20). Thus, the energy is, apart from the nega-
tive infinite ‘zero point contribution’ (which is again symmetric for
particle and anti-particle states), a positive definit operator: the spectrum
has a lower limit, and statistical thermodynamics with a positive absolute
temperature may be applied!9).

The CR’s (11.10_) and (11.11_) lead, whatever «; and «, (satisfying
(8.14, 1stk._)) we choose, to an energy spectrum without lower or upper
limit : thus statistical thermodynamics cannot be applied. This is PAULI's?)
reason for excluding BE-statistics for spinor fields.

Annex I: The Theorem of Frobenius and Schur1?)12),

states that an srreducible matrixz group (IMG) {f),} (th....=12... h) of
order % belongs to one of the three kinds:
An IMG is of the 1st, 2nd or 3rd kind, depending on wether

— 1st
=1 37, tr(DY) =J + 1l for an IMG of the { 224§ kind.  (A-1.1)

l 0 I 3rd
(1) An IMG is of the 75t kind, if it is equivalent to a group of real matrices,

1.e. if for all representations {Bz} a matrix S exists, satisfying

{'ﬁi} = {§ ﬁ,- §*1} with ’I/)\;.'= —'D, . (A-1.2)

1

(2) An IMG is of the 2 kind, if it is equivalent to its conjugate complex

group, 1.e. if for all representations a matrix C exists, satistying

/\/\/\

{D}={CD,C-1} with 'D,=D}. (A-1.3)

NB.: For an IMG of the 15t kind, a matrix C exists a fortiori (Ez S¥-1 §).
(3) An IMG is of the 377 kind, if it is not equivalent to its complex con-

jugate group i.e. if no matrix E satisfying (A-1.3) exists.

Now the set {4 I"} = {+ 9} forms, for » = 2 m, on account of (6.8 M)
an IMG of order 2 x 2. In order to find out to which kind it belongs, we
have to evaluate

@2x27m-1 3 Mtr (L)) =22 tr ((p"?). (A-14)

To evaluate this sum, we decompose each subset ') into two parts

{ya,...ag} - {yz’l...ig} + {yil---fv—l n} , (A-1.5)
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each having (d = »n — 1)
(0)=C)+ (5 (410

elements. Using (6.12) and (6.13), we have
(e

2t )= Z [(f) B (viil)] ‘ (_1)(%1)/2[
~ NRe ), [(f) - (Wi)] (1 =) F* =

—4NRe[(l+4)r-3 =20+D2 N cos((n _3) 4£) . (A-17)

tr(y?) =

Me remark first, that our condition (A-1.1), (A-1.4) has the periodicity
‘n=n (mod 8 =...,n—8,n, n+ 8, ... In particular, we find, on account
of cos (m/4) = 2‘1/2 N = 2"? je. (6.30) and furthermore that our IMG is
of the 1%t kind for #n = 2,4 (mod 8) (6.31) and of the 274 kind for # = 6,8
(mod 8) (6.32).
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