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Covariant Hyperquantization®)

by J. M. Jauch.
Dept. of Physics, State University of Iowa, Towa City, Iowa, USA.
| (29. TI1. 56.)

Abstract. The differential equations for the vacuum expectation values of
- chronological products of field operators are transcribed into an operator formalism
which is covariant under the Lorentz group. This is accomplished by introducing
a new set of field operators with the same transformation properties as the ordinary
fields to which they correspond. They operate in a certain linear vectorspace (2
and they satisfy very simple commutation rules. The vectors in £2 have no relations
to the statevectors of the system. They represent instead the solutions of the
HEe1sENBERG field equations provided they are suitably restricted by certain sub-
sidiary conditions, subsequently called the field-conditions. The vectors which
satisfy these conditions are constructed in closed form. '

It is shown that the scalar product in £ cannot be the positive definite product
characteristic for the HiLBERT space. In fact the scalar product in £ must be
symmetrical in the two factors for a covariant formalism.

Introduection.

The present paper has a two-fold purpose. On the one hand we
shall base the formalism of hyperquantization 1)2)%)4) on the well-
known mathematical notions of multilinear algebra. On the other
hand we develop this theory in a relativistically covariant form.

The two points are not unrelated. Indeed as we shall see the
emphasis of the purely algebraic aspects of the formal manipula-
tions involved here show clearly that the scalar products of the
hyperquantization space subsequently called £ play an entirely
different role from the scalar products of the state vectors in Hilbert
space. Whereas the latter are directly related to observable quanti-
ties (viz., expectation values and matrix elements), the former are
not. In fact it is possible to develop the formalism without specifying
the scalar product. The choice of the scalar product is essentially
determined by the requirement of the relativistic covariance of the
formalism. The decisive point is the transformation properties of

*) This work was supported by the National Science Foundation.
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a spinor field. Because the spinor components transform with the
complex coefficients of a non-unitary matrix, the only covariant
scalar product of the hyperquantization space £2 is a symmetrical
scalar product. This space is therefore not a Hilbert space in con-
trast to the space of the state vectors.

In the previous work 1)2)3)4) the assumption has always been
made that the scalar product in £ is the unitary product character-
istic of a Hilbert space. The formalism which arises from this assump-
tion has very awkward transformation properties under the Lorentz
group. Forinstance the scalar product (Equation (26)) of reference?)
1s not invariant under Lorentz transformations and the vectors
introduced by CorsTER (reference!)) are sums of vectors, each of
which satisfies a different transformation law. Since all these theo-
ries are merely formal transcriptions of manifestly covariant field
theories 1t should be possible to develop hyperquantization with
covariant equations. This is accomplished in the present paper.

The theory 1is closely related to the method of generating functio-
nals introduced by Scuwincer®) and subsequently used by many
authors®)7)8)9)10) In fact there is a one-to-one correspondence bet-
ween such functionals and the vectors in 2. We prefer the formalism
of hyperquantization primarily because 1t is possible to avoid the
use of classical external currents which are assumed as anticom-
muting ¢c-numbers. In the hyperquantization theory it is not neces-
sary to introduce such questionable mathematical objects. It 1s
therefore preferable to the method of functionals.

In the present paper we shall develop the theory for a scalar and
a spinor field with self-interactions, these are meant to serve as
examples. In a subsequent paper we shall extend it to quantum
electrodynamics. The paper 1s divided into three parts. In part I
we give a brief review of some of the basic mathematical tools in-
volved. In part II we treat the example of the scalar field and in
part I1II we discuss the spinor field.

It must be stressed that nothing that is presented in this paper
contains any new physical ideas. This is equally true for all the other
works quoted above. In spite of this we believe that such reformu-
lations of existing theories can be quite useful. Such a formulation
may serve as a framework for new theories. Thus for instance we
may take the point of view that the equations for the vectors in the
space £2 are the basic equations of the theory and forget the origin
from which they arise. This means that we have replaced the field
operators of the ordinary theory which satisfy the standard com-
mutation rules and a set of field equations by new field operators
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which satisty much simpler commutation rules and no field equa-
tions. The physical content of the theory is then entirely derivable
from the vectors in the space £ which are subjected to certain
subsidiary conditions. (See Equations (66), (112) and (113) below.)
We shall call these the field conditions. These vectors in £2 are then
the new mathematical objects which replace the solutions of the
Heisenberg equations. It will become apparent that to each solu-
tion of these equations belongs a certain vector in Q.

One of the most important advantages of the hyperquantization
formalism is the fact that with it we are able to derive general rela-
tions independent of the perturbation theory. In fact the existence
of explicit solutions in closed form, although only of a formal cha-
racter, enables us to read off such general relations with great ease.
There are many such relations known today; the symmetry proper-
ties of the S-matrix, Ward’s identity, and the low-energy limits
of S-matrix elements are examples. The possibility of extending
these results is the main interest of this approach.

Part I-Multilinear Produects of Veetorspaces!l).

(1) Lanear vectorspaces and thewr Kronecker products.

We shall operate in an n-dimensional linear vectorspace B = R,
over the field of complex numbers. A linearly independent set of
n vectors ey, e, ..., e, forms a base in R. Any other vector @ € B
may be represented as a linear combination

a:alel—l—a282—f— ""I"anen.

The uniquely defined set of n complex numbers {al, az,...,a”}
are the contravariant components of the vector a in the base
e,...e,.

The Kronecker product [denoted by a x b] is-a mapping of or-
dered pairs of vectors @ ¢ R and b ¢ R into a linear vectorspace
R x R of dimension n?2, which satisfies the following conditions:

axb+c)=axb+axc
(@+b) xe=axc+bxc
(Aa) x (b)) =Aila xb)
(@ x (ub) = pu(a xd)

(A and p any complex numbers).

(2)

The null-vector in B x R is represented by 0 x 0. The Kronecker
products e; x e, (i,k=1,2,...n) of a base €, €, ... €, in R
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define a base in B x R. Referred to this base the Kronecker pro-
duct @ x b of two vectors
a = {a', a?,..., a"}
and b = {b%, b2, ..., b}
is axb={a'bt, a'b?,...,ad"”, a?b?, ...a%b", ..., a"b?, ...amb"}. (3)

The Kronecker product can be generalized to an ordered set of
f vector @;, @, ... @, in R. The vectors @, x @; x --- X @, form a
linear vectorspace of dimension n’ which we shall denote by R x R
¥ - % B or 2 R.

(2) The symmetrical product.

The symmetrical product or S-product of two vector @ ¢ R and
b ¢ R is defined by

acb=3@xb+bxa). 4)
The terminology refers to the symmetry property
aob=>boa. (5)

The set of vectors of the form @ o b are a linear subspace in the
space B x R of dimension ¢ n (n + 1). We denote this space by
RoR = []R.

More general we can define the S-product of a set of f vector
a, @, ..., a;in R by setting

1
alljazm..-mafz—ﬁ—%“a,.lxal.zx...xa,.f. (6)

The sum 1s extended over all f! permutations

P (18n)
11lg... %

of the f indices.

The S-products (6) of f vectors in R, are a linear subspace of
x R of dimension (n +;_1 ) We denote this space by o R. The
f ¥

-1 .
( T ]{ ) different products
Oyt =€ 0 €00 €, (<< <ny) (7)
are a base vector system in o R. A general vector w; e o B may
7 7

be written as a linear combination of the base vectors (7)

T
o = A S e, )

’f;...?'f
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The Anr--7s are called the contravariant components of the
vector w; in the base (7). They are symmetrical functions of the
f indices 7; 7y ... 7, Under coordinate transformation they trans-
form like symmetrical contravariant tensors of rank f. The sum-
mation in (8) is not restricted by the inequalities of (7). Therefore
each component occurs exactly f! times.

(3) The antisymmetrical product.

The antisymmetrical product or A-product (also called alternate
or Grassman product) of two vectors @ € R and b € R is defined by

aocb=1(axb—b xa. 9)

It has the properties
- acb=—boa
and aoa=0.

(10)

The set of all products of the form (9) is a linear subspace of B x B
of dimension % n (n — 1).
The A-product of a set of f vectors @y, @, ..., @;in R is defined by

aloazo---oafz;’e(P)ailxa,.zx---><a,.f. (11)

The summation is extended over all permutations and e(P) 1s the
signature of the permutation P, i.e.

[+ 1 for P even

<B)=1_1tor Podd. (12)

The A-products of f vectors form a linear subspace of X R of di-

mension( }7’) We shall denote this space by
RoRo---0oR = (;)R.

The A-product of f vectors is zero if and only if the vectors are
linearly dependent. The equation @ o @ = 0 is a special case of this.
The vectors

w =e, 0e, 0--0e,, 13 <1y <-o- <y (18)

Pty Pf

are linearly independent and form a complete set; they are there-
fore a base in oR.
s

Every vector w; € oR can be represented as a linear combination
f .

(14)

1 T
_ et
Wy == T 2/‘1’ fwrlr?...rf

with the uniquely determined antisymmetrical components g7 7s
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which have the transformation properties of a contravariant anti-
symmetrical tensor of rank f.

When f = n there exists exactly one 4-product. It 1s the deter-
minant of the n vectors in R.

(4) Creation and annihilation operators.

The definitions for DR and cf)R given above applies for all posi-

tive Integers f > 0. We shall need an extension of this definition
to the case f = 0. In that case we define both spaces as a one-dimen-
sional vectorspace represented by one single vector w, identical with
the set of complex numbers. This vector will play an important role
in the following. We denote it by the ,,vacuum”-vector. It has
nothing to do with the physical vacuum state but shares many of
the properties of the state vector for the vacuum.

We can now consider the set of vectors w;, € 0 Rwithf=0,1,2,.

Such sets form a new vectorspace which Wlll be denoted by 2,. It
1s the union of all the spaces oR for all values of f. We write a

f
general vector of £, in the form

o={w,} (f=01,...). (15)

The space £, is a linear vectorspace if we define the addition and
multiplication with complex numbers 4 according to the rules

w + w’z{wf+cuf’} ]
when o = {w;} and o' = {w,} (16)
and ho ={Aw;}. [ '

In a similar way we define a linear vectorspace £, which is the
space of sets of vectors w; € OR
1 f

o={w} (F=01,...,m)

with the algebraic operations defined also according to (16). Since
f in this case 1s restricted to values of f <n the space 2, 1s of finite

dimension equal to
(7)==

=0

It follows that the vectors in this space are closed with respect to
the alternating product, 1. e. they form an algebra, the so called
Grassman algebra. The space £2, on the other hand is of infinite
dimensions.
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In the following we shall write w,, | », for a vector i £ which
has the only non-vanishing component a),e =W, g
wrlmrf:{0,0,...,cof,O,...}. - (A7)

Such a vector is called homogeneous of rank f. The homogeneous
base vectors of rank f = 0, 1, ... form a base vector system?2) in 2,
A general vector w € £ may be represented as a linear combination

v 1 Ty--oT
EE a8

with arbitrary complex numbers A% 7 (f = 0, 1, ...).
We shall now define the creation and annihilation operations for
the two cases separately.

(a) The symmetrical case.

The creation operators C“ are a set of n linear operators in .Qs,
defined by the relations

¥y t _ _
Cr- 7, ..rf—%Cra)rl...rf*wrn...rf:ermwrl...?‘f‘ (19)
The annihilation operators {, are defined by
f
. = —
Cf' wrl...rf_>Srwrl...rf—26?’3”,“;wrl...rﬂmlry+1--.rf' (20)

n=1
For w, we define {,w, = 0. For any other vector the operators are
defined by the linearity condition. Thus for instance a vector

v 1 Pty
) = Z—fi— 2 A : 4 w'rl e Ty (21)
=0 Fres oty
in £ is transformed into
1 Fiz vl
Lr 0 = ;‘ 7 !n-z--:'fl ’ CT w-rl‘ kg (22)
These linear operators satisfy the commutator relations

(& &1 =1, EN1=0 | (23)

[Cr: 52] = é-rs I

only the last of these is not immediately obvious. It can be verified

as follows ;

al i, vl -
C?‘ Cs w:r,..‘frf = br ws-rl.,.'rf"' 6?3 wr,..,rf"+ Zérry wsﬁ""’y——l Tyugr---7

! /
T T -
Cs Cr wr,...rf - Csz:érr‘u wrl...r'u__l Tutis++ 7y Zéwu wsrl...ry_l rpu+1ccTf"
'u=
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Hence [¢,, ¢ @y ...y = Ops 0,
The operators are linear, hence for any vector @ €2, Equation (21)
and (24) give
[Crs C:] w = 67-s w or [:Crs CH B= 6?3-

Because of their property (19) the creation operators can be used
for the representation of the general vector in £,. Repeated use of

(19) gives
| Oy = B B 00 24

Thus the general base vector can be obtained from the “vacuum®
vector by repeated application of creation operators.

We observe here that the operators { and £ are completely in-
dependent. In particular they are not the Hermitian conjugate of
one another, since we have as yet no scalar product in the space 2
and therefore no definition of Hermitian conjugation. We shall
defer the definition of the scalar product to the next section after
defining corresponding operators for the antisymmetrical case.

lv—vrf.

(b) The antisymmetrical case.

The creation operators ! are a set of n linear operators in 2,
defined by

nl: wrl”_rf—>ni Dy =€ 0 Wy, (25)
The annihilation operators #, have the defining property
f
(/P Q)?.l.__rf—"%’i?,.wﬂ_”rf= (—1)”_1 arfr'uwrl...rﬂ__lr‘u_!_l...rf' (26)
u=1

When operating on arbitrary vectors they are determined by the
linearity condition. These operators satisfy the commutator rela-

tions
{ Hrs s } =0, l
{nhmy}=0, (27)
{77”771}351»5- [

These may be verified in complete analogy to the symmetrical case

giving due attention to the different sign factors. The #, operating
on the “vacuum” vector are defined again by

Ny wo = 0. (28)

Any of the base vectors can be represented by repeated creation
operators operating on the “vacuum’ vector. For instance

vy = 11y 0. (29)
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(5) The scalar product vn .

A scalar product in the space B = R, will induce a product in the
spaces ETR and ?R' For instance the scalar product of two vectors

a; x b, and a, x b, is defined by
(a; x by)-(a; x by) = (a;* a,) (by"by) (30)

where @, -a, and b, ‘b, arc the scalar products in E. The generaliza-
tion to linear combinations of Kronecker products as they occur in
[;JR and ?R 1s then accomplished by the use of the distributive prop-

erty of the scalar product.

Since our vector space is constructed over the field of complex
numbers the scalar product in R is defined as a function of ordered
pairs of vectors with values in the complex number field. It shall
further have the property of linearity with respect to the second
factor '

a:b+c)=abtac) (31)
a-1b =) (ab) |
(A any complex number).
We also require a symmetry property. The following two possibili-
ties present themselves

(a) orthogonal metric a-b=>b-a (82a)
(b) unitary metric =~ a-b = (b-a)* (32h)

The second of these is the scalar product which is commonly em-
ployed for the definition of a metric in a complex vector space. It
leads to a positive definite expression for a-a. In case (a) this
quantity is generally complex.

The value for the scalar product can be fixed by assigning arbi-
trary values for the scalar products of the base vectors. For instance

e e =d,, (8 & == Ly s B 5 (33)

We shall now discuss the scalar product which is induced in the two
vectorspaces £2; and 2, by the product in R.

(a) Symmetrical case.

The scalar product between any two base vectors in £ is ob-
tained from (38), the definition of the W, ener s and the generaliza-

tion of (30) for arbitrary number of factors
20, b, . forf=Ff

(a) s By — [ P Ty Frip f f l (34)
lo for f+ . |

(AEERE ..r’ff)
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The sum on the right hand side is extended over all permutations
of the f indices 7, 7,... 7;. An immediate consequence of (84) is the
relation

i
(wrl...rf . :ﬂ;‘ a?'lﬁ‘y Tf’ wrl‘...r‘ﬁ_lr’#é_l...r’f) (85)
which will be used later.

We can now prove that the operators ¢ and {t are the adjoint of
each other in the sense that for any arbitrary two vectors w, and
wy 1n 2

(01, Cwy) = ((T oy, 0y). (36)

Because the operators ¢ and {7 are linear 1t is sufficient to verify
this property for two base vectors in £, and for such pairs only for
which (86) is not zero.

5‘ —
(w'rl---rf’ &r le'---T'f+.1) o (wrl...rfﬁ ‘ 6”’# wfl’...r’.u%l f’u+1..‘r’f+1)
“"
f+1
= ) arr’# (C{),I re? wn" PRSP er)
and o=
T -
(CT Orpovorpr O, ’f+1) o (wm e POry ’”'fﬂ)
f+1
= ] 67?"”(0)1', N wrl’.. . T’,u*l 'r’ﬂJr]_ oot —'rl) 5
H:

In the last step we have used relation (35). The two expressions are
thus equal and (36) 1s established. '

We note that (36) is valid for either of the two cases (a) or (b).
This is so because the representation of the operators { and {7 is
real in the base vector system which we have chosen. The two kinds
of adjoint operations are the transposition and Hermitian conjuga-
tion which are identical for a real matrix.

(b) Antisymmetrical case.

In this case the scalar product between any two base vectors has
the value

[ %e(P) 6“,1_1... 6”f’”i'f for f — f
1 0 for §' +f.

The summation is extended over all permutations P of the indices
and e(P) 1s the signature of the permutation. From (37) follows the
relation

f
.u -1
(w'r vrps Wy e 2, 0, e w Ty wrl'---r'u~1r’#+1--~rf
n=

(37)

(.wrl <o TE? wrl’...r’ft) =

) (38)
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which can be used with advantage for proving the property
(@1, 7 wg) = (] w1, wy) (39)

in complete analogy for the derivation of (36).

(6) Lxtension to continuous indices.

For the applications we need a generalization of this formalism
to the case of continuous variables. We shall include the possibility
of mixed discrete and continuous variables. The summation will
be indicated by a generalized integral which is written without dif-
ferential with the summation variables indicated under the integral
sign when necessary.

In this case we start with an infinite-dimensional vector space
R = R. There exist an infinite set of linearly independent vectors
a (x) which are labelled by one or several parameters and possibly
one or several discrete indices. This variable z plays the role of the
index r in the preceding sections.

The symmetrical and antisymmetrical products are defined in
analogy to (6) and (11)

a(z;)oa(z,)o ---0a(z,) = flrza(%) xa(x;)x - xa(z,) (40)
a(z,)oa(zy)o---0a(z,) = —;T;e(P)a(a:il)x oxa(z). (41)

The base vectors in 2, and 2, are obtained from a base vector
system e(z,), e(x,), ... in R by | ’

w(xy...2;) =e(x;)u---ve(x;) for the space £, (42)
w(x;...2;) =e(x;)o---ce(x;) for the space £2,. (43)

In either case we can write for a general vector

w:f% [ Mo 0t -.) (44)

Tyo.- Tf

where the components A(x;...x,), (f =0, 1,...) are either symmetri-
cal or antisymmetrical functions of the z; z, ... ;. The base vec-
tors w(x; ... x,) are the respective products of the base vectors in R.

w(2y 25...0) =e(x)oe(x,) 0---0e(x;) for L, (45)
w(2Ty Ty...2;) =e€(x;) oe(xy) 0---0€(x;) for L,. :
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In the symmetrical case the operators {'(z) and {(z) are defined in
complete analogy to (19) and (20)

tx): w(xy...x)) = {T(2) o(xy...7) = w(zx,...20)

=e(z) 0 w(z,...xz;) (46)
() w(ay...27) — {(@) o(xy...7)
i‘é (T x,) (T @y 1T, g Ty). (47)
These operators satisfy the commutation rules
[¢(2), £(a')] = [¢¥(a), C(a)] = 0 | (48)
[£(@), £H(a)] = o(a, o). |

The d-function which occurs in these formulas must be visualized
as a generalized d-function referring to the continuous parameters
and discrete indices which are denoted by the variables z.

If we define a metric in £, in analogy to (34) we have

X 0wy, ). .o(ay, ;) for f=f

Ry, v By 1000 s} ) o= 49
(0(2y  «x Zp)5 (& wenZpe) ) . for 47 (49)
and (7(z) is the adjoint of {(x):

(w1, £(2) 0y) = (C(2) w1, 0y), (50)

In the antisymmetrical case the operators n'(x) and #n(x) are
defined by

7'(z): o(zy...35) = f(@)w(z,...2,) = 0(xx,...7/)
e(r)ow(z;...z;) (51)

Il

n(z): o(x...x) — n(x) o(z,...z)
7

= 2("”” Yo Lpu—1Lyrr-- Zy) (52)

pn=1

and they satisfy

{n(x), n(z")} = {n'(x), n'(z")} =0 (53)
{n(x), n'(z")} = 6(x, z')

In the metric with the scalar product

., 2 e(P)o(xy, 27)...0(xp, ;) for f=f
(w(ml. ), (2. .aff,)) = (54)
O for f+f
the operators n(x) and #'(x) are again adjoint to each other
(01, 7(2) 0y) = ((2)o,, o). (55)

Relations (55) and (50) are valid for either an orthogonal or unitary
scalar product.
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Part II-Hyperquantization of a Sealar Field.

(1) The field equations and the commutation rules.

We consider a neutral scalar field, represented by a scalar field
variable @(z) in the Heisenberg picture'®). It satisfies a field
equation of the form

OD(e) = J(2) (56)

where [J = 0, 0*— M?2, M is the (unrenormalized) mass and J(z) is
the interaction term which for most of the following considerations
need not be specified. In general J(z) is a functional of the field
variables. If we need to indicate this functional dependence we shall
write J = J{®(x)}. The simplest example of an interaction is a
term of the form

J {D(z)} = 10%(x) -(57)

where 4 1s a coupling constant,
The Heisenberg variables satisfy commutation rules which are

simple only on space-like surfaces. They may be written in the
form

[D(x), P(2")] 6(x°— 2% =0 -
[0 P(x), D(x)] (20— 2'%) = —1d(x—2a’).

In this form the relations are valid for all values of x and z'.

(58)

(2) The correlation functions.

The difficulty of constructing explicit solutions of (56) is well-
known. In recent work it has been emphasized that it is sufficient
for the applications of the theory to know expectation values of
certain ordered products of field operators (subsequently called
correlation functions). In most cases it will be sufficient to know
only the expectation values for a “true’” vacuum state which we
visualize as the state of lowest energy (assuming that such a state
exists). Of particular importance is this expectation value for the
chronological or T-product, defined as

T () ... D)} = B(x,)... D(z,)

such that af >acgz>....>wg_

The partlcular set of correlation functions thereby obtained are
called the 7-functions

o(2y...2) = <T{D(xy) ... D(xy) |3 (60)
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All of the following considerations will be valid for general matrix
elements or expectation values. There 1s no need at this stage of
specifying the states for which the expectation value is calculated.

Another type of correlation function 1s obtained with the concept
of the ordered or S-product of field operators. The S-product can
only be defined for a free field (J = 0). In that case one can prove
that the two types of products are related by the ordering theorem
of Wick!4). One can with Saram and MaTHEWS!4) use the relation
between the S- and T-products as the defining equation for the
S-products. These relations involve the ,,contraction-symbol” be-
tween the two kinds of products which in this case is simply
1A(x; — xy). We denote these functions by o and shall refer to
them as o-functions?!$).

Thus we have a set of equations, beginning as follows

o(xy) = t(zy)
0(T,25) = T(Ty Ty) + 1t A2y — Tp)
0 (2y Ty T3) = T(Ty Ty T3) + 1 A(21 — T3) T(25)
+ 1d(my — T3) T(g) + 1 A(Ty — x3) T(2Y) (61)

-----------------------

Here A(x) is the inhomogeneous A-function denoted by 4.(z) in
reference3). We shall omit the index, since no other functions will
be used in this paper.

One could introduce another type of o-functions which are related
to the r-functions in a corresponding way except that the A-funec-
tions are replaced by A’-functions®). These o’-functions seem to be
of advantage when renormalization questions are considered. We
shall not need them here but merely mention that the formalism
can be applied equally well to either case.

" It can be shown!?) that the S-matrix element for the scattering
process involving 7 free particles is directly expressible in terms of
the o-functions in the form

Sy @) = Dy ovo O 0@y .. 2). | (62)

Thus when these functions are known, the S-matrix is essentially
known too.

(3) The differential equations for the t-functions.

The 7- and o-functions satisfy certain differential equations as
a result of the Heisenberg field equations and the commutation rules.
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They were given by MaraEws and Sanam?5). For the scalar case
under consideration these equations are

C{(T{D(x) (D(wl) D)) = (T{J(x) D(xy)... D(x)})

4 7/;: O(x— :1;#) (T {@(:El) e QD(.’E”_l) @(CUMJ,_]) oo Qj‘(xf) })
(f=0,1,...) (63)

Each solution of the system (56) furnishes a solution of (63). It
seems plausible that the solutions of (63) also determine the solution
of (56), but a complete proof of this is not known to us!8). The
remarkable feature of the system (63) is that whereas the solutions
of (56) are not known, the system (63) can be solved in closed form.
This 1s accomplished with the formalism of hyperquantization?).

In order to transcribe equation (63) into this formalism we in-
troduce the vector 2, defined by

— Zoo'%? f cooy) (2. .. Ty) (64)

f
.-.ﬂﬁf

where the base vectors are given by equation (42) or by the equi-
valent expression

@y ... 27) = L@y .. C2,) wq- (65)

The system (63) is then easily recognized as the (... ;) component
of the field-condition

[O&(x) »%@CT — J{{(x)}] 2 = 0. (66)
The equivalent equation in Schwinger’s method of functionals was
given by K. Symanziks).
Explicit solutions of (66) are now constructed as follows. We con-
sider first the free-field case with the corresponding vector w- satis-
fying

[(O&(x) — LN (x)] wy = 0. ' (67)
It has the solution
iy = 8" Wy (68)
3= -5 [t@Az—e) ). (69)
This may be verified using the following relations
O4(x — z') = — é(x — ) (70)
e [ ¢(x) e = J¢(x) —i{M(x) (71)

and [ &(x) w = 0. (72)
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Equaﬂ;ion (71) follows directly from the general operator identity
e .
e"0e™=0+[2, 0]+ 5 [2,[Z, 0] +--- (73)

and the commutation rules (48).
Returning now to equation (66) we can express its solution in
terms of the functional K related to J(x) by the functional deriva-

tive

0K
Ja@) - 5o (74
or the equivalent form
J(z) = [K, {(a)]. (75)
For the special example (57) K would be given simply by

B = f K(x) (76)

X : _ 0K(x)
Wlth J(.’L‘) = m’* (77)
or K(z) = 5 28%a). (78)

In any case it is now easy to verify that the solution of the field-
condition (66) can be written in the form

Q,=ew,
with A = — 1K -- constant. (79)

This 1s based on the 1dentity:
O —iCH(a)) e~ = Do) —ilN@) —J(@) (80

which follows from (73) and (75).
The complete solution of (66) appears now in the closed form

Q.= ete” w,. (81)

It should be pointed out that there are many other solutions of
cquation (66), depending on the boundary conditions adopted. This
ambiguity is reflected in the ambiguity of the solutions of (70).
In fact we could obtain the whole class of solutions for (66) by
choosing an arbitrary inhomogeneous A-functionin (69). The partic-
ular choice we have made corresponds to the solution which i1s
needed for the calculation of the S-matrix element (62).

A further ambiguity results from the normalization of the vec-
tors £27. It 1s clear that £2; remains a solution when 1t 1s multiplied
with an aribtrary constant. This constant may be chosen in such

a way that
[(wo, 2)] = 1.
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This condition fixes the constant in equation (79) and normalizes
the vacuum to vacuum transition probability to unity, which is
physically reasonable. The vector £, is then determined up to an
arbitrary phase factor. We can choose the latter so that

(109, 27) = 1. (82)

(4) The equation for the o-functions.

We shall now derive the corresponding equations for the o-func-
tions. This is very simple in the hyperquantization formalism. We
define the vector 24 by

O, = 2% / e fa(:cl. .a,) w(wl....mf). (89)

There is a one-to-one correspondence between the vectors £¢ and
Q; and on account of the linearity of the system (61) this is a linear
correspondence. Thus we see: The reordering process corresponds to
a linear transformation of the space L.

The linear operator which effects this transformation is
Qa = G—Z.QT )

with Y=—1 / £i(a) A —a') V) - | (54}

For the proof we express the - and o-functions as scalar products

T(xr . 'xf) = w(ml-- -$f)’ QT) - (wo’ C(CL}) tet C(ml) 'QT) } (85)
o(@y...2y) = (@q, E(5) .. L (%)) Rer) = (@0, E(27) . . L(1) 75 2;).

The latter can be transformed on account of

e~ wy = w, (86)
and
& t(z) e F=L(x) +i [ A(z—a) (@) (87)
hence ’
o(@y...2) = (wy, €*L(xy) e™%... €7 {(x)) €77 £27). (88)

Multiplying out the binomial expressions (87) in (88) and using
(85) we obtain just the system (61).
From (84) and (81) follows
Q4= e el e* w,. (89)
sk
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This vector satisfies the new field-condition
(O @) —J{(2)}) Lo=0 (90)
with &'(2) = e~ £(a) € ::ca:—-@/lum-—af)zwxq (91)

which corresponds to (66). When equation (90) is written out in
components, we obtain the set of equations for the functions which
corresponds to (63).

- For free fields (4 = 0) we find with (89)

Wg = W. (92)

Thus in the absence of interaction the o-functions reduce to a scalar
quantity. We note a certain analogy of the vector £ to the inter-
action picture'3) in ordinary quantum mechanics. The operator X
plays the role of the free Hamiltonian and A that of the interaction
operator. We can define a transformed A" by

et = e Tele” (98)
which 1s obtained from A by replacing everywhere ¢ by ¢’ (Equation
(91)). In the analogy just mentioned it corresponds to the inter-
action operator in the interaction picture.

We note, however, that in order that this analogy exists it 1s
essential that the A-function satisfies Equation (70). The o’-func-

tions, defined with the A’-function do not exhibit such a simple
analogy to the interaction picture.

Part ITII-Hyperquantization of a Spinor Field.
(1) Feld equations and commutation rules.

The spinor field in the Heisenberg picture is assumed to satistfy
the Heisenberg field equation??)

(0 +m) P(z) = I(z). (94)

Here I(x) is a spinor function or functional of ¥, representing the
interaction term. When it is necessary to indicate its dependence on
the field variables we shall write I Y(z)}. The simplest possible
case 1s an interaction of the form

I =2P(PV) | (95)

where ¥ = ¥t 4 is the adjoint spinor and A is the metrix which
transforms the y, according to *3)

Ay#A‘lz—yJr

e
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In the following we shall not make use of the explicit form (95)
of the interaction. It is only mentioned here as an example of a
typical self interaction.

By taking the adjoint operation on (94) we obtain also the
equation

W(x) (0 —m) = — I (a) (96)

where the inverted differential operator differentiates the function
which stands before it 13). The commutation rules for the field may
be written for our purpose in the form

yO{¥(x), P(x')} 6(x° — 2% = — i 8(x — ). (97)

(2) The correlation functions.

We define the 7-functions depending on the two sets of variables
By s om il Yy nss Yo DY

(23 T, Yyooys) = (T{P(0) - (@) V). Py }). (98)

They are antisymmetrical functions in both sets of variables. The
set (x) which refers to the spinor ¥ is always written before the set
(y) which refers to the spinor ¥. The two sets are not interchan-
geable.

We can also define the o-function by using the Wick identity in
analogy to (61). For the first few of these functions we have for
Imstance '

o(w, y) = t(z, y) —18(x — y)
O( X1 %9, Y1 YY) = (21 Ta, Y Uf2) + 1S(Ty — Y1) T(Tg, Yo) — 15(2— Ya) T(22, Y1)
| | — US(@y— Y1) T(&1,Ys) + 1S(2a— Ya) T(%1, 1) - (99)

---------------------------------

The S-functions which appear in these relations are the functions
S.. Since no other functions appear we shall omit the index ¢. For
the definition see reference *2). The S-matrix element referring to
r + s free particles can be expressed in terms of the o-functions by
the relation

S(xy... 20, Yp-..Ys) = (07 +m)...(0,+m) o(xy...2,, Yq.-.Ys) ¥
X (03—m)...(0,—m) _‘ (100)
which 1s the analogue of equation (62)29). In equation (100) the

differential operators on the left operate on the variables x while
those on the right operate on the variables y.
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The 7-functions satisfy a system of differential equations which
were given by MaraEws and Sarnam?5) for a scalar field interacting
with a spinor field. Specialized to our case they appear as

O+m) T(2ay... T Y. 4s) = (T{I(z) Plzy)... P(x), P(3) ... P(ya) })
—%Z )T (2 —yo) T(Tye e Ty Y1oe Yooy Yoyn---Ys)  (101)

and

(2y. .2, Yy Ya) (O—m) =—(T{P(z)... ¥(x,), I() P(y) ... ¥(y.)})
—1 ;1' (L2 8y, ) W Fpens By & s« s Tipwes i) (102)

We transcribe these equations into the hyperquantization forma-
lism by defining in complete analogy to the symmetrical case a
vector £, for each set of 7-functions

.
2, :2—~//.r(w1...wﬂy1...ys) Ty Ly Yy.nYs).  (103)

rts! |
r oy

The base vectorsystem introduced here depends on the pair of
sets of variables x; ...z, and ¥, ... ¥.. It 15 antisymmetrical with
respect to permutations of the x and y separately. The vectors of
the system are constructed as multiple Grassman products of two
sets of vectors in the dual spaces R and R*. The two sets of variables
are therefore analogue to the contra- and co-variant indices of a
tensor.

In conformity with this interpretation we define the scalar pro-
duct of two base vectors according to

0 forr s or 8" +7r
(—1)”'3%6(13) O(z1—y;) - - -
- O(x,—y; ) Oy —x;)...0(y,—x;) for ' =sand r = 5" (104)

(g @y Y.y (7. 2, Y. Yy)) = [

The summation is extended over all pairs of permutations of the

form :
Pe(i i) Gas)
U g vee Uy 95 Jge s » I

and €(P) is the product of the signature of these permutations.
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We can now define creation and annihilation operators with re-
spect to this base vector system as follows

N(2) O(Zy... Ty Yy . Ys) = (— 1) (21 .. Ty 2 Yy - . . Ys)
77(2) o(Zq... Ty Y1...Ys) = 02Ty . Ty, Yp...Ys)
7(2) (g . Ty, Yy- - . Ys)

=D d(e— z,) (=1 (.. Ty Tyyqe Ty Y- Ys) (105)
e=1

n(2) o(Ty... Ly Yy .Ys)
:2;6(2—%) (—1)tow(zy. . . T Yy Y1 Yoi1---Ys)-

The operators 7(z) and %'(2) on the one hand and 7(2) and %'(2)
on the other hand are adjoint to one another with respect to the
scalar product (104). It is sufficient to verify this for scalar products
which do not vanish. For instance

(5 Bys s Bps Pyws ) 1T 0R) OLEL ¢ saiBps Yo wew ) )
= (—1)* (0(@y. . oLy Yy Ys)s (). Ty, 2Yy - Yyy))-
According to (104) this becomes

(=)D 3T (1) 0(e—x,) ; €(P)o(zy—y3)...0(z, y—y; )X
e=1
X 0w,y =y )0 —yy) Oy — ) .. O(ya—3)
= (77(2) (@ Ly, Yy---Yo)y 0Ty Ty, Yy ‘y:‘—l)) .

Hence for any two base vectors w; and w,

(w1, 17(2)wg) = (1(2) Wy, ). (106)
In a similar way one verifies that for any two base vectors
(@1, 7'(2) wp) = (n(2) @1, @g). (107)

The operators satisfy the following set of commutation rules

{(n'(20), 7' (20) } = {m(20), ea) } = {mlz1)> n(23) }
= {n"(z1), n'(20) } = (n(21), m(ea) } = {m'(2r), n'(e2) } = 0 (108)

{n(z0), '(z0) } = {n(21), m(z0) } = (21 —2,). (109)

and
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As an example we verify the last one

7(21) ET(%) O(Xy .o Tpy Yr---Ys) = 9(21) 0(2 1.0 Ty Y- Ys)
= 0(a—z) (1) w(ea @y Ty Ty iy Ty YroeYs)
e=1

+ 0(2y—29) W(Ty... 20 Yq---Ys)
and

W(Zz) n(2y) (g .. %0y Yq...Ys)

=7"(2) 3 ey — ) (—1)* L ooy 2y g Tyrqen sy Yyoo oY)

n=1

=D 8(2;—,) (1) 0(2p @y .. Ty Tyyyee Ty Yroo e Yo
e=1

Since the base vector is arbitrary, we have established the first
of the equations (109). In a similar way one can prove all the other
commutator relations.

We can construct the complete set of base vectors by operating
with creation operators on the ,,vacuum” vector defined by

n(2) wy = n(2) wy = 0. (110)
We find

O(Tyee Ty Yyo- oY) = N (21) ... 7" (22,) WT(%)---?}’T(%) wp.  (111)

The orthogonality relation may now be verified directly by using
the commutation rules and equation (110).

It is now easy to see that the equation (101) is the (... z,
Yy --- Ys) component of the field condition

[(0 +m) n(x) +in'(x) —I {n(x)}] 2, = 0. (112)

Similarly the equation (102) is obtained from
[7() (@—m) +i7"(z) + [{n(2)}] 2, =0. (113)

In these equations I{n(m)} 1s the interaction term with the field
variable ¥(z) replaced by n(z) and ¥(x) replaced by %(x). The two
equations (112) and (113) are completely equivalent to the two
systems (101) and (102).
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(3) Transformation properties and relativistic invariance.

We shall now pay special attention to the transformation pro-
perties of the operators #, %', n and %'. The natural assumption is
that they are spinors, that is that they transform under Lorentz
transformations L exactly the same way as the operators ¥, ¥
respectively.

L: 2> =Lg,VP>W¥W
where
| - Yz = S W¥P(x)
and - (114)

¥'(z") = P(x) S~

The coefficients of the 4 x 4 spinor matrix are complex but S is
not a unitary matrix (except for space-rotations). It follows that
the correlation functions transform according to a formula such as

T (L) eee Ty YpoaoYy) = Up T(Xy.o - Zpy Yr-Ys) Vs (115)

where u and v are Kronecker products

U,=8Sx8Sx.--x8 ]
' (116)
V,= S-1x8-1x...x81 J
The assumption that the #’s transform like spinors or that
1) =it | o
7 (&) = ()3 a

and a similar set for the operators 5’ 7, has the advantage that the
commutation rules for the #’s are invariant®)

{n'(21), 1" (o) } = Oz — z5), ete. (118)

Furthermore the representation (111) for the base vectors w shows
that these vectors transform according to w - o’

o (405 vy Yy wwn Yoy = U woly o ooy Wgios Yg) Vs (119)

*) It may be not superfluous to remind the reader that the symbol z in

all these formulas stands not only for the space-time variables but also for the

spinor components. The §-functions in (118) and the summations in (119) must
be interpreted correspondingly.
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Hence the expression

ffr(xl...a:,,, YpooeYs) O(Lqeee Try Ygov-Ys)
z Y

= [ [7(@i 2 gy ol 5 9 )
Y

is an invariant under Lorentz transformations. It follows that the
vectors £ defined by (103) are also invariant. The field conditions
(112) and (113) which are the basic equations in the theory are now
covariant equations, and the relativistic invariance of the formalism
15 evident.

It will now become apparent that the transformation property of
the £+ is only compatible with a symmetrical scalar product of the
form (32a). The crucial condition is that the operators  and %' are
adjoint to one another and that they both transform identically
under Lorentz transformations. Hence the two expressions

(o1, n(2) ) = (n*(z)wl, Wg)

must transform the same way. This 1s only the case 1if

(n"1(2") wy, Wg) = (g, 77'*(3’) wy)
= S(n"(2) wy, wy).

With the unitary scalar product (32b) the right-hand side would
instead transform with the complex conjugate matrix S*.

(4) Solutions of the field conditions.

The vector wr representing the free field satisfies the free-field
conditions

[(0 4+ m) 5(x) + i 57(2)] 0y = 0
[n(z) (@—m) +17(z)] wy = 0. } (120)

The solution may be expressed in the form
wr = € w, (121)
with
=i |7y sty—y) 0. (122)

vy
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The ,,vacuum’ vector w, is defined by

n(x)wy = n(x) wy = 0 for all z. (123)
Since -
En(a)e™ = n(a) —i [ Sz —y) 7'(y) (124)
and v _
(0 + m) S(z) = — 6(x) (125)

we verify that #(z)w, = 0 implies
0 = €50 +m) n(z) e " w,
=[(0 +m) n(z) +i7'(z)] or.

In a similar way one can establish the second of equations (120).
Solutions of the field conditions with the interaction terms are
obtained by a second transformation

Q. = elo, (126)
with

A=i f L{n(y)} + constant (127)

where the functional L{n(y)} 1s obtained from the interaction term
by
Hn@)} = | [L{n()} 1'(@)]. (128)
Yy

Using the relation (73), we obtain
[0+ m) n(x) +in'(x)] e = (0 + m) n(z) +iy"(z) — I {n(z)}

which, together with (126) implies the equation (112). The equation
(118) is then also satisfied with the expression (126) for £2;.

We obtain again as in the scalar case a whole family of solutions
by choosing for S all the different S-functions which satisfy the
equation (125). The particular solution which is obtained by choos-
ing for S the S,-function is the one needed for the expression (100)
of the S-matrix element. We have also indicated the ambiguity
arising from the normalization constant by adding an arbitrary
constant in (127). This constant can be chosen in such a way that

I(wﬂ’ 'Qr)l = 1.

The vector £2; is then determined up to an arbitrary phase factor.
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We can also obtain an equation for the £ vector and a corre-
sponding set of equations for the o-functions. Since this transforma-
tion 1s closely analogue to the scalar case and adds nothing signifi-
cantly new to the results we shall not carry this out explicitly.
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