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Traitement semi-classique des forces générales dans la
représentation de Feynman1)

par Ph. Choquard2) E. P. F., Zurich, et Université, Berne.

(19.1. 1955.)

Résumé. Dans son approche spatio-temporelle à la Mécanique quantique3),
M. Feynman fait une restriction4) quant à la validité de ses équations en imposant

aux potentiels la condition de ne pas contenir des puissances de x supérieures
à deux. Que se passe-t-il lorsque les potentiels sont quelconques, en particulier
fortement anharmoniques

C'est l'objet d'une partie de ce travail que d'y répondre. On utilise à cet effet
la solution semi-classique des noyaux de Feynman que M. Pauli a donnée5).
On montre (ILI) que dans le cas de forces anharmoniques, tout un spectre de

trajectoires conduisent d'une position initiale à une position finale données, dans
un temps donné. On développe (II.2) une méthode de calcul des actions correspondant

à ces trajectoires, on étudie l'allure de ces actions en fonction de la position
initiale et, par le truchement des noyaux associés aux actions, on évalue (III)
l'effet quantique de ces forces de réflexion. Cet effet est mesuré par la contribution

de ces noyaux à la fonction d'onde finale. On montre alors que, pour de petits
intervalles de temps (petit au sens précisé par l'équation 12), seul le noyau associé
à la trajectoire directe importe, que ce noyau a déjà les mêmes propriétés que le

noyau exact et que les forces de réflexion ont un effet négligeable. Ces résultats
sont résumés dans un théorème à la fin du chapitre III.

On généralise sous IV la construction des noyaux de Feynman au cas de
systèmes quelconques, conservatifs ou non, au cas de systèmes possédant des particules

douées de spin et au cas de systèmes donnés en coordonnées curvilignes.
Jusqu'ici d'une manière non relativiste. Enfin on développe deux méthodes de
détermination relativiste de ces noyaux, la première où l'on utilise la représentation

en fonction du temps propre due à M. Fock; la seconde plus directe, évitant
de passer par une intégration sur une variable auxiliaire. Ces constructions semi-
classiques constituent de bonnes approximations aux solutions exactes, dans
certains domaines de leurs arguments; ces domaines sont définis par la règle (64).

Ces résultats permettent de conclure que les noyaux donnés par les équations
(1', 28, 33, 55, 63, 55.1, 63.1) sont les instruments d'une méthode générale de traitement

des problèmes non stationnaires, méthode applicable dans le cadre défini
par la règle (64) et ses cas particuliers.

x) Thèse de doctorat présentée à l'Ecole Polytechnique Fédérale, Zurich.
2) Actuellement à «Battelle Memorial Institute» à Genève.
3) Space-Time Approach to Non-Relativistic Quantum Mechanics. R. P. Feynman,

Rev. of Mod. Phys. 20, 367 (1948).
4) Note 15, p. 376.
5) Ausgewählte Kapitel aus der Feldquantisierung. Prof. Dr. W. Pauli. Cours

donné à l'E.P.F. de Zurich en 1950/51.



90
' Ph. Choquard. H.P.A.

I. Introduction.

Dans la représentation de Feynman, ce ne sont pas les fonctions
d'onde, mais les noyaux K(1,0) définis par cet auteur qui sont
déterminants. Ces noyaux sont reliés à la représentation habituelle par la
définition

K(i,o)=2jfn(i)f:(o)
n 0

où les yin seraient les solutions stationnaires d'un problème donné.
Posons l=q,t, 0 =q0,t0; K est la solution de l'équation de
SCHROEDINGER

qui, pour t t0, se réduit à la fonction ô de Dirac :

K{q,q0AoAo) -oN(q-qQ)

où N est le nombre de dimensions. Ce noyau fournit la solution
y>(q, t) correspondant à toute fonction initiale donnée y.'(q0, t0) :

W (i» t) fdN q0K (q, t, q0, t0) y (q0, t0)

Si H ne contient pas le temps explicitement, ce que nous supposerons

jusqu'à nouvel avis, ce noyau ne dépend que de la différence
des temps t — t0 r.

M. Feynman a donné de ce noyau une solution semi-classique
approchée. Par un procédé analogue à la méthode W. K. B., M.
Pauli1) en a fondé une construction semi-classique reposant sur
l'essai

Kc Bexv{Fs}.

En introduisant cet essai dans l'équation de Schroedinger, en
ordonnant les termes suivant les puissances croissantes de % et en
annulant les coefficients de fi0 et fi1, on trouve pour S l'équation
d'HAMiLTON-Jacobi :

«+_r(»^-.o s-fi«
et, avec

B2 C-D, C (2niK)-s
Loc. cit. (3), p. 139 et suiv.
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étant une constante de normalisation, une équation de continuité
pour la densité D:

dD à .-h.

1)T + Tr(r.-D) 0.

On en dérive la solution, appelée formule de van Hove :

d2S

¦dqoidqkD(q,q0,r) (-l)Ndét.
Va solution ainsi construite

Kc (q, q „, r) j^X-jm D1'2 exp [j- S (q, q 0, t)j (1)

satisfait l'équation de Schroedinger jusqu'aux termes en %2 non-
compris, soit:

(IazL + h)Kc —^-^-.Kc. (2)\ i dr J e 2m R x '

En général Kc est différent du noyau exact K. On se demande si,

pour de petits intervalles de temps r, soit pour r <^ rx, rx étant une
limite supérieure, mesure de l'inhomogénéité des forces et que l'on
déterminera quantitativement plus loin (voir chapitre III), cette
fonction ___„ a les mêmes propriétés que la fonction exacte K, c'est-
à-dire si

Kc(q,qc,,0) oN(q-~q0)
et

lim X__Z__ 0
T-i-0 T

Ces deux propriétés peuvent être formulées simultanément par
l'équation

JdNq0Kc(q, q0,r) y>(qo,0)=y>(q,0)+i^-Hip(q)+r ¦ g(q,ip,r) (3)

où --3 (?> f, r) ->¦ 0
/t->0

Si ce théorème est vrai, on peut construire la fonction K exacte par
le procédé connu:

£(«»îo.T)=lim,_M> / flK°ià„ + i>qv>z)àqx---dqv
n-+ OO «/ V 0

dq«

où t const, est divisé en n intervalles e: r n-e.
Dans les cas où AB 0, Kc est la solution exacte et l'on vérifie

aisément l'équation (3). Donnons quelques exemples:
Particule libre (N dim.)

K =K m \m exn ±J!_JîzMlÄc Ä \27tihrj eXPU 2r J"
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Particule dans un champ électrostatique homogène (3 dim.) *)

*•-*- [FkrT XiX-X + »iX+M-'SI
Particule dans un champ magnétostatique homogène (2 dim.) H
(0, 0, H), co =eH/2mc.

K =K= mw pxpf* (men <?-"go)2cosc"T
i

e (S \a aAì\\^" Ä 2JriÄsmtUr eXP|slmW 2sinCUT + 2mc \U' W ' 4o_LiJj

Oscillateur harmonique (1 dim.)

K =K wa) V/2 exp j-i (m w
(gä + go2)c08CUT-2ggo\l

' \2j.ißsina)T/ ' (S \ 2 sin cut /j'
Dans ces exemples, le potentiel est «faible», c'est-à-dire que dans le
sens de la restriction de M. Feynman, il ne contient pas de
puissance de x supérieure à deux.

Que se passe-t-il lorsque le potentiel est quelconque, en particulier

lorsqu'il est fortement anharmonique?2)
C'est sous II et III que l'on répond à cette question. Sous ILI,

on analyse les forces de réflexion dérivant de potentiels anharmoniques;

sous II.2 on développe une méthode de calcul des actions S;
sous III on construit les noyaux Kc et analyse leur comportement,
en fonction de la variable d'intégration q0, on évalue les termes en
h2 de l'équation (2), on détermine la limite supérieure rx de r et l'on
calcule les contributions des noyaux Kc à l'intégrale (3). On est alors
conduit à formuler le théorème qui clôt la première partie de ce
travail.

Ce théorème démontré, on développe sous IV une série de
généralisations. Sous IV. 1, on étend la construction de Kc au cas de
forces dérivant de potentiels scalaires et vectoriels, ceci pour des

systèmes conservatifs ou non; cela revient à généraliser le calcul
des actions. Ensuite, en prévision d'une construction semi-classique
relativiste des noyaux, on calcule les actions relativistes. Sous IV.2,
on traite le cas de coordonnées curvilignes, le cas non-relativiste de

particules douées de spin s, enfin le cas relativiste de particules
douées de spin % et 0. On établit pour finir une règle générale,
exprimée sous forme d'une inégalité, que 0 (r2 — x2jc2)i (r à la
limite non-relativiste) doit satisfaire pour que l'emploi des noyaux

*) L. de Bboglie: Introduction à l'étude de la Mécanique ondulatoire, Ch.XIII,
p. 191, Paris, Hermann 1930.

2) C'est cette question que nous a posée M. Pauli et qui a été l'origine de ce
travail.
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semi-classiques construits par les différentes formules soit justifié,
c'est-à-dire pour que ces noyaux constituent de bonnes approximations

aux noyaux exacts.
Le théorème et la règle finale nous permettent de formuler la

conclusion de ce travail.

II. Systèmes anharmoniques.

II. 1. Forces de réflexion.

Répondons qualitativement à la question posée dans l'introduction.

Le mouvement d'un système, prenons pour simplifier une
particule de masse m dans un potentiel quelconque V(x), mouvement
effectué en partant de q0 à t 0 pour arriver en q à t r, n'est en
général pas unique. Les trajectoires sont les extrémales correspondant

à un problème de variation en grand avec condition isopéri-
métrique (r const.) relatif à l'action S. L'existence d'un ensemble
de trajectoires est évidemment liée à la forme du potentiel donné,
et pour illustrer ce phénomène nous donnerons plus bas deux
exemples. L'une de ces extrémales a une longueur minimum: c'est
la trajectoire directe qui conduit de q0 àq; c'est le mouvement le
plus «économique», c'est-à-dire celui qui se réalise avec le minimum
d'énergie. Les autres extrémales fournissent des trajectoires
«indirectes»; par «indirect» nous entendons que la particule subit des
réflexions avant d'aboutir en g et l'énergie de la particule croît avec
le nombre de réflexions qu'elle subit. Nous appellerons «forces de
réflexion» les forces qui permettent de telles trajectoires. Pour
définir les points de réflexion d'une trajectoire, nous remarquerons
que ce sont ceux où s'effectue un certain rebroussement du mouvement

de la particule; décomposons l'impulsion p en deux composantes

Pu et p^ appartenant au plan p,K(K —grad V), p// étant
parallèle et p n perpendiculaire à K. Un point de réflexion C sera
caractérisé par le fait que pp(C) =0, c'est-à-dire p(Ç) ÏAl K(Ç). En
ces points l'énergie cinétique n'est pas nécessairement nulle. On

peut établir la condition d'orthogonalité (p(C), K(0) 0 en partant
d'un principe d'extremum pour l'énergie cinétique T(Ç) :

T==i& àT=0 (pop) (p,p-)ot ôt{p(ï),K(Ç))=0.
Va solution K 0 est évidemment à exclure; de même le cas des

forces centrifuges, où (p(Ç), K(Ç)) 0. Va solution p 0 est valable
pour les problèmes à une dimension ou bien à N dimensions dans
le cas des points de rebroussement. Enfin, si l'on a des potentiels
vectoriels, le principe s'applique à T \m'x2: ôT 0 -> (x,K) 0.
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Exemples.

a) La «boule de billard». C'est le modèle bidimensionnel d'une
particule se mouvant dans un potentiel nul à l'intérieur d'un
rectangle et infini à partir des bords. Suivant la grandeur et la direction
de l'impulsion initiale donnée à la particule, on se rend compte qu'il
y a une double infinité de manières d'arriver en q au temps r
grâce aux réflexions possibles aux parois. Ces trajectoires
s'obtiennent en reliant q0 successivement à toutes les images-miroir de

q. L'énergie cinétique admet un spectre de valeurs dépendant de

deux paramètres m et n, ces nombres entiers quelconques indiquant
le nombre de réflexions aux parois du potentiel.

b) Mouvement à une dimension d'une particule dans un potentiel
de la forme

V(x)=V0-(x/L)2* i).

Nous supposerons pour simplifier k entier; l'exposant 2 k exprime
une condition préalable de périodicité; en effet, si l'exposant était
impair, on aurait la trajectoire directe et éventuellement une et une
seule trajectoire indirecte, ce qui nous intéresse peu. Exprimons la
période T du mouvement en fonction de l'énergie:

T idA. <£ dx =AL£ dx]/m/2(E-V(x))
J v Jx/2jm(E-V(x)) àEj ' V w'

et en introduisant V(x), il vient

'-(W-M^i)®1/2(1-1/*)

avec

Ck=(hdnVl-u2k A r(3/2) • r(i/k)
T(3/2 + l/lc)

pour k > 0. Cette formule met en évidence la relation entre la
période d'un oscillateur anharmonique et son énergie. Analysons la
fonction T T (E, fc) où fc est paramètre.

fc 1. C'est l'oscillateur harmonique, T est indépendant de l'énergie

E, comme il se doit. Cela signifie qu'avec nos variables (q, q0, r)
une et une seule trajectoire est possible.

fc > 1. Va période diminue quand l'énergie augmente; les trajectoires

indirectes sont possibles ; il y en a une infinité! On peut en
effet décomposer le temps r donné comme suit :

T T? + n-T.

') Nous traiterons plus loin en détail (II.2) ce cas «standard».
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ce qui correspond à une trajectoire n fois réfléchie à laquelle est
associée une énergie E„ donnée implicitement par l'équation

«

r= fdx[^(En-V(x))\m + njdx[^(yEn-V(x))\m-
00

fc < 0. Soit alors V(x) —| V0 \-(x/L)~2W. Va position q étant
fixée d'avance et pour autant qu'elle ne se situe pas à la singularité
(ce que nous exclurons dorénavant), il y a un nombre fini de trajectoires

car W — | E j est limité par IFmax < | V(q) |. Cet exemple
ne doit pas nous inciter à croire que la périodicité soit une condition
nécessaire pour l'existence des réflexions. En effet, périodicité est
liée à séparabilité du système envisagé. Dans le cas de systèmes non
séparables, les réflexions demeurent alors que toute périodicité
disparaît. On peut se poser la question du dénombrement des trajectoires;

il y en a une infinité: quel est l'ordre de cet infini? Dans
un espace à N dimensions, cet ordre est égal à N, s'il existe un
référentiel particulier où le système est separable, c'est-à-dire si

V(x) ZiVi(xl),
i

ce que nous ne pouvons supposer. Dans l'exemple (a) si l'on
remplace le rectangle par un polygone à n côtés, l'ordre dépendra de n. On
en conclut que la forme du potentiel joue un rôle prépondérant et
qu'ainsi on ne peut répondre à la question dans toute sa généralité.

L'essentiel est toutefois qu'on ait reconnu l'existence d'un
ensemble de trajectoires. Comme à chacune d'elles est associée une
action S, donc d'après la définition (1) un noyau Kc aussi, la question

posée dans l'introduction devient: comment se manifeste ce

phénomène de réflexion par l'intermédiaire des noyaux Kc, autrement

dit : quelle est la contribution de cet ensemble de Kc au membre

de droite de l'équation (3)?

11.2. Intégrales d'action.

Va prochaine étape consiste à développer une méthode de calcul
des intégrales d'action. Nous appellerons Sn l'action associée à une
trajectoire possédant n points de réflexions; S0 sera donc l'action
correspondant à la trajectoire directe de q0 à q. Il convient de

traiter le calcul des actions en deux phases, soit de déterminer
d'abord S0 et de déterminer ensuite les Sn.

L'action S0. Elle est identique à l'action habituelle S sans indice.
S S (q, t, q0, t„) satisfait les équations d'HAMiLTON-JACOBi:

«+H(^.ï,.)-0 -•*+H(^.ï.,fc)-0. (4)
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Considérons t et t0 fixés ; S est une fonction régulière de q, q0,
x q — q0, pour autant que ces positions ne se situent pas aux
singularités des champs de forces donnés (s'il y en a!), ce que nous
avons déjà exclu. Cette condition de régularité est nécessaire pour
déterminer univoquement la solution de (4). Il faut en plus
connaître la condition initiale S(q, q0, t0, t0) qu'il est commode de
formuler ainsi:

A la limite t -> t0 la fonction (t — t0) • S a un zéro de forme
ponctuelle pour q =q0; plus exactement:

linXt, ^~to) ^(i'io'tAo) y -m ¦ (q~q0)2-

Pour établir cette condition initiale, montrons d'abord que:

linX» (i-io)X(?Xo>i'*o)=3-?o
t —> le,

oùvQ(..) est la vitesse initiale de la particule soumise à une force

K(q0, -0) quelconque. Posons t0= 0, t —10= r et partons de l'équation

du mouvement

mÎ(t) K(î,t)
dont on peut écrire la solution sous la forme

c

?(*') <_o + v(q,q0,r,t)dt mv K
o

pour des valeurs de .' < r < T période du mouvement s'il y en a

une. Pour t'— r on a | q, donc
T

q—q0=Jv(q,q0,r,t)dt.
o

Développons v(t) par rapport à la variable t; en utilisant l'équation
du mouvement, il vient

- IA - t\ - /-* - n X(?o»0) t2 L- -, -r} dît'
v(q,q0,r,t)=v0(q,q0,r)+t y™' +=z^ [(VF. # + -gf
que l'on introduit sous la dernière intégrale; on a alors:

q-l) Vo.r + ^K(qo,0) + ^[(v0,r})K + ^-] + ..-.
Passons à la limite r -> 0, le 2° et 3° terme étant de la forme 0(t2),
il reste
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Ce résultat intermédiaire nous permet de poser

f (q> ïo> T) -^ + «' (î. <X *)

où » ' est une fonction régulière de r. Calculons maintenant

T

JTdt' avec T \mv2,
o

où nous introduisons le développement de vii) et de v0(r), il vient:

et
T

/"df T fÖ + m (g=g 0, F') + 0 (r) ;

o

ensuite
r ir —- i- —,. __
dtV(Ç(t),t) r I V(q0+ (q—q0) u + rv'u-\— -,ru) du

o ö

avec t/r u et la solution £(t). Avec la définition de
T

S fiât, L= T-V,
formons r-S: °

i

rS ^r (qFq0)2 + m (q~—q0, v')r — r2 I V(u) du
b

et passons à la limite r -*¦ 0, on a bien la condition énoncée :

limT ^ o
T S (ï » 8 o. t) -J- (XXo)2 •

Ce résultat nous permet de poser:

g=»jj^! + y(?>?D>T)

où S'(g, q0, t, t0) est une fonction régulière de r t — t0. Cette condition

est générale, elle est valable dans un espace de dimension
quelconque et pour des systèmes conservatifs ou non. Si le système est
conservatif, S ne dépend que de la différence des temps r, et si les
forces ne dépendent pas des vitesses, dS/dr (+ r) dS/dr (— r),
c'est-à-dire S est une fonction impaire de r. Revenons à nos forces
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de réflexion. Soit V(q) un potentiel quelconque contenant des
puissances de q supérieures à deux. L'action S0 satisfait les équations

àS,
oi+£ffl+r®-° 4^+ iW(-^r+"ffJ-«im

les remarques précédentes sont valables et le fait que <S0' est une
fonction régulière de r nous incite à chercher la solution de (4') sous
la forme de la série

So=_£,„.ff«»-i(?.3o)-*""-1 (5)
u

où les a2n_x ne dépendent que de q, q0 et non de r. Introduisons cet
essai dans les équations (4'), il vient

Sn (2 n -1) o2n_x r2-2 + -X {zn X^p r-"->f + V{q) 0

Zn(2n-l)o2n_xr2«-2 + ^(Zn-da$A=± r2-1f+ V(q0) 0.

Ces équations devant être identiquement satisfaites en r, on annule
es coefficients de t2"-1, ce qui conduit à écrire deux systèmes
l'équations différentielles dont le premier est:

(^-|=2« : (6.0)

1 +U^4h =-v^ ((U)

+ Xfel XU =___X(4^iXa_) (6.3)
m \ dq o q!) s m \ dq dq / v '

X/Xl i)L ^Aa(ÈFa ÌM___X/XX (64)
m \ dlf ' d"g/J 7 m \ d~q ' d'q f 2m \ àq f v '

2n-l+X(X_=i> jXX 1 Vl^ÏAAzL t^FAAFA).(e.n)
m \ Oq ' àq/) 2n x 2m 4fv\ d'q ' à~q J

K '

Quant au second il n'est pas nécessaire de l'écrire, car on remplace
simplement d/dq nar — d/dq0 et V(q) par V(q0) dans (6). La première
équation mise à part, on a un système d'équations aux dérivées
partielles linéaires et du premier ordre. L'intérêt de l'essai (5) réside
dans le fait qu'il «linéarise» l'équation cI'Hamilton- Jacobi. On peut
résoudre le système par récurrence.
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Solution. —

d'où
a-x a-x(q — 9o) •

Posons x =q — q0; x \q — q0\ et o_x (m/2) F2

(_XX2= m2F2 (U)2= 2m._, m2F2

l'équation (6.0) devient

la solution triviale F 0 étant exclue, on a

dont une intégrale complète, dépendant de AT constantes, est :

F=2>^ + CXn,?)+C7

La condition initiale exige r_x (x 0) 0, donc C 0 ; cette même
condition exige que r_x (x + 0) =1= 0 pour tout x. Or, la solution ci-
dessus est nulle sur toute la surface x Fin, on obtiendra la solution
cherchée, appelée solution des caractéristiques, qui en x 0 a un
zéro ponctuel, en éliminant les nk entre

(.__! -5- (n,.x)2 et n2 1

par la méthode des multiplicateurs de Lagrange.

<P o_x— Xn2

-— 0 -1 — X -AF- m (n, x xk — 2 X nk 0
dnk ònk ònk K '

2^km2(n,x)2x2k=2jAX2nl AX2 -> X ±-rFx(n,x)
1 k

FA (n,x)[xkzf xnk] 0 -> nk Az~

°-x ~(q-q»Y- (8-0)
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Avec lfm (da_x/dq) x, le système d'équations (6) devient :

1 + (*'òA}°1 --V6, + Z) (7.1)

* A'-FìF —_V(&)' m
I» +(*•£)}<* —ifà-Wl >73>

7 +lx —\\o - 1 Ida, »,,\ 1 lay? ,74,
I \ ' ò~x /j ' m\d~x'dxj 2 m \ d aT / K '

Chaque ff2n-ise compose en principe de la solution générale de son
équation homogène et d'une solution particulière de son équation
inhomogène. La première étant singulière en x 0 (et ceci pour tout
n > 0), la condition de régularité l'exclut et l'on ne doit ainsi tenir
compte que de la solution régulière en x 0 de l'équation inhomogène.

Ceci est mécaniquement évident, car si V(x) 0 (particule
libre), _o m (q-q0)2 (._!

On -s ~J0 ¦

-, ^ T

ff2K-i 0 pour tout w 5: 1 et si V(x) + 0, les ff2n-i du système (7)
répondent de la perturbation due au potentiel. En résumé, l'unicité
de la solution S0, donc de chaque coefficient o2n_x, est bien garantie
par la condition initiale et la condition de régularité énoncées plus
haut. Résolvons (7.n) :

J2n — 1 + (x, ^-)) o2n_x (q0, q0 + x) f2n_x (q0, q0 + x) ;

en remplaçant x par x -u, x d/dx u d/du pour u 1 et l'équation
devient :

|2 n — 1 + u-jA a2n_x (q0, q0+x u) f2n_x (q0, q0+x u)

i '' " dui ~ m2""2 au

ZA^ZTJ-f-U2nl02n_x (u) /,„_! (u)

or f« - d 1 li,,,-u-=—)¦= .„ ,-^-u2"-1
donc

enfin

i i
duu2n-2f2n^x(u)

o o

U2"-1 o2n_x(u)

x

°2n-i(q,qo) fduu2n-2f2n_x(q0,q0 + xu)
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Cette équation générale appliquée au système (7), on a, en posant
dy/dx y' :

ox

x

— du V(q0 + x ¦'*) (8.1)

az ='
i

~Ym~fduu2(°x(Uï)2
0

(8.2)

ff5 =--^Jduu'1(o'x,o3)
0

(8.3)

^7

i
-^rjduu°[(o:A)2 + 2(o'1

0

X.0] (8.4)

a2n-X "

i

X fduu2n-2
2m J

0

"Kl
Ev(°2*-

1

1 ' ff2(« »)- li (8.n)

On peut ainsi calculer
oc

So(<_XoX =E^a2n-x(q,q.o)r2n^ (5)

dans toute approximation de r désirée, et ceci pour tout espace et
tout potentiel. Nous généraliserons sous IV cette méthode au cas
de potentiels vectoriels et au cas de systèmes nonconservatifs et
relativistes. Il est à peine besoin de souligner que les équations (8)
offrent un moyen rapide de calculer l'action S(q, q0, r).

Bemarque. - On peut dégager le principe sur lequel repose la
méthode développée: au lieu d'intégrer

T

S= fhàl
ü

le long de la trajectoire effective reliant q0 à g, on a fait un certain
développement en série et chaque terme s'obtient en intégrant le

long de la droite q0q.

Convergence. - Supposons q0 fixe, origine d'un système de
coordonnées et x q — q0 variable JV-dimensionnelle. On peut poser
la question suivante : dans quel domaine de l'espace à N + 1 dimensions

(la N + Ie étant la variable r) la série S0 converge-t-elle
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Il convient de se libérer de la dimension de S0 (m-l^F1) en
extrayant ox-r de la série amputée de son premier terme:

OO 2

So^E^n-xT^-^^-Ao.-r-cP

$ E<Pn-l(<Ìo>X>r)
1

les termes cpn_x de la série 0 sont alors sans dimension. On a le droit
de mettre ox-r en évidence, car ox(q0, x) est une fonction régulière
de x. SQ converge avec &et0 converge si

\imn^œ(cpn_xyi2<^ Q(q0,x,r)<l.

L'équation q (q0, x, r) 1 représente une surface dans notre espace
à N + 1 dimensions et la série S0 converge à l'intérieur du domaine
limité d'une part par le plan r 0 (à cause du premier terme mx2/
2 r) et d'autre part par cette surface. On ne peut donner plus de
détails sans connaître le comportement des o2n_x, c'est-à-dire sans
spécifier le potentiel V(x). Etant principalement intéressé aux
potentiels anharmoniques, nous supposerons par exemple

V(x)=V2k(x)=l/2-m-co2-L2-p2k(x/L)

polynôme de degré 2 fc en x/L, la parité assurant l'existence des
réflexions. Soit ym(u) une forme de degré m en u, on a d'après les

équations (8) et la définition de cpn_x :

cpn_x (cor)2{n ]) &(„_„(*_!) (x/L)
et

Q (S o x,r) car yk_x (q0, x/L).

Si fc 1, le domaine consiste en une tranche (limitée par r 0 et
cor n soit t Ti/ca) d'épaisseur indépendante de x, ce qui est
confirmé par l'exemple page 92 de l'oscillateur harmonique dont
l'action est connue sous forme finie. En revanche, si fc > 1 la
surface-limite est q (x/L, r) 1 qui pour | x ] ^> L est asymptotique-
ment donnée par l'hyperboloïde

mr-(\x\/L)k-1 Const.

On clôt ici l'analyse de l'action S0 et entreprend celle des Sn.

Les actions Sn. Avant de procéder au calcul des actions Sn dans
le cas général (N dimensions, potentiel quelconque), il est indiqué
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de traiter le cas standard de l'oscillateur anharmonique à une
dimension. Soit

V(x)=V0-(x/L)2*
le potentiel, et soit X, l'abscisse d'un point de réflexion

V (X) E d'où X (E/V0)ll2k ¦ L

où E est l'énergie de la particule. Soit ensuite F, l'action maupertui-
sienne prise sur une période

F=Spdx ]/2mE S ]/l-V(x)jËdx ]r2m~Ë -X-Ck

où

c - £ vm^du -1r(3/2)r(1/2 •k)
vk cp|/i u au -4 r(d/2+x/2.k) ¦

Va période T est donnée par

T |J ]/2mL V/2*Xfc (1 + -X) E-«'1»2«

d'où inversement on exprime l'énergie E en fonction de T. Formons
l'action

X=F-ET
il vient

/ i \_+i/(*-i)
X Yk \=t)

avec

Jusqu'ici T est une variable indépendante; si maintenant on pose

T=rjv où v 1/2,1, 3/2,2,- •¦
l'expression

/ v\(k+X)Kk-1)

représente l'action d'une particule partie de l'origine 0 à t 0 et
revenue en 0 à t t après n 2-v réflexions (n 1,2,..). On voit
ainsi comment s'exprime mathématiquement le phénomène de
réflexion: la fonction initiale S(0, 0, r) de l'action S qui admet, en
l'absence des réflexions, une seule valeur, en admet maintenant tout
un spectre

S(0,0,t) -> Sn(0,0,r) v.yk(-Fy+mk-i)=Xv(r); n 2-v.

A partir de ces fonctions initiales, on va construire le spectre
d'actions Sn(q, q0, r). Etablissons d'abord l'action Sn(q0, 0, r). Pour
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chaque n entier donné, on aura deux actions correspondant aux
deux réalisations possibles du mouvement, suivant que celui-ci
commence dans le sens + ou — de l'axe x, soit:

où l'on a

c ,xAT;)-80jt.(0,qJ0,t0-)
Sn (q0> 0. F {

XV(TV)+ S0in(q0, 0,t0+)

vTA-rn=r vTt + T„

Enfin pour établir Sn(q, q0, r) on remarque qu'indépendamment du
sens du mouvement, il faut encore distinguer deux cas, suivant que
n est pair ou impair. On trouve :

n pair, v entier

\Xv(T;)-S0in(q0,q,r0v) (9.1)
&n (q, q0> v \xv(TÏ) + So,n(q,q0,Vv) (»-2)

où

vTv ~Fv =T et vTv + Tov =T;

n impair, v demi-entier

Xv(Tv-)-SOin(qo,0,rl-v)-S^n(0,q,rlv) (9.3)

Xv(T+v) + S0,n(0,q0,r2t) + S(Kn(q,0,rli) (9.4)
sn (q, 3o>T)

ou
vTv—x0v—'r0v=r et vTv + rlv

Toutes les S0 „(. des formules (9) sont données avec leurs
arguments respectifs par des séries du type S0 (équation 5 et 8); ces
séries convergent pour t0é; < T-;/v. On remarque en outre que les
fonctions initiales S„(0,0, t) contiennent t à la puissance — (fc + 1)/
(fc — 1) < — 1, qu'il eût été ainsi illusoire d'en chercher le développement

par rapport à des puissances entières de t. On en conclut
que dans le cas où les points de réflexion sont du type X, c'est-à-dire
des points où l'energie cinétique est nulle

V(X) E, X~Ell2l\ A~(1/t) l/i-l

le calcul de S(X, 0, r) ne peut se faire avec la série (5). Une telle
série divergerait, car X se trouve sur la surface limitant le domaine
de convergence. Nous avons conservé jusqu'ici explicitement les

deux variables T-j et r0f, liées par une seule équation à r. Etant
donné que seules r, n, q, q0 sont les variables indépendantes, il faut
exprimer Tv et rûv en fonction de ces dernières. Une seconde relation
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nous est fournie par le théorème d'énergie: les réflexions étant
élastiques, les trajectoires sont situées sur des niveaux d'énergie qui
s'élèvent avec le nombre des réflexions et forment un spectre
discontinu pour q, q0, r fixés. Prenons alors un des quatre cas de S„

n 2v S„ ,7i(^p(i ''+S0/n(q, %,r0t) (9-2)

avec
oo

S0,n=EA':-x(Fq0)<J" l; vT++r0v r,
0

on a
dSn t-, d

donc deux équations pour calculer Tv et rov:

h+1
n ^

1 \2kl(k-X)_ m (q-q0)

et

L.v.v / x .<¦"'- m AFAMA V (9 u — Vrr T+2J^Y v y* \AjA) -~2 + 2 —Lu Vf1 1X2^-itoj.

Si la question est résolue en principe, pratiquement le calcul est
malaisé et ne pourra se faire que par approximations : de la seconde,
on tire T% que l'on introduit dans la première, et l'on évalue r^v
fonction de r en considérant que rrjv <^ r. N'ayant toutefois pas
besoin des solutions explicites, nous n'irons pas plus loin dans cette
voie. Démontrons pour finir une propriété des Sn, propriété qui
jouera un certain rôle par la suite : Les fonctions Sn ne s'annulent pas
dans tout l'espace des q, q0. En effet, q et q0 étant toujours plus
petits que X, point de réflexion,

So,n(q>qi)>T:Qv)<Yv et So,«(8>0>0<|^

ces inégalités introduites dans les équations (9), on voit immédiatement

que dans tous les cas Sn(q, q0, r) > 0, pour n > 0.

L'analyse de notre exemple standard, l'oscillateur anharmonique,
étant terminée, passons au cas général : soit un potentiel quelconque
et N dimensions. Nous avions déjà remarqué sous ILI, page 93 que,
dans un espace à N dimensions, les points de réflexion Ci ne sont en
général pas des points du type X, c'est-à-dire des points où l'énergie
cinétique s'annule. Ce fait est important, car l'inégalité |£,-| < X est

une condition suffisante pour pouvoir calculer S(d, Çk, rik) à l'aide
d'une série du type (5). Soient donc f. les points de réflexion,
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i 1,2,..n et posons pour simplifier l'écriture q0 £0, q £n+1.

L'action étant additive, on peut écrire

"n "0,1 "¦" "1,2 + '¦¦"« -l,»i "i" "n, n + X

n n

"n~2ji i,i + l X~ 2jiXiA + X-
u U

Par cette décomposition, on introduit explicitement les Ci définis
sous II. 1 et n + 2 nouvelles variables rt i+x; on pourra plus bas
éliminer ces dernières en utilisant comme précédemment le théorème
d'énergie qui fournit les n + 1 relations suivantes

f? _ ""o.i _ ""1.2 ""n-x,n _ ""n,n + x

ÔT0)1 "Ti,2 "rn-x,n "rn,n + x

avec t 2Ji ri, i+x on a n + 2 relations pour les n + 2 variables auxi-
o

liaires rt i+x. II serait en outre utile de connaître la dépendance des

C» en fonction de q, q0, r et d'un paramètre indiquant le nombre de
réflexions. Bien qu'on ait la définition

(p (Ci), fc(C<)) 0, avec p --=-
dA

cette détermination est malaisée, même en spécialisant les champs
de forces. Si 2 fc est le degré d'un polynôme pris comme potentiel,
on n'a d'immédiat que la relation qualitative, valable asymptotique-
ment

!?<l<MXtt~"
où Ti est lui-même fonction de q, g0 et r. Cette connaissance explicite

des Ci ne sera heureusement pas nécessaire par la suite, on
conservera donc ces points de réflexion tels quels. L'essentiel est que
ces points se trouvent à l'intérieur du domaine de convergence
permettant le calcul de St {+1 par une série du type (5), soit:

Si,i + l

X\+1

y o-,''+it2"-1s^jf, 2/i-X li,i + X

0

m (fi+l-îi)2
2 r{.t+i

i

o\i + 1=- / duV (Ci + {ïi+x - C.) u)
ù

etc. Eliminons, comme prévu, les rii+x, ceci par approximations
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successives en se basant sur l'inégalité rii+x < r. Posons pour
simplifier l'écriture

"i _- + l -i "i -i+1 _f

il vient en première approximation de r

t r -=—

et en seconde approximation

développons les [/ et la fraction, on a

où l'on a défini

• 1 + 0 zkvk®k
m(Zvk)2 L ' rkvic

0(t5

0t= duV Ui+ Ci+i-Ci lu

On a besoin de l'inverse

1
_ -£*»* '

1-
Ti,i+i T "i l rn(£kvk)2

que l'on introduit dans la série /S. i+1

2^n 0(r3)

s.
2 t,- tM + i0*-t3

TO »i-gfc"fc
___ Z -r AF 0 ZkVk®k

S _m VjSkvk v{ T3 ^*-i + 1 2 t Zvt. 2 * 2 Z»-
1 -£*V_Ì + 0(t3) • • •

L'action Sn est alors

On — / s S- m (Sv,)2 £',¦«,•<-',• o
— T —%A—- + T ¦" v* M+1 2 t " ^"f

soit, en réintroduisant les définitions de <_>< et vê :

_ (fiiXi-f.)2 ÈMt+i-ti\{duV(u)
S„(g0-••£.•¦• g,t) ¦

^-i I W+l fi
u

(10)
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Par analogie avec la série (5) on est tenté d'écrire S„ sous la forme

sn E,<-x(qo--A,----q)F'-1
o

et l'on pourrait chercher la construction générale des o2n)_x- N'ayant
pas besoin par la suite des approximations supérieures, nous ne

pousserons pas plus loin ce développement. Pour finir, mettons en
évidence une propriété de o'-Al, propriété que nous utiliserons plus
bas; en posant o^Fx 34'm ' F2> on a:

F Ê,-\l+x-Ci\ >0
o

dans tout l'espace de q et q0. En effet, F n'est nul que si

q0 Ci C2 — • ¦ Cn q- Ce cas très particulier correspond à une
immobilité complète de la particule, ce qui peut se réaliser si la
particule se trouve en une des singularités mêmes du potentiel,
possibilité que nous avons exclue.

Avec les formules établies dans ce § (5, 8, 9 et 10) nous sommes
maintenant en mesure de construire les fonctions Kc définis par (1),
de préciser quantitativement le sens qu'il faut attribuer à «r petit»
et d'évaluer les contributions des noyaux au membre de droite de

l'équation (3); ainsi nous répondre à la question posée dans
l'introduction et précisée à la fin du § ILI. C'est le programme du
prochain §.

III. Effets quantiques des forces de réflexion.

A chaque action S„ on associe un noyau Kwc défini par la relation

*Hl^r^exp{!4 M
Pour mesurer l'effet des phénomènes de réflexion, la somme de ces

noyaux est à substituer au noyau Kc de l'équation (3) et l'on a à
évaluer

/oodxqQZ„K»(q,qo,r)W(qo,0) (11)
u

dans le sens de contributions ordonnées par rapport aux puissances
croissantes de r. Ce développement permettra de conclure dans
quelle mesure les noyaux construits semi-classiquement se

rapprochent des noyaux exacts.

Le noyau K%. C'est celui qui est associé à l'action S0 de la trajectoire

directe. Pour de petits intervalles q — q0 (domaine dont l'im-
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portance se révélera par la suite), on peut construire ce noyau
d'après (5) et (8) :

o _ V n r2"-1- m _IzI____S'
°0 — Zjn a2n-\l S r

où l'on définit

formons Dn

avec

il vient

fi' — — Y1 n T2n-X.
1

d2Sn
D0 (-1)N dét

d2 S0 m A q,— 0;t— Ò;,.
ogoidgk

Aqoidqk

s:
d2S'

iic~ dqoidqk

\D0\ (~lf-
-S,, -s:IV

-S\Ni — S'nn

(xf
î + ^-s: -SXN

Xs'NX -s'

Evaluons ce déterminant par rapport aux puissances de r, il vient :

D, m \X
'» + (")

v ,„ U)
i + _L y s' + XL)2 r-dét.

1 i,k

S'a &%k

JC % K h.

I -r \
'a)

+ -) E-àét.

où l'on a posé

S'. Çt' Q'
a °ik òn

O' Q' Q'

S' Q' O'

"il "''"1JV

Q' O'

F=^s;i+^dét.
T \ff-l

\ m /dét.
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ceci introduit dans la définition de K°c, on a :

gH^rMi+x',!X4x-x w
Détermination de rx. Sous I nous avons introduit qualitativement

la notion de «t petit», c'est-à-dire r <^ rx, rx devant donner une
mesure de l'inhomogénéité des forces et fixer une limite supérieure
au choix de la variable r, limite au-dessus de laquelle Kc n'est plus
une bonne approximation de K exact, autrement dit son emploi
n'est plus justifié. La connaissance explicite de K°c nous permet de
déterminer rx. On sait en effet que K°c satisfait l'équation de Schroedinger

jusqu'aux termes en h2:

X f- + H) K°c -~- XJXl g? ___ jj K°c (2)\t oi Ie 2m Af) c « c ki
V0, «potentiel quantique» est en général fonction de q, q0 et r; il
n'est nul que dans quelques cas particuliers, ceux où Kc est déjà
le noyau exact K (voir exs. sous I).

Nous disons que l'emploi de Kc est justifié dans la mesure où

t-lT0<,S'

c'est-à-dire dans la mesure où l'action due aux «forces quantiques»
est plus petite que l'action due aux forces classiques, cette dernière
étant la différence entre l'action d'une particule libre

o __ m (?-?o)2*V -m FF~
et l'action générale donnée par (5). Considérant g et g0 fixés, cette
inégalité nous fournit une condition pour r. Calculons U0:

mVV.1 i
T j?. dDo _ P-°o

__ r/mVF
0 \rì\m) D0 ò-q ~ D0

~
1 + r/m-F

LlïzW '
4 \ D0

A\/D0 1 / VD0\2 1_ AD0 _
1 r/m-VE \2 1 r/m-AF

i/])o 4 \ D0 f '
2 D0

" 4 \l + r/m-Fj ' 2 1 + r/m-F

TT »AVBq-hz t AE ¦ A + Am{F-1/2 (VF)2/AF}}
0 2m x/jJo (2 m)2 (1 + r/mF)2

rUe,= (ÄJF\2AE A + Fm[F-l/2(VF)2/AF]}
0 \2m) '

(1 + r/mF)2

en divisant par A F ¦ -r-=r la condition devient :

m< S' (1 + r/m-F)2
AF (l + r/m[F-1/2(VF)2/AF]
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Nous sommes naturellement conduit à définir la limite supérieure
de t comme étant la solution de l'égalité

/ Hr\2 S' [ (1 + r/m-F)2 j
\2m) ~ AF \l + r/m[F-lj2(VF)2/AF])

correspondant à la première intersection entre la parabole (membre
de gauche) et la fonction du membre de droite qui est croissante
en t et > 0 pour r 0. Le choix de rx étant dans une certaine
marge arbitraire, il est commode d'adopter pour cette valeur la
première approximation de la solution exacte, soit

2m I S'/ XXX1'2
\AF X-lXû'

l'erreur étant faite par défaut, ce choix est convenable. Introduisons
maintenant les définitions de S' et F, il vient :

2-^X2 (12)

ou 1

X2 X1-»—i et o-, — / du V(qn + xu).1

A-(V0,V)aJ J

Si V(x) est proportionnel à a: ou x2, le potentiel quantique V0 étant
nul, t n'est pas limité supérieurement, rx est donc infini ce que l'on
peut vérifier immédiatement avec la formule (12). X est directement
proportionnel à l'inhomogénéité des forces; prenons par exemple
V(x) proportionnel à exp(— kx) ou sin (kx), l'opérateur A(V0, V est
alors essentiellement proportionnel à fc4 et X ^ 1/fc. rx ainsi défini
jouit bien des propriétés désirées: il est une mesure de l'inhomogénéité

des forces et il est d'autant plus petit que celle-ci est plus
grande. C'est dans le sens indiqué par la formule (12) qu'il faut
entendre «t petit», soit

<Hm X2.

Ceci précisé, revenons au calcul des contributions des noyaux à

l'intégrale (11).
Contributions des noyaux. Va coordonnée g0 étant variable

d'intégration, il faut connaître le comportement de D et S en fonction
de q0 non seulement dans le voisinage de q (équation 1'), mais dans
tout le domaine d'intégration. Nous nous bornerons essentiellement
à décrire l'allure de S et D en fonction de q0 et à indiquer comment
on évalue les contributions des noyaux. Pour fixer les idées, nous
traiterons ensuite un cas simple dont le résultat pourra être
généralisé progressivement.
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Considérons les cas où les forces sont attractives et dérivent d'un
potentiel V V(q0), la généralisation au cas de potentiels vectoriels
étant renvoyée à la fin de ce paragraphe. On pourra tirer des
informations intéressantes concernant D et S si l'on considère d'abord
la fonction donnant l'énergie du système E — dS/dr — E(q, q0, r).
Regardant l'énergie comme (JV + 1) ' dimension ajoutée au N de
l'espace q0, elle est représentée par une surface que nous appellerons
surface-E par la suite. Si, dans ce même espace, on représente la
surface potentiel E V (q0) (surface-F), cette dernière enveloppera
ou, si l'on veut, contiendra la surface-E. En inversant E E(q, q0, r)
on peut écrire q0 q0(q, E, r) ou encore r r(q, qQ, E). Va dernière
façon d'écrire conduit à interpréter la surface-E comme surface des

énergies et positions initiales q0, compatibles avec la condition r
const, donnée, la position finale q étant supposée fixe.

Où la surface-E1 est tangente à la surface-U, la vitesse initiale
— dS/dq0 est nulle ; le point de contact est donc un point d'extremum
pour l'action S. Comme S se trouve à l'exposant de la fonction à

intégrer, ces points d'extremum jouent un rôle essentiel. Nous
verrons qu'en l'un d'eux, S est minimum et qu'aux autres, S est
maximum. Dans le cas de forces anharmoniques, ces derniers peuvent
exister en nombre infini; ce sont des points du type X dont nous
avons parlé sous II; ils jouissent de la propriété particulière de
tendre vers l'infini quand r -*¦ 0. Pour déterminer le caractère de
l'extremum de S, il convient de calculer

I ò2S \ ÒS n 1 AT,
^. r— pour -r 0 (l l...N),\àgokdqoilT f dqoi '

étant sous-entendu que seuls les points où S est extremum absolu
(c'est-à-dire relativement à toutes les composantes goi) nous
intéressent. Ces secondes dérivées partielles peuvent s'obtenir comme
suit : soit g0 une position d'extremum, pour un tel point r T(q, q0) ;

pour tout autre g0 on peut poser : r T(q, g0) + rx. Nous nous
intéressons à (d2S/dq0i dqok)r pour rx 0; cette valeur étant un choix
particulier de rx const., il est indiqué de changer de variable et
de poser après la differentiation rx 0. On a:

d- \ f dr \ _^_
dr

/Xi\ /_fM + (Af)
\àq0/rl \dq0fr Vô^/t,

=_ (Xl) + (àT\
\dq0fr \dq0f

(Jaa) =(X_\ _i^\dq0Jr Vôîd/t, dq0

d-

d'où
ÒT J)^

òr
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et de même pour (d/dq)r. Si l'on applique cette opération à S que
l'on peut poser S0(q, q0) + Sx(q, q0, rx), on trouve:

ds _ n__ ÒSo dT dSx(fx - °
d~q0 d~qa dx

avec

il vient
"UT -§?= -F(2o) pOUTTj-0

dS° dT
V(q0).

d~q0 d"î„

L'opération (d/dqok)T appliquée maintenant à dS/dqoi donne, pour
rx 0, la seconde dérivée cherchée:

/ d2S \ _
ÒT ÒV

\àqokdqoijTir,.o'~ dqok dq0F

Cette équation suppose T T(q, q0) connu. En l'appliquant au cas
traité plus bas, on trouvera que cette seconde dérivée est négative
(S max.) pour les points du type X. Quant au point, que nous appellerons

q0, où S est minimum, c'est le seul qui demeure dans le cas
de forces harmoniques ou constantes, comme l'indique l'exemple
suivant :

Soit V 1/2 meo2 g2; la surface-U est un paraboloide et la
surface-E (voir exemple sous I)

t-, _ dS _
meo2 ~q2 + 'q02-2('q, ~qdl oos cor

dr

l'est aussi. Ces deux surfaces ont un seul point commun (dans le

fini) en g0 g0, solution de dS/dq0 0 pour lequel on trouve
aisément

go

et

1_
COS CUT

d2S „ meo
Of

Remarquons que g0/_^ 0 et que g0/ -v q; pour de petits r, on

a g0 g(l+2 co2r2) =q+(r2/2m) (ÒV/dq), résultats que l'on trouve
en résolvant dS/dq0 0 par rapport à g0 pour de petits r en utilisant
la série (5) donnant S pour un potentiel quelconque. Mentionnons
encore le fait que la surface-E est minimum en g0 q0 (solution
de dS/dq 0) pour lequel on trouve

- ÒS y,,^Kq0 qcoscor - =V(q).°- lia=-q«
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Si V V„ (g0) (par exemple CcA], C > 0, g0 | g0 [, n > 2 et pair),
la surface-U est un paraboloide d'ordre n mais la surface-E se transforme

entièrement. Rappelons en effet que pour un certain g0 donné,
une infinité de trajectoires, caractérisées par leur nombre de points
de réflexion, conduisent de cette position initiale à la position finale
donnée dans le temps r. Ces trajectoires sont situées sur des «niveaux
d'énergie» croissant avec le nombre des points de réflexion.
Considérant la surface-E résolue par rapport à q0, cette fonction manifeste

une certaine périodicité en fonction de E, car q0(E0, q, r)
q0(Fx, q, t) q0(En, q, r).. Ex..En étant les énergies des

trajectoires 1 x.. n x réfléchies. En variant E de façon continue, on
voit donc que g0 oscille, mais en restant toujours intérieure à la
fonction inverse de V

q0(q, E, r)Cq0(V)lr^E,

l'égalité ayant précisément lieu pour les points de contact q0, X où
S est extremum. g0 étant continue et oscillante, il existe une série
de lieux géométriques caractérisés par l'équation

làjAA =0\ dE )r
Cet ensemble de lieux délimite des portions de la surface-E et l'on
se rend compte que tous les niveaux d'énergie associés aux trajectoires

possédant le même nombre de points de réflexion sont situés
dans une de ces portions. Entre le point (g0, Emln V(q)) et le
premier lieu (dg0/dE)x 0, on a le domaine correspondant aux trajectoires

dites directes (les plus «économiques»). Le lieu (dg0/(.E)° 0

représente celui des amplitudes maxima que la position initiale if0
est susceptible d'admettre, afin qu'un mouvement direct jusqu'en
g soit réalisé dans le temps r. Va projection de ce lieu dans l'espace
q0 est représenté par une certaine surface F F0 enfermant un
volume QQ où l'action S0(q, g0, r) sera définie. En dehors de Q0, S0

n'existe pas. Les énergies des trajectoires 1 x réfléchies se situent
entre le premier lieu (dq0/dE)°T 0 et le second (dq0/dE)i 0. Va
projection de (dq0/dE)l 0 dans l'espace q0 est représentée par une
surface Fx enfermant un volume Qx où Sx(q, q0, r) sera définie, et
ainsi de suite.

Nous n'avons encore rien dit de D(q, g0, t). Formé avec le
déterminant dont les éléments sont (d2S/dqkdqoi)r, on peut calculer ces
derniers aux points d'extremum avec la même technique que
d2S/dq0kdq0i; on trouve:

/ d2S \ _ dT^ dV
\àqkdqoi frlc-o" dqk dqoi
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Nous allons montrer que D, qui est régulier dans le domaine QQ,

est singulier à la surface F0. En effet, dérivons l'équation d'HAMiL-
ton-Jacobi dS/dr + l/2m (dS/dq)2 + V(q) 0 par rapport à qok;
on a:

d âS 1_ y,_dS_ d2S _ 0
m Aj à a.- d a. d o«,.

avec

il vient

dqok òr ;

m AA dqt dq^q^

ÒS _ w __
dqok

__
dqok _

1
-Eòr ' dE ò(.S/dT) à2S/âqokdr

X VUJX O

m A-d da.- da, da„,.(àqokFE)T m As dq{ dq^q^
1 y dS âS2 àqok n -r, ¦ oS

_ _• •

d ou — Zj -z s—t oo pour —Fgr 0. Puisque -r— est fini, unm i dq{ dqtdqok r dE ^ âq{

des éléments -3—s au moins est infini, ce qui prouve notre
àqidqok H ^

proposition. Ce même phénomène se répète pour D, à la surface Fn
de son domaine de définition Qn.

Ces faits nous amènent à définir chaque noyau Kne Cte j/Z)„ exp
i/ft Sn dans un domaine Qn limité par une surface F„, projection
dans l'espace g0 du nme lieu (u~q0/dE)nT 0, et à interpréter l'équation
fondamentale (11) de la façon suivante:

+.°° 00 co -

I(q,r)= d»q0£nK,W 2jJd»q0K«y,. (11.1)
0 dn

Pour évaluer l'effet quantique des forces de réflexion, nous traiterons
plus bas un cas particulier en détail, le plus simple qui soit, puis,
en généralisant progressivement, nous montrerons que I(q, r) est
donné par la formule suivante

I(q,r) exp^S(g,g0,T)-{^(g0)-X^y"(50) + 0(T2)}

+ 0(^2expl^X.v(0))+2,exp4s(g)ïB,r)-

¦W(Xn)(l+f(Xn)) (11.2)

où 27 représente une sommation discrète et/ou continue sur le spectre

des points d'extremum Xn.

Comme exemple nous allons traiter le cas très instructif d'une
dimension, avec V C-q{], C > 0, n > 2 et pair et poser pour
simplifier au maximum g 0. De ce fait on a aussi q0 g0 0, les
minimas de la surface-E et de l'action S coïncident à l'origine. Cette
simplification n'a pas d'autre conséquence que de permettre des
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calculs aussi exacts que possible et les généralisations s'avéreront
aisées. Nous allons donner les valeurs de S et D pour toutes les
classes de trajectoires et pour les points g0 importants tels que
g_ 8o 0 (S min.), g0 X (S max.) et g0 Q0 (D infini) ; ceci sans
entrer dans le détail des calculs, ce qui nous entraînerait trop loin.

En ce qui concerne K°c, on a:

pour g0 ___
0 (voir équation 1') S0(0, q0,r) ~^ =\r- r ¦ • -

ro S' de (1)' =^-[l-T2a]
rz_=X de (i)' Do(0,go,r) =^-[l + r2A];

pour qQ Az X0, X0 étant donné grâce à

x

T }/~ f t lXu-*„l/CXn-cxn V 2C

dt r(l + l/n/)r(l/2)
f[ZVn r(l/2+l/n)

avec T r

X^i^AAFlzWy^ E0 CXn0

n

b0(0, X0) S0 ^-j-y a„ |/"2~ ^o

S'o(0, X0) =0
S;(0,X0) S';=-n(^-l)x2n^F
^o(0Xo) 'XLv

et pour g0 ^ X0

S(0,q0,r) S0(0,X0)-A\(q0-X0)2^Fn(^-l)a2n+--..
Pour le point g0 Q0 solution de (dq0/dE)°r 0, le calcul donne
approximativement

Q0 X0(l + ô0(n)) «50(n) o(-X-_),

et si l'on calcule D pour g0 Q0, on trouve en partant de la formule

D ]/~¥Ë (4<t)t et en Posant 8o X0(l+u):

D°(0,u,r)=^^L
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où __0 est une fonction régulière de u, et tend vers une constante
quand u tend vers ô0. C'est tout ce dont nous aurons besoin en ce

qui concerne le noyau K°c.

En désignant par v le nombre de réflexions (au lieu de n utilisé
auparavant, ceci pour éviter toute confusion avec n actuellement
degré du potentiel), on a

pour g0 0, avec
2

2«

Sv(0,0,r) (2v)-2 S0
n n

S'v(0, 0, r) ± )/2m~C V (2 v)^2

Sl(0,0,r)

Dv(0,0,r\

n— 2 r
n m indépendant de v! v 4= 0

*Do(0,0,t)=^
pour g0 Az Xv, avec

Tv=lVF+-ïr> a, (2" + l)"-2V
2«

S,(0,2v) (2v + l)^¥So
s;(o,a,) o

S;'(0,;v)=-«(n-2)a2-^-(2v + l)2

(2v + l)2S;'(0,20)

DP(o,AJ,) (-ir(2^+i; m »n

Ta"T

et pour q0 ä Q„, en remarquant que

_____

**<«,< Av+1 soit K X < (l + ^XX "-*
et avec

Qv XV(1 + ôv)

g„ K + w)

D (0, m, t) (-l)v~(2v + l)XyX.
T j/_i, - M
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II sera utile par la suite de connaître S dans le voisinage immédiat
de son maximum en q0 Xv:

Sv(0, q0, r) Sv(0, Xv) + \- (q0 - X0)2 Svff(0, Xv) + ¦ ¦ -

avec q0 Xv(ì + u), u variable, on peut mettre S sous la forme

Sv(0, q0, r) ¦

ou
n-2

a -

n+2 «

_ n(n— 2)

1 „ b
-=u2 Zv

m \ n-2

<^H- m \ n—2

2C

const.

const.

2« n+2
n—2 i 1 \ n — 'IZ-1 (2, + 1)K-2(|)
2 n

(2v + l)^-xc7\ Xo x

Les formules données ci-dessus permettent de construire les fonctions

S, D et la surface-E qui se réduit à une courbe. Dans un plan
(q0, E), la courbe q0(E, r) s'inscrit dans la courbe g0 (E/C)lln, elle
lui est tangente aux points 0, Az i\>> e* a ses extrema aux points
Az Qv Dans un plan (S, q0), S0 croît comme une parabole pour de

petits g0, puis sa pente décroît; S0 passe ensuite par un maximum
en go i ^o> Pms décroît légèrement jusqu'en q0 Az Qol au-delà
de \ Qo\, S0 n'est plus définie. A partir de + Q0 une branche de Sx

commence avec une même valeur et une même tangente que S0,

puis augmente pour q0 décroissant, passe par S](0,0), puis atteint
son maximum en q0 — Xx enfin décroît et est définie jusqu'en
q0 —Qx, d'où s'embranche l'action S2 définie de —Qx à + Q2;
de même pour la seconde branche de Sx qui est définie de — Q0 à

+ Qx et ainsi de suite. Quant à D, son analyse montre que dans le
plan (D, q0), D0 est symétrique par rapport à 0, positif, croît lentement

jusqu'à Az K' Puis de là tend vers l'infini comme l/l/|g0 — 0o| >

il y a ensuite changement de signe, Dx est négatif, vient de — oo en
+Q0, croît pour q0 décroissant, passe par un maximum (< 0), puis
tend de nouveau vers — oo en — Qx; il y a alors nouveau changement

de signe et ainsi de suite. De même pour la seconde branche
de Dx également négative et qui est définie de — Q0 à + Qx. Vn
désignant par (a,b) l'intervalle a sïg0__-b, et en posant Qp'~ Az \QV\>
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on obtient le schéma suivant donnant les domaines de définition de
S et D, donc aussi des novaux :

v 1,2...
(Qô, Qd)

(Qv-v Qî)

(Qz,Qt-x)

S0> F0, K/,

s;,d+,k^
s-,d-,k:-.

Remarquons que l'existence des singularités de la densité D a une
conséquence importante en ce qui concerne les «potentiels
quantiques » Fv, qui pour qv ^. Q0 ont le comportement suivant :

U,
_2 A \/Dv

2 m yDp (Qv-q0)2 '

Nous pouvons procéder maintenant à l'intégration de l'équation
no

(îi.i), où Z Z-Zv--
K +,- 0

Q+
oo

1(0, r) jdq0 Key + Ev
i

Q7-X Q-

W (go) dq0. (11.3)

Contribution de KA/.: étant donné le comportement de S0 et D0, il
3onvient de séparer le domaine d'intégration comme suit:

+ .0 —F, — F, + £, +£, +0n\

F f dq0 VA-^iS0-w=( Jvf + J-x-j + fY\ -"q, -._ -s, +-1 +£2 /
1-2 1 T-l _u TO 1 T+1 T+2

— -'O T -t0 ' ^0 ' X0 ' J0

où ex est choisi aussi près de l'origine que l'on veut, mais indépendant

de t et e2 est choisi X0 (1 — ô0) par symétrie avec Q0

X0- (1 + ô0). Calculons d'abord I0,; dans le petit intervalle 2 e1; on a

S0 >S0(0,0,t) + ^[1-t2o-]

posons

dq0

2x

D0 ~(l + r2A);

+ £, +BiY~

q0(l-r2oy'2/ W/
_

—e, -eA
dw

(1-r2a)1!2- i r2 W {a'/(1- ^dy1*)
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afin de simplifier l'évaluation de 7Jj, évaluons

+£ik imW2

I V^nr fdw^ [(i-.^i^'^/^n-1]^^/
-e.ìT

< 2 Sl \JttFFtiF • Max/(zl + ff) V/ • x% 0 • (£i "X2 -M)

d'où
+£i ï'toTT2

Jo° 1/toït exP {t s»(°' °' t)} ¦ fdw^ W + «i o X/2) • M.
-£i

Afin d'obtenir par intégration partielle la compensation des termes
de la forme \/r exp ie\/x-tp(0), il convient de poser

W (W) =yi(0) + (ip(W)-W(0))

et avec 2 %rjm ê, on a

—«i
+£, 2%W%

1/X_ (faX2ilf V(W)-W(0) 1/ i
--1

+£, 2iW iW*
A~ y(W)-y>(0) 1+e.

—ei
£, j JJ7Î

£i

en développant sous la dernière intégrale

V(0) yi(JP) - Wip(W) + -2-y>"(6W)

avec 0 zA 9 A, 1, S 6(W), il vient

^ e^-ITTW + £i) + VX £i) - 2 V(0)} -
+£i iW2

en développant à nouveau

y"(6W) v"(0) + GWip'"(6'W)

avec 0< 6>'< 6>, <9'(IF), on obtient
»El1

-*V(0) (1+2^.^-^(1+0^)))
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En tenant compte de la compensation des termes ~ \f& y(0) la
contribution de 1% est donnée par

/ imEl' %r

^=^o)-Xi_^(o)+y^7^2T^rw+ei)+v'(-ei)]
+ 0(T3'2).

Calculons I+1

^o+1= / dq0V^--exVA-S0-y>(q0)
2n%% v %

£i

par intégration partielle :

AS l/____ * £2 i 1/ZX_W
Ixt1 en-l7AAAzFw - dq0e

dS Y I J ™ dq0 Fa^zzA '

S .?„ £l £l fi dq0

avec

(X) FzAa (i + o (t2)) (A const. T"-2

D/£i=^(l + 0(r2)) D/£2=fanf[l + 0(r2)]

il vient
i m Si2

^-fe^-^^XJH + Otr^
___ -X-¥ ¥s<£*> x4-O^t"-1 2 en -f(e2)

De même pour la contribution de I^1, on a

J^ m£i'

V~lA^«* 2T -^XV(-ei)[l+0(r2)] +
2 1

2 ti i H r

+0yrn-2 2eaX-£%(_£2)b

Si l'on additionne i"1 + 1% + I£', on voit que les termes

~ fc e 2ät (y (+ £.) + w(___ £l))

se compensent de sorte que

fdq0K?V e^S<0,0'T) [v(0)-^rV"(0) + 0(r"2)] +

/ i me,8 \ / JL AS(g\ \
+ 0\T3'2e^ 2* v(0)j + 0U2eS '•y>(e2)j-
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Il reste à intégrer I0f2, 1~2; avec g0 X0(l + u), il vient

^TFifFr^J d
+ <5« F I A — A a

b

u i/ _____ e ^ X 2 "
x.

|/<5„- u

XXX^)""XXX
i « +<So 1 b

A H u —

Vu i v IX-
à cause de la singularité u ô0, il faut encore séparer l'intégration;
on pose

+\ + <y + à„

F-hJ
et il convient de choisir ô0' _ — a • /0, alors, avec ô0 — u v,

ax J_ i _(<.—;;)'

con8t.ji=ydt>»"Tyj0(ó-t7)e"* * ¦f 0(xl'iw(Xo)).

La singularité ayant été éliminée, il reste

+ <V i M'

const.-L fduV—û=e h2'f-» V-(X0(1 Au))
V/. F ' Vôo- u

y>(X0)[l + 0{\/x~o-exF
de sorte que

Qo À_L
Jo2=/'dg0Ecuv X^>(A0)[l + 0(zW) + 0(Z(V2)]

et il en est de même pour la contribution de I^2. Ainsi la contribution

de K°r est donnée par
+ .„
/'dgoK> exp|so(0,0,T)-[v(0)--Xm-V''(0)+0(r3'2)V)]

-Q«

+ o( r3-'2 e*^ y (0)) + i S(0' * K\(±X0) [1 +0 (j#4) + 0 (xo)112].

Contribution de Kvc; on pose

e.

Ai_r+Vdg0=| / -r / \E?Wdq0
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où el Xv(l — ôv). On calcule la première par intégration partielle
comme pour JJ et la seconde comme l2; on trouve

iv- + c^e^8('Xv-1°)v(-xv_1)[i + o(xv_,y'2]

+ e^SiK\i(Xv)[l + 0(XvYli + 0(xvr2]
où

Xv^Xcs
(2v + x)2nln-2 S(°X)=f;-

Pour l'exemple traité l'équation (11) devient ainsi

I (0, r) e *^ °'T)
[p (0) -X^ y, "(0) + 0 (r3'2) y>]

i ims'* \ °° — sto 1 >

+ 0[T*2e 2T y>(0))+Z-Ev^n ' V

v(±W+0(**)+0(z*)]. (11.4)
+ - o

En admettant que ip(x) -> 0, donc que f(Xv) < y(X0), la dernière
| X—rCO

somme peut être évaluée à

n+2
"' "

2£ e*** V(X0) ^O^e* *°w(X0) 0(r«-2 e'A+2'n 2
V(X0))).

Ces résultats correspondent au cas d'une dimension. Pour un potentiel

analogue et à N dimensions, on intègre l'équation (11) en
entourant les extrema de S de petits éléments de volume appropriés

N
et la 2J devient 77. __ La généralisation du cas précédent donne ainsi

Xv x )}

I(0,r) X ^(0)-^A_f"(0) + 0(r2)

f S_N im2[' \ I Nn+2 »const. \

+ 0(r2 e **rv{0)) +0(j n-2e*n+2ln-2y>(X0))- (11.5)

Si maintenant q est différend de 0, il faut se souvenir qu'en g0

g0(g, t) S était minimum et qu'ainsi l'équation (1) devient, en

intégrant 7° de g0 — ~ex à g0 + _ x

J(g,r) e^'S"<2'ä"T){v,(g())~X^v"(g'0)} + T/Ä(T,g,?) (11.6)

où

//X3.v)/^0-
/r->0
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Ce n'est qu'en procédant à un développement en t plus poussé que
l'on retrouve le résultat conventionnel, comme le montre ce qui suit :

s0(q> o. r) m (?-?o)2

08
ô?o

dS

¦m

0

(?- ?o)

fo-2

-r du V(q0 + xu) + 0(t3)
(i

i
r-r—r- / du V

°g»J
0

T2 dV_
ôg0 *u * ' 2 m dj
S(g,g0,T)=-rF(g)+0(T3)...

v (go) v>(q) + (go -q)-^?v>(£)
dS

y>(q)+0(r2ip'(Ç));

avec ces valeurs, il vient

— S,(q, «„, t)

g < f(t) < g0

v(3o)"
AT v"(2o)l v(g) —x- (_i + v^) v®2im

+ (lo-5)v'(f)+ XS-(l-|rF(g)) y(f0)

Ainsi, /(g, t) devient

I(q, r)=ip(q) -izFHqV(q) + rg(q,f, r)
ou

g (2o-g)f(f) 6**-(l—irF(3))

(11.7)

Xgo) + /.v(gX,r).
l?l->o

/ .->-U

Si l'on se reporte à l'équation (3), on remarque que la formule
ci-dessus lui est identique. Toutefois, avant de formuler le théorème,
nous allons encore traiter le cas général de forces dérivant de potentiels

scalaires et vectoriels ainsi que du temps. La définition (1) de

Kc demeure valable, mais le temps initial t0 et le temps final t
interviennent explicitement en plus de r t — t0. L'action S est solution
des équations

dS
~dT

et

-ü+_^(H; + ^(?o^o))2+F(g0,g o.

X(.2 m \ d£+A(q,t)Y+V(q,t)=0
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Nous prenons du chapitre IV (Généralisations) les formules (18.0,
A, donnant l'action S pour de petits intervalles r et x q — q0:

N
XiS(q,q0,r) Eim~2r~ dv[xiAi(q-xv,t-rv)+ rV(q-xv,t-rv)]

1
o _|

On a

X __^i+ f'dvAt- yx* I'dvAk~r X_ /'dvV
0

et le minimum de S est atteint en g0= g0 solution de dS/dq0 0,
pour laquelle on trouve

T

m
ainsi

go g-^(gX) + o(r2);

S(q, g„, r) - r (V(q, t) + -±- A2(q, t)) + 0(r2)

Pour connaître S dans le voisinage de son minimum, calculons ses
secondes dérivées partielles

d2S m „ 1 idA, dAr.
__i0.fc + ^(le__ + X__.)+0(T),

dqoidqok
_ r îfc 2 \dfc ^ ô?1 ; w '

/«o (_ *>£

ainsi, pour q0 g^ q0 et avec g0 — g0 _

S(g, g0, t) S(g, g0, t) + jT 1
_ ,(X a« + \ (X* + -^) + • • -)xk¦ ¦ ¦.

Evaluons aussi D(g, g0) ; avec

d2_S mx 1 (àAj dAk\,C\,K
'dqFàqlF ~ - T ô« + T \-dq~ - -Aq;) + UX

et les formules établies au début de ce chapitre, il vient

Mt)".+-=-£*&.+<>«'>•¦¦}
-£)»{!+ ,._¦}.

Ces relations introduites dans la définition du noyau K°c permettent
de calculer I0(q, r, t0). Par une rotation convenable des axes x{,
rotation telle que

~2~ 2-1 Xiaikx k A, ~2 Pi Si
i,k i



126 Ph. Choquard. H. P. A.

et en appliquant la même technique que celle utilisée à une dimension,

on établit aisément que

I0(q,r) fK°fd*q0
(_!)*!!____ P

i

d^^ X (l____.p8)v+T/0(g,v,)T). (Ili
ô?oiô?oi /_0fc - Soi

Quant à la contribution des noyaux K"e, elle est du même ordre que
celle établie précédemment et nous n'y reviendrons pas. En revanche
nous allons développer en détail le résultat ci-dessus. Avec

L*!f_| =(?F)N\l+^Zd^-+0(r2)\\\òqoidqok /«„.-«.,• \t/ L m <<f dqt A

et D(q, g0), il vient

-i / l + r2F x
1 r dl - 2,

V-^F'ljAF 1-A~mFt + 0{r);
i m dqi

avec

exp-J- S(g,g0, r) exp -A- r{v+ -r— A'-

1~ATr -^-A2) + 0(r2)2m v '
et enfin

f (2o> W f (q > <o) + (g0—g) -^f- » *o) + ° (t2)

W(qA0)~^{A,A~r)W(q,t0)+0(r2)

l'équation donnant I0 devient

Jo=(i-i~#)(i-4-K*) + i*M)(*<*>-

+i-4#+i(^^)+^22+2iTO(Tr^+o(^
et en remarquant que

(p + 2)2 p2 + pX+Xp + _42 p2 + 2 Xp + 22 + (PX)
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on a le résultat final :

Io.«,*,« fdNq0K(:W {l-^[-±r(p + A)2 + v]}V(q,t0) +

+ rf(q,y>,r,t) (11)'
et

r °° t ' i
I(q,r,t0) l EKc¥dNq0= \l-^-H\f(q,t0)+ rg(q,f,r)

-1 {In | ' (11 V
OÙ

l.l — o
/t->0.

La contribution essentielle des noyaux est fournie par l'équation
(11)' (c'est-à-dire par K°c) et l'équation (11)" remplit les conditions
exprimées par l'équation (3), relatives aux propriétés des noyaux
semi-classiques; d'où:

Théorème. Sous l'hypothèse de petits intervalles de temps, l'effet
quantique des forces de réflexion est négligeable, les noyaux semi-
classiques ont les mêmes propriétés que les noyaux exacts et seule

importe la connaissance du noyau K°c dans le voisinage du minimum
de l'action S0.

IV. Généralisations.

Sachant maintenant qu'il importe de connaître Kf. seul, on peut
se proposer d'en généraliser la construction pour les cas susceptibles
de se présenter pratiquement. On supprimera dorénavant l'indice 0
de K°c, toute confusion étant exclue pour la raison citée plus haut.

IV. 1. Généralisation du calcul des actions.

Dans le cadre de la définition (1) de Ke, les cas non-relativistes de

systèmes conservatifs et non conservatifs sont inclus. On va les

traiter explicitement.
Cas des systèmes conservatifs. Prenons l'exemple courant d'une

particule de masse m douée d'une charge + e soumise aux forces

dérivant des potentiels e0(q) et e/c-A(q). L'action S suffisant à

déterminer Kc, on a à résoudre les équations :

^ + ^(d^-^Ä(q)f+e0(q)=Odr 2 m \ dq c xl// x '
et (4»)

Le temps jouant un rôle particulier, il est indiqué de chercher S

sous forme d'une série en r, mais les forces dépendant de la vitesse,
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dS/dr ne possède plus l'invariance par rapport à l'inversion du
temps; la série possédera donc des puissances impaires et paires
de t, soit

oo

S En^n(q,q0)xn- (18)
-1

En introduisant cet essai dans les équations (4") et en annulant les
coefficients des puissances successives de r, on est conduit à écrire
deux systèmes d'équations dont le premier est:

(*§&= *"•*-! (13.-1)

|2 + X(_^=_.j à)jij_,d£das__1Ax {U2)m \ dq dq /j * m \ dq dq c f K '

L| 1 (da-i d \\a z (dan-x oo0 e A
\ m \ d~q ' d'q )\ " m \ d'q ' d~q c f

-iLEr^^)- (14-n)

Quant au second, il n'est pas nécessaire de l'écrire: on remplace
simplement dans (14) g par g0 et d/dq, par — d/dq0.

Solution. Va condition de régularité imposée à S et la condition
initiale S(q, q0, 0) établie sous IL2 pour des forces quelconques
déterminent l'unicité de la solution. On a:

f(g-g0)2; (15.-1)

en introduisant
1 d

v- ax q — qo x
m d q x "

dans (14), on obtient un système analogue au système (7), il n'est
donc pas nécessaire de l'écrire. Toutefois, une équation est d'un
type nouveau: c'est (14.1) qui devient

- da» _F2) 0.(x,
d'q c

Notons que la solution dojdq e/c A est exclue, car on aurait la
contradiction ^rot grad o0 0 e/c rot A e/c H
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posons donc

dq c c A

alors
_^

(x,x) 0 et rot%=—H.
Formons

V(x,x)={l + (x,V)}x Hx> rot x] 0

{l + (x,V)}x=+[x,Ê];
on retrouve un type d'équation connu dont la solution est

i
X du[x • u, H(q0 + xuj]

d'où i
-^F F2 + F fdu[Ì-u,H(q0 + xu)] (15.0')

ò

et l'on peut maintenant intégrer o0. Exemple:

H const. A — -j [q, H]

4f -~2V^^ + |[^o^ -||[2o,H]
X=y^Ix>ÏÎ] a0==--~(H,[q,q0]);

et dans le cas général:
i

o0 ~ du(x, A(q0 + xu)^j (15.0)
o

On remarquera que dans toutes les équations (14. n) suivantes,
do0/dq et e/c A ne se manifestent que par leur différence e/c x- Fa
solution de ox et des on suivants ne comporte pas de nouvelles
difficultés et l'on a: x

ox(q,q0)=-Jdu e0(qo + xu) + =^=-~i2(u)^ (15.1)
o

..(..a -y* .-¦ [(ifr, f?»+^r.(4r ¦ %X|g
pour n > 1. La convergence de la série (13) se discute d'une façon
analogue à celle de la série (5) en spécialisant les champs. Dans

l'exemple précédent oùH const, et 0 0 on trouve évidemment

que (13) converge pour rFn/ca co e\H\/2mc. Sous III, page 111,
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nous avons calculé la limite rx de r pour un potentiel scalère. En
adoptant les mêmes conventions dans le cas d'un potentiel vectoriel,
on trouve

2 m 19
rx —_ X2

avec i
—=Â\ 1 on — dux A(qa+xu)
A(V<xV)<yJ CJ

S connue, on peut calculer D, construire Kc avec (1) et l'utiliser pour
des temps r «^ rx évalué ci-dessus.

Cas des systèmes non-conservatifs. Si l'hamiltonien dépend
explicitement du temps, S S(q, t, g0, t0) et le noyau Ke dépend de t, t0

et non seulement de leur différence r; toutefois sa définition
demeure

Kc(q,t,q0t0) (-2ni%)^2 (dét.|X^_|f exp X s}.

Reprenons l'exemple d'une particule chargée dans un champ
électromagnétique quelconque, on a alors à calculer S, solution des équations

:

-dF+iL-iw-i1^*)2^'^0
et

^
(A'")

-f + AAi{-dAÌ-FI^o)f^^oA0)-0.
Dans ce cas, le temps ne jouant plus un rôle particulier, un essai du
type (5) ou (13) n'est plus justifié. Mais l'intérêt des développements
en série de r était du au fait que ces essais «linéarisaient» les équations

d'HAMiLTON-jACOBi. C'est cette linéarisation que l'on
recherche et que l'on peut obtenir comme suit: constatant que si,
dans la série (5), on pose F e-0, le développement en r est
simultanément un développement en puissances de e, on supposera dans
notre dernier cas que S peut s'exprimer en une série de puissances
de e, soit

S S0 + Sx + S2 H h Sn -\ où Sn ~ e". (16)

En introduisant cet essai dans les équations (A'") et en admettant
qu'elles doivent être satisfaites pour toute valeur de e, on est conduit
à écrire deux systèmes d'équations dont le premier est:

AtX^M-^-V^0 (17-°)
dt 2m \ dq f '

X + X Äm AA_m.,A)-e0 (17.1)
dt m \ dq dq f mc \ àq /
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x__+x &, m _ j_ä _ 11)2 (17.2)
oi m \ dq dq 2 m \ dq c /

iX__X/_____ i_M _ _L (___? ______ lj\ +\ d <f ' d'q j m \ d'q ' d'q c Jdt m \ d'q ' d'q f m \ dq ' dq
n—2

(%-i,X) (17.n)2m y „ \ dq dq f v '
v - 2 3

et le second que l'on obtient de la façon connue.
Solution. Les mêmes conditions de régularité et conditions initiales

sont encore valables et l'on peut résoudre le système par récurrence.
Donnons-en les solutions:

Q m(g-?p)2 m x2 (._! /lom

L

Sx fdu \-er0(q, t) + e- xAÇq, t)] i18A)
(0 + T-W

s»—_ir/dtt(if-7 2M/r-ï+ï- (18-2i

m,/ \ dij ' dq c f
0

+ y ZV (jp ¦ _?7] XX"
»

•
(18'n)

La convergence de cette série se traite de la façon connue ; il nous
reste à déterminer la limite supérieure de l'intervalle t —10 au-
dessous de laquelle l'emploi de Kc est autorisé. Cette limite sera
fonction du temps initial t0. En appliquant la méthode habituelle,
on trouve:

t-t0^rx(t0)=2^X2

A« _/ sx(t t0) y/2 e r
Uf^Pl^^g/ ^" "U' C;/

Cas des systèmes relativistes. En prévision d'une construction
relativiste des noyaux Kc, calculons l'action S(qh goA) qui satisfait les

équations

XX>Xm^°
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La même hypothèse d'un développement (16) en puissances de e

permet de linéariser les équations (19). On obtient un premier
système (la sommation sur X est sous-entendue)

(Xk)2+m2c2 0 (20.0)

2(4f-fê-|^))=0 (20.1)

(MH-ifê-7*,)2 (20-2)

(dS0 dSn\ /d_V_ ldS1 e a \\ 1 wf| IdS^ dSv\ m

et un second associé au premier de la façon connue.

Solution. S est une fonction régulière de gA et g0A, dont la condition

initiale est donnée par S(q0>_, g0A) 0. Le premier terme de la
série représente l'action d'une particule libre. Posons

+

xi q; — qo;.> s )X;. af, s ic &, 0
il vient

»S^ A i' rn0- c-s =p m0- c2- 0; (21.0)

on a deux solutions correspondant aux énergies + et —. Il est
commode de les réunir en posant

S0 e-m0-c-s où S Azi-

srme:, solution de

dS,

dqx -7*a) 0 et [xx--
dSx e

àq0i. ch.&-7«i)-0 et (%,-^-£^0
peut se calculer comme suit. Soit

p ______________

posons

-^T 70X7ZA.
alors

^Z/t òZ;. _ 7, _ p

et
(*A ZÂ) °-



Vol. 28,1955. Traitement semi-classique des forces générales

Formons

avec
Aj;^^ ôxnXx + xx^ 0,

d7J. d//, w

133

il vient
dqp dqx fiX

0xpX, + xx^-xxFßx-0
{1 + xXTaj}xp (xxF/,i).

C'est une équation de type connu dont la solution est

Xfi + / du-uxlFflX(q0- xu)

compte tenu des conditions citées plus haut. Avec ce résultat, il vient

dSx

dq,, 0f, + du uxxF^A(g0 + xu)

et
Sx ~ I du{x} 0X(q0v + xv¦ u)). (21.1)

Si, par exemple, FßX const.„„ F°„, on trouve

sx=— Yzrq/iFpX qox-

Si l'on introduit S0 dans (20.n), on a à résoudre des équations du
type

em0c^-=^Sn U(q)

dont la solution qui nous convient est

S„. ¦ dufn(qav + xv-u)

cette formule générale donne les solutions cherchées :

i
82 - ~Y -itkï-fàïf*« ^Zl

0

1

S s e fdu(d82 ni~d em0c cj w\ dqx ' A/-J/qv qov +xv-u
0

S s fduiï08"-1 e v,i l
* "^ .dÄ-' ÔS".l°n em0cj aU[{ dqx ' C %*) '
2 2,*\ dqx ' dqx)\ '

0 ù

(21.2)

(21.3)
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On remarque que les S„ dépendent explicitement de s, de Xu de q^
et q0À, que d'autre part dSx/dqx et (e/c) 0X ne se manifestent que
par leur différence (e/c) Xx- On voit ensuite aisément que

Mt^-HDIzI)" où IzXI^aI
ou

/__ 0 \"-l/e«.-(^r'dl.l)";
et l'on utilise cette forme pour discuter de la convergence de la série
(21); on procède de la même façon que pour la série (5). Enfin, si
l'on écrit séparément les deux solutions de (19), on a:

(21)+

(21)_

On va développer une seconde méthode de calcul de l'action
relativiste, méthode dont nous aurons besoin par la suite, et qui ne
repose pas sur l'hypothèse d'un développement de S en puissances
de e, mais qui fait intervenir explicitement le temps propre & comme
variable auxiliaire. On substitue à l'équation

s+ — moc20 + Sx + - ¦ ¦ + Sî; Sn '
\ m0 f AAA"

s- + m0c29 + Sx + --¦• + «."; Sri' / + ©\»-
\ m0 AFA"

le système
dS
d»

(-Z~^x)2Am2c2=0

-|| 0. (22.2)

La première équation est du type Hamilton-Jacobi, avec F
1/2 m0c2, et la seconde exprime la condition qui garantit
l'équivalence des deux formes1). Grâce à cette substitution, on peut
calculer formellement S(qx,q0x,&), comme on avait calculé S(q,q0,r):

S= fhdt devient S=fdê'L(ê-')
U 0

avec

*) (22.2) exprime la conservation de m0 dans le passage S -> S.
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Les équations du mouvement sont

h~ m„c ^Fi t?

avec les conditions initiale et finale

*' 0 : £_ %x *' # : h qx ¦

A l'aide de ces équations et de la définition de S, on établit la
condition initiale S(qx, qoX, 0) comme dans le cas non relativiste, on
trouve :

hm &S(qk,qoX,0) ^Zx\.
On en déduit que

S —~—h fonction régulière de ê.

Cette propriété permet de chercher S sous forme d'une série :

» oo

S £ôn{F (23)
-i

où les on sont fonction de qx et g0J et non de &. On introduit (23)
dans (22.1) et celle-ci devant être identiquement satisfaite en &, on
annule les coefficients des puissances successives de &, ce qui fournit
le système:

X-(XX)2+71=_0 (24.-1)
2m0 \ dqx / 1

105^ àaL_±0\ Q (24.0)
\ dqx dqx c XI \ l

(l + X (*>=l Xj) ä _ FzÇl __ X_ (*___ __ F 0Y (24.1)
l ™o V òca ôïa/J 1 2 2»i0\dg_ c V y

(2+X(_f__, M|- Wô^ d^e ^ (24.2)

/n+JXifX -AzA)\â L/aXi ^_£<*\
l ™o V dg* ' àqx)\ n m„\ dqx ' dqx c Aj

n .r 2

On obtient un deuxième système en remplaçant d/dqx par d/dqox et
qx par g0„.

Solution. Va condition de régularité imposée à S et la condition
initiale S(& 0) déterminent univoquement la solution. Seules
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interviennent les solutions régulières pour Xx 0 des équations
inhomogènes du système (24). Avec

4
m_

a __ ™0 V ~2. A_ Od_x _-1" 2 £eXXX> mo dqx -XX
et

4^ l(0;+z;)dqx c v * '"'•'

le système d'équations devient

H XX ° (25-0)

d 1 - __
m0c2 1 /e\2i+^iîrpt—^-^-fâ^zl (2-1)

(2 + »A^|ï. -^(4|-.tt) (25-2)

x X- ^/ô^ | 1 n/JC döF (25n)'¦ òg„J m0c\ dg;. '-!¦] 2to04^"\ dg;. ôg,./ v ;

dont les solutions sont

o0 s Sx (voir équation 21.1) (26.0)

i
1 /e\2

I—~2mr0{v) JduExXx

1

e

1

_•„ — / du Mn_1

0

È_____L _L \ ìA-y lda„_v dav\
aF 2^v\ dq>

> dqJ

(26.1)

fudu(-^A,xx) (26.2)

(26.n)

kf-aoii+xfu

Va convergence de la série (26) se discute d'une manière analogue
à celle de la série (5). Nous avons jusqu'ici fait abstraction de l'équation

(22.2) qui nous assure de l'équivalence des deux formes. En
fait, l'action habituelle S(qx, qoX) s'obtiendra en éliminant ê entre
S et la condition ÒS/Ò0 =0. Remarquons que, mis à part l'exemple
que nous donnerons ci-dessous, la possibilité de cette élimination
est toute théorique; elle n'est en général pas possible d'une façon
exacte.
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Exemple : Considérons le cas de la particule libre :

Q WqS m0c2 „
2

ù 2ê
dS m0s2 m0c2 n
d» 2ê2 2

U

d'où

#2=-X= 02_
C2 > #+•- _ ± &

introduit dans S, il vient

Ö moc202 m0c2 s

° 4-9,1-1 9,"AAz) 0 =p moc20 8+'-.

Cet exemple nous apprend qu'à ê > 0 correspond une énergie positive

et à i? < 0 une énergie négative.
Pour traiter les problèmes relativistes, on a donc les deux

méthodes :

S ]FSn, Sn ~en donnée par (21.n) (16)
o

oo

s E°"- ^"> <*» donnée par (26.n). (23)

Ces calculs des actions relativistes ont pour but d'une part de

préparer l'approche semi-classique des noyaux relativistes et d'autre
part de compléter l'analyse des systèmes donnés avec les variables
(g, t, g0, t0), ce choix de variables étant quelque peu inhabituel en
mécanique ordinaire.

IV.2. Généralisation de la construction des noyaux.

Cas des coordonnées curvilignes. Tout au long de ce travail nous
avons utilisé la métrique cartésienne. Cette restriction doit être
levée ici. Soit || g^g) || le tenseur symétrique d'une métrique donnée,

dans laquelle nous supposerons que ds2= gikdqidqk est une
forme définie positive. Nous supposons en outre que les masses sont
déjà distribuées sur les gik et adoptons par la suite la convention
d'EiNSTBiN, relative aux sommations.

Soit gik Gik/g, Gik est le sous-déterminant de g dét. || gik ||;

F.

on a la propriété gik-gim à\\. Dans ce cas l'éqi
Jacobi s'écrit:

08 ik
-jzr + j-"<¦<!*¦ nk + V 0 ~or

avec

„trr — +At; h0 -j ni qlk nk
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En posant q \/g, l'hamiltonien de l'équation de Schroedinger

(V
devient

idr .*)* 0

H =1-TTi-e-gik-Ttk + V
avec

711 -.- h Ai.t dq{

Dans cette représentation, la normalisation est donnée par

/ g ds g y>* y> const.

En vue d'obtenir pour le noyau Kc une formule générale, indépendante

de la métrique, il convient d'introduire une nouvelle fonction

f yë -f
telle que

ip* f dN q const.
J

et que
£(1)= />g0K(l,0,T)v(0).

Dans cette nouvelle représentation, l'équation de Schroedinger
est

¦•>.J-. + È)f-0 où H-^H^
»^^wUo"^t) <27>

avec
#o yW'fl,"îr*+7-

K satisfait cette même équation; on en cherche l'approximation
semi-classique par l'essai

Ke c-\/D eR''

que l'on introduit dans l'équation précédente; il vient:
0 ¦»M(£+a.)+_T[i£+i-4e>."».

+ ~2
X)2 [_X X_ (nue W _ — — (nik M\\ 1 K

Ve coefficient de h°, équation d'IlAMiLTON-jACOBi, est nul; le coefficient

de h1 posé égal à 0 fournit l'équation suivante pour la densité

^ + ^-((Dg^k) 0.
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q n'intervient pas explicitement dans cette équation; l'influence de

q se trouve déplacée en des termes proportionnels à h2 et c'est ce

qui fait l'intérêt de cette représentation. On va montrer que cette
équation est satisfaite avec

D dét.

En effet, partons de

d2S

dqmdq0

d2S _ g
àVndgoi nl'

dS +i^(l|+^)(4|+^)+^)-o,
dérivons par rapport à g0 ;

* à& 1 u r d*S_ IÒ8 A \ I dS_ A \ d2S I
__

dr dqol + 2 %) [ dq, dqol \dqk + A*) + \ dqt + Ai) dqkdqol \ U '

avec gik gki il vient

<1r dqol * \dq{ V dqkdqol

dérivons maintenant par rapport à qm

X_X_A__L/_X_3ft(||:+^).X!_XJ.
dS A \ d3S

dr dqmdqol \dqmi> \dq,: l>/dqkdqol

en posant

Omj —

ôg, Adgmdqkdqol

d2S

d vient ô?X*o,

Multiplions par Smi, sommons sur Z, puis sur m; avec Sml Skï à™

on a

S""-^l + (-Az-gi*„\ » + gik „t S^^HA ;dr ^\àqmJ V * y dgft

enfin, par définition

O« Otl
donc

4r+4(D^)=0<
On a donc formellement pour toute métrique la même définition de
Kc, mais les termes proportionnels à h2, que l'on néglige dans l'appro-
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ximation semi-classique, dépendent de cette métrique et ne prennent
pas la forme A [/• ¦ ¦/]/'¦ ¦ ¦ ; d'autre part les fonctions d'onde de cette

représentation sont les Ç et l'hamiltonien est H.
Inversement, on peut conserver la représentation habituelle dans

laquelle
/ yi*ippdN q const.

mais alors définir un nouveau noyau 51 tel que

v(i)=/e(0)d%A(i,o)v(0).
Avec l'essai

5\c c y® exp A- S

introduit dans l'équation de Schroedinger, on trouve

\n d tr\ o \(ds < n\ n \ d® 1 d r «TN{TJt+H\^=hF+Ho) + Aïh-'oF+^Fg/{egT>^
1/AfX^U où z_=-XX„o«X_+ 2 {i> y$ ]Kc e òq,™ dqk-

Le coefficient de h1 a pour solution

jj D(q,q0,r)

donc
Q (?)•0(_o)

Sïe [Q(q)e(q0)]-i-Kc. (28)

Dans les deux cas, la métrique étant donnée, on peut construire les

noyaux à partir de l'action S. Pour calculer celle-ci, on fait un
développement analogue à la série (5) où (16), mais la donnée explicite

des cr„ n'est possible qu'en spécialisant les gik. Enfin, on adaptera

la constante de normalisation à la métrique en question.
Cas non relativiste de particules douées de spin. Avec le spin on

introduit une nouvelle variable: ~s. Si l'on considérait celle-ci au
même titre que les coordonnées de position g et g0, on devrait établir
l'équation du mouvement du vecteur 7 en se donnant sa position
initiale et finale, c'est-à-dire à t 0 et t r. Ce serait considérer s*

comme une grandeur classique de longueur constante et de direction
continûment variable. Cette manière de voir n'est évidemment pas
adéquate. Il faut laisser au spin son sens quantique et utiliser la
représentation matricielle. Soit %p la fonction d'onde d'une particule
de spin s ; elle est donnée par une matrice à une colonne et 2 s + 1

lignes de composantes yiv. Soit o{ (i 1, 2, 3) les matrices du spin
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s à 2 s + 1 lignes et colonnes; on choisira les fonctions propres ipi/,

telles que dans cette représentationo3 et o2soient des matrices
diagonales. y> satisfait l'équation de Schroedinger

^(v-e-Äf + e0-J^(o,H)}W O. (29)
Ä d 1 It? e 7\2 ^ he
Fût

Il existe un noyau K, matrice de transformation, qui fournit la solution

f/i (q, t) correspondant à toute fonction initiale donnée :

Vu (q> 0 =J d 2o KßV (qA,q 0, Q w, (q o. Q ¦

Ce noyau est aussi solution de l'équation (29): c'est la solution de

l'équation de SchroEDiNGER qui pour t^t0 tend vers à(q—q0)-I
(I matrice unité)

Kßv(q,t0,q0,t0) o(q-q0)-oßv. (30)

Par analogie avec les cas sans spin traités précédemment, on peut
chercher à construire un noyau Kc, approximation semi-classique
de K (semi-classique au sens : négligence des termes ~ fi2) par l'essai

Kc B exp -c- S

où maintenant B est une matrice. Introduisons cet essai dans l'équation

(29), il vient en posant n p — e/c A.,

{U + »IMX <èr*2+ '>'• +

U tdR In dR\ 1 dn D ie I- Vt\ d1 Js+ —{-vT+ yX + ö =^-B— -s [a,H )B \en +i (dt \m dq f 2m dq 2mc \ / J

+iMX»Xs.
Le coefficient de fi contient un nouveau terme dû au spin. Il est
indiqué de scinder B en un produit de deux facteurs

B (-2nifi)-N!2]fD-Q
où D est un scalère et Q une matrice; ce coefficient annulé devient
alors :

i (iX + X_A (£D)) q + !/d (10 + X4£_ __ _____ (J,h)q) o.
2|/D \.t ' b à| ^ A y \ dt m dq 2mc K JY,f

On a ainsi séparé les termes responsables du spin des termes habi-
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tuels et l'on exige que les deux s'annulent séparément. On

a pour D la solution connue et Q satisfait l'équation

|q + Ì»«___L(J1B)Q o
dt ^ m dq 2 mc v ' ' x

qui est identique à

4i Q---J~(o,H)Q 0,dt ° 2 mc v ' ^
et en composantes

-dt%v-T^ $ßX> #) Qxv ° •

Etant donnée la condition initiale (équation 30)

Qpiv (l *o) °pv

on a le droit d'écrire la solution formellement comme suit :

Q-^y^(-fH(q(t'),t')dt')}-I
oui est la matrice-unité. On peut mettre ce résultat sous la forme
rationnelle plus pratique

Ç=I-cos(X_ fH'dt'i)+l^r} sin l-F- fHdt'i). (31)\2mc J \f i Edi' I \2mc J / v '

Calculons explicitement la phase

0—^\Ça,H(t'))dt'

par exemple pour des champs H H(q); 0ßv satisfait l'équation

Ì*S_. + Aj_^_(? H)=0;or m dq f-"

supposons 0/x, développée en puissances de r

^Xg,goX tf%,T + ...<^T»;

en introduisant ce développement et la définition de

-* dS e A rnA e — da, i ¦ ¦ _•._-.j, —r- A ¦ —+ y -r r^A + ¦ ¦ ¦ (voir equation lö)
dq c t. c '• dq x ^ '
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dans l'équation précédente et en annulant les coefficients des r", on
est conduit à écrire le svstème

[i+^K-M
\2^x-ò-\02 --AFF; lîk)r dq\Vßv- mcV' dq I

Uï1U»=__aX__)-V2IX d0T,1
V ôg/ /"< mc\X' d'q J *fl m \ dq ' dq

Solution. On a 0ßv(q, q0, 0) 0 et 0ßv est une fonction régulière,
d'où l'on conclut que seules les solutions régulières pour g g0 du
système inhomogène ci-dessus interviennent. Il vient

Kv =fdu(oßvH(q0 + X-uj)

02=-^-fduu(ÌÒX%) (32)

M 1 fA n-x\(e~ ô^X nr(òol ò*l~l
0uv ~-r;)dnu« 1^7x,-w-j + 2Jl[-IAA,-^

lq~q„+x-u

On a donc pour le noyau cherché la formule

^ - £u)m l/det h£kexp _H • (lcos l0 !+imsiD |0|> •(38)

Dans le cas particulier d'un champ magnétostatique homogène
H 0,0, H (voir exemple page 92), co =eH/2 mc, le noyau Kc est-le

noyau exact K:

KC=K -——-— exp — S\ • (I cos cor + io» sin cor)2jiîSsinaiTr(/.Jx ö '

Quant à la détermination de rx, celle-ci n'est pas aussi aisée que
dans les cas précédents, où seules des grandeurs scalères
interviennent. B étant une matrice c\/DQ, Q ei0, on peut formellement
traiter ce cas en remplaçant rx par rx eia- où a. est une phase-matrice.
S'intéressant à la valeur absolue qui physiquement nous intéresse,
on retrouve pour rx la formule connue.

Cas relativistes de particules douées de spin 1/2 et 0. Considérons
le cas d'une particule de charge e et spin 1/2 dans un champs électro-
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magnétique 0X (X 1. A). Soient y>v (v _ 1. .4) les composantes de
sa fonction d'onde et a, ß les matrices de Dirac. Posons:

qx (q,ict) l q0À (q0, ict0) =0 0i i0<) tcì Ìti0

— ^ e eft _ h d e ff,
0 icdt c ° ^ i dqx c

?¦ '

yi satisfait l'équation de Dirac

(— _r0 + (oc, Tt) + ß m c) f 0. (34)

On s'intéresse à la matrice

(g, 11 Ä | g0. g
qui permet de résoudre le problème des conditions initiales (ipv(0)

données)

n^)=Jd3q0%v(ho)Wv(o). (35)

S. est la solution de l'équation de Dirac (34) qui satisfait à la
condition initiale

t t0 Ä„v (g, t0, g 0, g â° (g - g 0) oßV. (36)

La connaissance de cette matrice dans le cas de champs quelconques
est l'objet central de notre recherche. Conformément à la méthode
d'approche semi-classique, on pourrait faire l'essai

5^,(1,0) =«„„(1,0) exp 4 S (1,0)

et traiter le problème comme il l'a été dans le cas des composantes
ip,,1). Etant données les complications dues au nombre des composantes

$tßV (4x4), il n'est pas indiqué de suivre cette voie. On

peut poser:
W(i)={ + 7i0+(l,7i) + mcß}W(l); (37)

W (1) satisfait alors l'équation du second ordre

Ì7i\ + m2 c2 - ^- m\ W(l) A (1) ¥(1) 0 (38)

où

M-((a',H)+t(ïfE)) avec a' - Q a g J)

Oi (i 1, 2, 3) étant les matrices de Pauli. W est une matrice uni-

l) Voir W. Pauli, Helv. Phys. Acta 5, 179 (1932).
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colonne à deux composantes. Pour déterminer ip (1), il suffit de

trouver la solution W de (38) satisfaisant aux conditions initiales

W 0 et ~i¥=-â-^ ^°) POur* V (39)

On peut mettre cette solution cherchée sous la forme

¥(l)=JdSqoK(l,0)¥0(0); (40)

le noyau K(1,0) est la solution de l'équation du second ordre (38)
qui satisfait aux conditions initiales

_l(l)2f(l,0) 0; K 0 M_=«5S(g-g0) pour. t0. (41)

La matrice cherchée Ä est donnée par

ft(l.O) =-^{+ 7t0(l)-(o;,n(l)) + mcß}K(l,0). (42)

En effet, appliquons l'opérateur {t.0+(a ?r) + mc/3} par la gauche
à l'équation (40), il vient

{ti0+ (a,w) +mcß}W(l) fd3q0{7t0 + (*,n) + mcß}K(l,0) !F0(0) -
V(1)= fd3q0(7t0 + ^7T+ meß) __(1,0)-X-V(0)

j d*q0 5.(1,0)^(0);

et les conditions initiales (41) et (36) coïncident:

t t0R=o*(q-q0)-I=~^(TT0+(i,7i) + mcß)K=d£ + Olt^.

L'intérêt se concentre donc sur la connaissance du noyau K(1,0),
d'où l'on peut tout dériver. Il est en général une matrice à deux
lignes et deux colonnes. Dans le cas particulier où les champs 0x
sont nuls, on connaît la solution exacte.

(p\ + m2)C2) K 0 -+ (Di-*2) #(1,0) 0

t t0; K 0 dA^=ôHq-q0); * ^§X
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C'est, au signe près, la fonction A connue en théorie des champs:
K —A ¦ 1 (I, matrice unité) ;

où

(1 m2>0 4

E(u2) M/, u2 0 ; u2 -s2 —£ x\ c202
|0 u2<0 Xx qx-q0x

1

et dans ce cas

Nous aurons besoin par la suite de la forme asymptotique de (43) ;

pour x u ^> 1 on a :

K&s =-~r- l/ô-J— f XX2 e-'*" + (i)3/2e+"M + O (X)Xas inhu \ 2n x v-\A ' ' \xuf J

*_ + *._¦ (43)as

Dans le cas général, la solution peut s'exprimer sous la forme

K(1,0) =KX(1,0) e(u2)+K2-ô(u2) (44)

où Kx et K2 sont des fonctions continues, KX(1,0) étant appelée la
fonction de Riemann de l'équation différentielle (38). Exprimons
que K est solution de (38) ; avec

D e(u2) =—AÒ(u2) Uà(u2)=0
on a

/1(1) K(l,0) (A(l) K-(l,0))• £ + (A(l) K2 + 4 Ä2(ß + 1)2^).-
-A H2 iì K2-Ô'= 0 (45)

où l'on a posé

Cette équation est satisfaite si l'on pose

A(l) Kj[l;0) 0 (46.1)

A(l)K2(\,0)=Afi2(Si^l)Kx 0 pour m2 0 (46.2)

QK2 0 (46.3)

où (46.2) n'est nécessairement nulle que sur le cône caractéristique
u2 0. Il est aisé de résoudre (46.3), posons

il vient
K2 ceh

xX-d-q7« Fx?-0l'>
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étant donné que K2 const. 1/2 tt c si 0-k 0, on a univoquement
i

a. A j du X <_>„ (q0v + xv- u)
o

Reportons-nous au calcul de l'action S relativiste, on remarque que
a Sx, donné par l'équation (21.1); en effet, on avait (page 133)

K4|-^a) =0H-|(^ + Z„) Sx=«cfdu(x,,0x(u))

ainsi
-.s',

K,(l,0)=-2|7e* \ (47.3)

Si l'on introduit (47.3) dans (46.2), on peut déterminer Kx, mais
seulement sur le cône caractéristique u2 —Ux(qx—goX 0- Le
problème consiste maintenant à déterminer la fonction de Riemann
Kx (1,0) solution de (46.1). On ne connaît évidemment pas la solution

exacte dans le cas général de champs quelconques. On va
développer deux méthodes d'approche semi-classique de ce noyau, l'une
directe et l'autre indirecte, et préciser dans quel domaine de leurs
arguments ces approximations sont utilisables.

Pour la méthode indirecte, on utilisera la représentation en fonction

du temps propre due à M. Fock1).
Cet auteur part de l'équation du second ordre

A(l)-W(l) =0 (38)

et pose la solution "^(l) sous la forme de l'intégrale

W(l) fdêWF(l,ê) (48)

c

où # est une variable auxiliaire, C un chemin d'intégration qui
dépend de la solution désirée. L'équation (38) sera satisfaite si WF (1,0)
satisfait l'équation

-A * y =1 a S*, (49)
i dv * 2 m 1 '

et si le chemin d'intégration est choisi de telle sorte que la condition

~m 0= f^fdê ¥FIC (49')
c

soit remplie. Comme on le verra plus loin, la variable & joue le rôle
du temps propre et l'équation (49) est appelée l'équation de Dirac

x) V. Fock, Physikalische Zeitschrift der Sowjetunion 12, 404 (1937).
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avec le temps propre. (48) est valable pour toute solution de (38),
donc aussi pour la fonction de Riemann Kx (1,0). M. Fock pose donc

Ki(l.O) =fKF(l,0,ê)dê
c

et montre, en se basant sur des recherches de Hadamard1), qu'en
choisissant pour KF la solution dite solution élémentaire de l'équation

(49), la fonction de Riemann Kx est donnée en prenant comme
chemin d'intégration C un petit cercle entourant l'origine du plan
de û complexe; soit

Kx(l,0)=£)KF(l,0,9)dê. (50)

L'auteur traite explicitement le cas d'une particule libre (0x 0),
donne la solution exacte de KF dans le cas de forces constantes,
mais restreint l'étude du cas général au comportement de KF et
Kx sur le cône caractéristique.

En nous basant sur l'équation (50) qui permet de calculer Kx,
avec l'équation (49) et la définition de KF, on va chercher,
conformément à l'approche semi-classique de M. Feynman, une approximation

KF.C de KF sous la forme

KF.C(1,0&) B(1,0, &) exp 4^(1.0, &).

Introduisons cet essai dans (49), il vient

lu d 1 A T- (dS 1A}Kr-c-\jA + érH + <^KF.cde '
2 m "i-'c I d» ' 2 m,o

A sU i dR 1 dnx -r, 1 dR e ¦!,*-,->] h

i {dit 2 m0 dqx m0 I- dqx 2 mc J

m — UB-eh. (51)
m0

v '2 m,

Le coefficient de h° annulé est précisément l'équation de l'action
relativiste dans la représentation en fonction du temps propre (p.134
et suiv.) dont la solution qui nous convient est donnée par le système
(26). La condition (22.2) se traduit dans la définition de KF par la
condition (49'). Le coefficient de h annulé donne l'équation

dR 1_
______ _r_ __

^711 7? e 'MB —tl (~9\
d& m0 ' X dqx 2m0 dqx 2 m c ' * '

que l'on va résoudre. Ce qui suit est formellement analogue à ce qui

J. Hadamard, Le problème de Cauchy et les équations aux dérivées
partielles linéaires hyperboliques. Paris, Hermann, 1932.
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a été fait dans le cas non relativiste d'une particule douée de spin.
On pose

b c-Yd-q, C - - ,1^ 8Tï*m0nc
ce qui donne

whT+id-glK'^)'^
+ )/J5"(4| + J_w |i _ ^i_ MQ) 0

\ di? to0 ^ dg^ 2 mc °/

et l'on exige que chaque s'annule séparément, pour la même
raison que dans le cas susdit. La solution de la première est donnée

par l'équation connue
d2SD dét.

dqßdqov

Quant à la seconde, on peut écrire formellement

ri p » -ir— I <M'M

En imaginant la phase développée en une série de puissances de ¦&,

on peut calculer les coefficients de ên par la méthode habituelle :

0 T- fM(W) de' ** + X„ 4^ ___ M
2 m c J v ' dv m0 A d qx 2m c

o

on pose
oo

0 £ 0n iin
u

et avec
dS e m xx e riäo,

l'équation ci-dessus devient le système d'équations:

1 e
y.

to0 c '* dqx

+ (x. J\\ 0 e— y. ***_, _ X V (IX **.
dqx ' dqx
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dont les solutions sont, en tenant compte de la condition de
régularité :

0i 2 m- / duM(q0À+ xAu)

09 — / duu (xi -v-M
«0 c J \ A oqx II tx-tH + xXh

0n duu*1-1 F ___?*

c Z/t (-)q̂
, y (FajL d0n-v\

àgx ^^v\dqx ' dqx I

(53.1)

(53.2)

(53.n)

Evaluons encore le déterminant D. En posant

mas* m^c*" Xl- " ' "p.l. £ ê
— 2 °° —

S' -l%-&-£n(7n&>, S'ik -

¦&
2

â2S'

îiôgofc

on a

»-{*)* 1+_^*+(_)
-!ft

î, fc

~_ _ifc

£)¦£
i, fc, l

Qf Q/ Qf I

%% VA' l.j t SX \ A

^ki ^kk ^kl I + \ZZZr)

Q' Q' Q' \\ ' '
òli blk òli

S'xx--- S'xi

S41--- S',, ¦mA+m-
On a ainsi construit l'approximation cherchée

KF.e - X Ï)U2 \i g + {tp
1 e 2 m0cH(2 ni)2 l \%

(54)

(55)

où S, D, 0 sont donnés par les équations (26), (54) et (53). Remarquons

que 0 est complexe

0 Mdê' 2mc
-- \ / r _,

o', fÊdê' \ + ila, /„#'_
o / \ o

-0X+Ì02

et que l'on peut exprimer Q I-exp i 0 J-exp i (P1-exp — 02
sous forme rationnelle

Q— J cos \0X\-1 + i -1 sin |<_>i| | jJ- Ch02-
<z>,

l«P.
S%|0?

cette manière d'écrire étant plus adéquate que la manière symbolique

de (54). Il faut encore déterminer la limite êx de ¦& au-dessous
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de laquelle KF.C est une bonne approximation de KF exact. Il est
commode d'adopter textuellement les mêmes conventions que dans
le cas non relativiste et de poser la condition ainsi

il vient alors

^^E<S' S -S;2 m» x/d ^ P-1-
"¦o

#1 ^ ^ (56)
n

avec

X'2

r*°qx ' òq0

et S0= i duxx0À(g0„ + xvu).

Dans le cas particulier de forces homogènes : FßV const.^, X oo,
û n'est pas limité supérieurement; c'est le seul cas avec celui d'une
particule libre où l'on peut exprimer S donc aussi KF sous forme
finie. Dans le cas général, êx est bien une mesure de l'inhomogénéité
des forces. Revenons à l'équation (50). En y substituant KF.e de
(55) à KF et en intégrant sur ê, on pourra déterminer l'approximation

correspondante de Kx, c'est-à-dire exacte jusqu'aux termes
en h2; puis on formera celle de K avec l'équation (44) et enfin celle
de Ä avec l'équation (42). Cette méthode est féconde, elle possède
l'avantage d'être valable pour des arguments de K(1,0), situés
jusque sur le cône caractéristique u2 0.

On va développer une seconde méthode qui aura l'avantage d'être
plus directe que la précédente, mais qui ne sera pas applicable pour
des arguments se situant sur le cône caractéristique. On part de

l'équation
/1(1) Kx(l, 0) 0 (36.1)

où, répétons-le, Kx est une fonction continue possédant une singularité

non essentielle au point 1 0, et l'on cherche son approximation

semi-classique directement par l'essai

Kls(l,0) B exp À S (1,0).

Introduisons cet essai dans (36.1), il vient

AKXc(l,0)=\[(Til + m2c2)KXc +

+ l\2n^ + ^-B-i^MB\e^1'°)+(lfnB-e^
i L A dqx dqx c J \i }

Le coefficient de h° annulé est l'équation (19) de l'action relativiste,

(57)
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dont les solutions qui nous conviennent sont précisément les actions
S+ et S~ données par les équations (21)+. On va mettre
l'approximation KXe sous la forme

K1C C+K;C + C-K1C

où les constantes C+ et C- seront déterminées plus bas en traitant
un cas particulier, de façon à ce que KXc soit bien l'approximation
de la fonction de Riemann Kx. Pour alléger l'écriture, on va continuer

les calculs avec l'essai général sans indice en nous réservant le

droit de spécifier au moment voulu les deux solutions fondamentales.
Pour résoudre l'équation obtenue en annulant le coefficient de h, il
convient de poser

B-î/D-Q,
le premier terme étant un scalaire et le second une matrice responsable

des termes provenant du spin ; il vient alors :

^(xglKD))-« + 2/DK4fr-l^-Q) 0 (58)

et l'on exige que les deux s'annulent séparément, soit:

4q-(nxD)=0 (58)'

Résolvons la première. Nous n'avons pas trouvé pour D de solution
analogue à celle de van Hove; toutefois, S étant connue sous forme
d'une série de puissances de e, il convient de supposer un tel
développement pour D, ce qui nous permettra de résoudre (58)' par
récurrence. Posons

avec

D £ D- Dn
0

oo oo

s 27 sn ni\ En\

formons le produit (/Jix'D) en groupant les termes de même puissance
en e; il vient

r)

((_.<)(ZD»)) ~-En{Evn\Vn_) 0.
dqx ^ À'y " dqx „ vu
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Cette équation devant être identiquement satisfaite par rapport
à e, on est conduit à écrire le système :

i>|rKDo) o {tt\Dx)

TûWW

d

dqx

ò 'ìXaA.J.
-FqA^W

dqx

que l'on peut résoudre par récurrence. La première équation est
celle que l'on obtient dans le cas d'une particule libre; D0 doit
être fonction de l'invariant s. Avec

il vient ^^ imr,c— — emnc —"
_

" s ±i
d

dqx (-fDo) 0 -> D„=-±-. (59.0)

Dans le cas susdit Dx= Dn= ¦ ¦ 0; dans le cas général, les
Dn répondent de la perturbation due aux champs extérieurs; si l'on
écrit

D ZDn D0(l+Z-%-)=DQ-D'

D' doit être une fonction régulière de x. Dans ces conditions on peut
aisément intégrer les Dn. On a:

d'où

X_ (ni Dn) enFF _L _X („a Dn) __ ^

ainsi

et

D„ duu3 yn (u) ;

D [du e (dxi)
1

e m0cs2 J c \ dqx l lq-q„+ x-u

Dn=-
'"0 " J

0

du us
dqx-fAAXEvK^n-

(59.1)

(59 .n)
I q qa+ x-u

Pour discuter la convergence de la série obtenue, on utilise
l'expression

S tc. e=±i;^t-(_=__!?)" où F
Da \ m0c J

H,iE
iE, H
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et l'on est ramené à un cas connu avec la différence que

0= Î/X-X
c

a pris la place de r. Quant à l'équation (58)" pour la matrice Q, il
vient en posant formellement Q exp i 95(1,0)

»A^-T^-O et tix^-Fm(%) 0;

99(1,0) est une fonction régulière et <p(0,0) 0. Ces conditions
déterminent univoquement la solution que l'on imagine développée en
une série de puissances de e

00

<P E fn <Pn ~en

Introduisons ce développement et celui de tcx dans l'équation ci-
dessus ; en annulant les termes de même puissance de e, on obtient
le système

emoC_ü4___ _±.M" s dqx 2 c

x-, dcp„ i dœ,
em„ c — -t-ï-S - - n\ -^=

s dqx t- dqx

AA ò(?n
— __ V 77" -y"-*

°°~„ dqx~~ A?v A da*

Les conditions prescrites excluant les solutions du système homogène

(singulières pour xx 0) on a les solutions :

9"i

f. 1 1

rdu M(u) ± 2X- [(o'fH(u)dn) + i[àf~E du)] (60.1)

^K4fr) (60-2)
d(f\

i ,ii, i .c -

em0c
0

1 r„
cp / d uT n temnc

u

y ~v<FAn
Z*vjla dadqx

11 Ç0 + x u

l /+e0\M\n\ IR(, s

De l'équation (36.1), nous avons donc les deux solutions indépendantes

semi-classique-, c'est-à-dire exactes jusqu'aux termes en
h2 non-compris:

*t c XX exp (À S+ + i 0+) ; K;.= ]/D= exp (| S~+ i cp~) (61)
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où les actions S+, S~ (correspondant aux énergies + et —), les densités

D+, D-, et les phases dues au spin cp+, cp-, sont données
respectivement par les systèmes d'équations (21), (59) et (61) où l'on pose
e + i, — i. Remarquons que la phase cp est complexe

cp <px + icp2\ cpx cpx{(a',H)) cp2 ep2((v:,E))

où cpx est linéaire en o' et ne contient qu'elle, et cp2 linéaire en a et ne
contient que cette matrice; on peut mettre la matrice Q exp icp

sous la forme plus adéquate:

G { cos \cpA-I + i-AA^sin \cp, il j Ch \cpA -I —+\ Sh\cpA\.

L'approximation semi-classique à la fonction de Riemann est donnée

par
K,.e C+Kï.e + C-Kr.e

où les constantes d'intégration sont encore à déterminer, ce qu'on
va faire dans ce qui suit. La question fondamentale qui se pose
maintenant est : dans quel intervalle de temps 0 les approximations
(61) sont-elles utilisables?

Un premier test nous est fourni par le cas d'une particule libre
où, au contraire du cas non relativiste, K+- n'est pas la solution
exacte Kx~. (61) donne:

Ktc=fcvrexp~¥moca0 kî-c=(T^rexp+¥m»c20

et pour juger de la validité de l'approximation, on peut utiliser le
critère suivant : il faut que le terme en h2 de (57)

n2^Az\<Fm2e2- B
X UR - 3 1 - 4-R ^ ° ' s3'2 R 4 S2 ' 4c2©2

Ì^<m2c2 -> Ö>X^ (90, c0^Xo=± (62)

0 est donc limité inférieurement! On obtient plus vite le même
résultat en comparant K+~ au développement de K exact:

K=K=- =L=[(_i)8/8e-«"« + (i)8/2e+i-+0(-l-)l (48J
', n xu l \« «/ jlas 4jiBmi/2;

qui est valable pour

xu^>l -> 0A> r u=c0.
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Cette comparaison nous permet de fixer les constantes d'intégration
C+ et C~; on trouve

c+ -XXX2 c- i(^-)m.\8jt3c/ \&n3c f

Enfin, d'après la définition de K

K(l, 0) Kx(l, 0) e(u2) + K2(l, 0) ò(u2) Kx pour u > 0 (44)

on a donc l'approximation sous forme définitive

mn \i/2*-*..--(£.)' — S+ + i>+ — S-+i,p-
]/D+en —i\/D-en (63)

Il nous reste à déterminer la limite 0X de 0 au-dessous de laquelle
l'approximation (63) est une bonne approximation du noyau exact
K. On cherche à formuler un critère qui fournisse un résultat sous
une forme invariante. On est naturellement conduit à utiliser la
formule (56) donnant la limite fîx et à introduire 0 en exprimant
& ¦&(&) au moyen de l'équation (22.2) dS/dê 0, ou bien de la
définition

0= / \H-zFdt.

Désirant établir une règle valable en ordre de grandeur, on se
contentera de la première approximation qui donne ê pu 0. Va
formule (63) est donc utilisable dans l'intervalle

^-0o<0 |/r2-X<01^01.X_,2. (64)

Nous avons traité jusqu'ici le cas des particules douées de spin 1/2.

Traitons brièvement le cas du spin 0. M étant nul, il suffit de
supprimer dans toutes les formules dérivées la matrice Q ou Q. On a

en particulier :

Kl^=2m0cl(2ni)2^-^{m ^1

K *ï.. - (^X_)1/2 [yFF exp {F 8+) - i yw- exp (| S~)\ (63),

et la formule (56) donnant êx demeure inchangée.

En résumé, on emploiera la première méthode, qui utilise la
représentation en fonction du temps propre, pour des valeurs
de ©plus petites ou de l'ordre de 0O; et la seconde méthode pour
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des valeurs de 0 satisfaisant la règle (64). Notons que l'existence
même d'un intervalle implique:

ou bien
0o< ^0X=^-X2

IXX^A^XL^^X
ce qu'on peut interpréter, en disant que la variation des forces,
mesurée par X, doit être faible sur une distance de l'ordre de XQ,

longueur d'onde de Compton; cette condition fixe donc une limite
supérieure à l'inhomogénéité des forces, limite au-dessus de laquelle
l'emploi des noyaux semi-classiques n'a pas de sens.

Si l'on passe déductivement aux cas non relativistes

lim 0O 0 < lim 0 r < ^- X2

c —> 00

on retrouve la formule (12) et dans ces cas, il n'y a qu'une méthode
que nous avons développée en détail dans ce travail.

Conclusion.

Le théorème démontré sous III attribuant à K°e seul un rôle
prédominant, ce noyau donné dans les cas les plus variés par les équations

(1', 28, 33, 55, 63, 55.1, 63.1) est l'instrument d'une méthode
générale de traitement des phénomènes non stationnaires, méthode
applicable dans le cadre fixé par les règles (12), (56) et (64).
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