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Elimination des constantes arbitraires dans la théorie
relativiste des quanta
par E.C.G.Stueckelberg*) et T. A. Green**) (Genéve).

14. XII. (1950).

Summary: This article shows how the influence of the undetermined constants
in the integral theory of collisions?)?)?)4) can be avoided. A rule is given by which
the probability amplitudes (S[V]-matrix) may be calculated in terms of a given
local action. The procedure of the integral method differs essentially from the dif-
ferential method employed by Tomonaca$), ScawiNGER?), FEYNMANT?) and
Dyson®) in that the two sorts of diverging terms occuring in the formal solution
of a SCHROEDINGER equation are avoided. These two divergencies are: 1) the
well known «self energy» divergencies which have been since corrected by methods
of regularization (R1vier?!), PauLr and ViLLagrs®)); 2) the more serious boundary
divergencies (STUECKELBERG?)) due to the sharp spatio-temporal limitation of the
space-time region of evolution ¥ in which the collisions. occur. The convergent
parts (anomalous g-factor of the electron and the LamB-RETHERFORD shift) obtain-
ed by SCHWINGER are, in the present theory, the boundary independent ampli-
tudes in fourth approximation. Up to this approximation the rule eliminates the
arbitrary constants from all conservative processes.

§ 1. contains an outline of the physical meaning of boundary effects. These
effects involve a classical field which describes the actions of the counters necessary
to distinguish between the incoming and outgoing particles.

§ 2. the rule is formulated. It is based upon the unitarity and causality condi-
tions developed in previous publications!)?)3)4).
In § 3. the limiting process is given which avoids the influences of the boundary.

In particular, the limiting process necessary to apply the results to zero mass
photons is given.

§ 4., § 5. and § 6. contain the application of the rule to the second, third, and
fourth approximations of quantum electrodynamics for finite mass photons. It
is shown that a certain ambiguity, related to charge renormalization, occuring
in the work of ScEWINGER®) and Dyson®) is avoided if the explicit influence of
the boundary region is taken into account.

*) Recherche subventionnée par la Commission Suisse d’Energie Atomique.
**) Actuellement au Radiation Laboratory, Berkeley, California, U.S.A.
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§ 1. Introduction.

La théorie quantique des particules élémentaires (ou quanta) dé-
crit les résultats des expériences par les amplitudes de probabilité
pour la transition d’une distribution des quanta & une autre. La
desecription spatio-temporelle de ces amplitudes distingue entre des
actions locales ayant lieu a un certain événement = (par exemple
JPémission d'un photon par un électron), et des actions a distance
ou actions multilocales (par exemple, la déflection d’un électron a
I’événement x dans le champ (retardé, symétrique, ou causal) pro-
duit, & I'événement y, par une autre particule qui subit également
un changement de sa quantité de mouvement-énergie).

De telles créations, collisions, et annihilations sont influencées
par des champs macroscopiques. Pour étudier les propriétés des
particules élémentaires, 1l faut que les actions locales et multilocales

0

La région spatiale de volume (2 L)® est remplie de compteurs qui sont mis en

marche 3 deux époques, de durée At’ et At", séparées par une période t"—t" = 27'.

Le compteur indiqué est un compteur idéal, s’il n’est actionné que par des quanta
qui se trouvent dans un paquet d’onde donné:

(pl (-va-’ tl) - ZJI (..)E. s t")
Les observations sont recueillies a ’origine O.

contribuant a ’amplitude examinée se produisent toutes dans une
région spatiale donnée, et pendant une période durant laquelle
aucune influence de la matiére macroscopique ne se manifeste dans
cette région. Nous appelons cette région spatio-temporelle la pé-
riode d’évolution V.

D’autre part, pour pouvoir observer la distribution des quanta
qui entrent dans V (distribution incidente) et la distribution des
quanta qui sortent de V' (distribution émergente), il faut que V soit
entouré d’'une hypercouche quadridimensionelle de matiére ma-
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croscopique (les compteurs) qui enregistre ces deux distributions.
Or, la présence d’un tel champ macroscopique donne lieu & de nom-
breux processus ou il y a échange d’énergie-impulsion entre ce
champ (décrit classiquement) et les particules élémentaires. Dans
les deux figures, nous avons donné deux réalisations possibles dun
tel champ macroscopique.

Dans la fig. 1, ce champ décrit Ia matiére des compteurs au repos.
Cette matiére ne présente d’action sur les particules que pendant

Fig. 2.
A ¢ < ¥ Pespace est rempli d'une sphére compacte de compteurs élastiques. Elle
s’élargit, puis elle se contracte, en créant pendant la période 2 7T une région
«vide» entourée d’une couche de compteurs. La couche est composée de deux
sortes de compteurs. Les uns enregistrent les quanta incidents (paquets ¢’) et les
autres enregistrent les quanta émergents (paquets x").

deux courtes époques. De pareils compteurs (dont les éléments de
construction sont aussi des particules élémentaires) ne peuvent
étre construits que si Pon peut varier, a volonté, les constantes de
couplage entre leurs éléments et les quanta qu’on désire observer.
Il n’est pas en contradiction avec la théorie des quanta de supposer
Pexistence d’une telle matiére pour discuter des expériences idéales
(Gedankenexperimente). Ce dispositif a 'avantage de permettre de
formuler une théorie limite pour des époques de durée nulle, c’est-
a-dire lorsque les deux hypercouches de la fig. 1 tendent vers deux
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hypersurfaces temporelles. Un pareil dispositif correspond a la réa-
lisation expérimentale de la théorie différentielle.

Dans un article précédent?) I'un de nous a montré que cette li-
mite n’existe pas en général. D’autre part, méme dans les cas ou
elle existerait, les effets d’une certitude pareille dans ’observation
du temps mettrait a disposition (sous forme du champ classique)
une énergle arbitrairement grande, qui donnerait lieu a des pro-
babilités énormes pour des actions localisées prés de 'une ou 'autre
de ces surfaces.

Sur la fig. 2, un autre arrangement de compteurs est donné. Il
peut étre réalisé pour autant que des arrangements de compteurs
existent qui permettent d’observer la direction et le sens du quan-
tum qui les traverse.

Pour préciser le formalisme, i1l est utile d’introduire ici la notion
du «compteur idéal». C’est un appareil qui précise dans quel paquet
d’onde ¢ un qguantum incident ou émergent a été repéré. Soit
M (@) une distribution incidente. Elle indique, pour chaque paquet
incident ¢ = ¢, ¢",..., le nombre de quanta M (¢) qui s’y trou-
valent. L’amplitude ¥/[M()], fonctionnelle de M(g), précise ainsi
un «état incidentr. De méme, Y'[N()] précise «’état émergent» sous
forme d’une fonctionnelle de la distribution des quanta N(y) parmi
les paquets émergents y = 5, ", ... Alors 'amplitude de transition

STV(Q), NO/M(OT—S[V] (1.1)

est fonctionnelle de la région V' (décrite par un champ classique
V(x)), de N(x) et de M(¢). L’opérateur S[V] est ainsi une matrice
unitaire dans l'espace des deux distributions, fonctionnelle d'un
champ classique. Elle relie les deux «états» par la relation:

P SV (1.2)

o1, dans le dispositif de la fig. 1, la limite pour des hypersurfaces
temporelles existe, on peut considérer Y'[N()] = P"[t"(), N()] comme
une fonctionnelle de I’hypersurtace temporelle ¢ = t"(Z). Cette con-
dition est nécessaire et suffisante pour donner un sens a 1’équation
fonctionnelle des temps multiples (STUECKELBERG!?), ToMoNAGAS),
ScEWINGER®)). Cette limite n’existant pas, 1'idée d'un «état a 1'é-
poque t"()» doit étre abandonnée. La description des collisions doit
donc se faire sous forme d’une théorie explicitement intégrale (1.2).

Le champ classique caractérisant la région d’évolution V est
une fonction déterminée.

V(x) ={ (1) cli:;ss de} la région d’évolution V' (1.8)
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Elle figure dans les intégrations spatio-temporelles sous forme
d'un poids de I’élément de volume, que nous écrivons sous la forme

/'Vd;ze. . :/ (@4 V(@)... (1.4)

Les ¢poques d’observation de la fig. 1, vesp. la région des compteurs
de la fig. 2, sont caractérisées par des champs classiques du type

viw) = (V=12 (2); &,,(x) = (0,V-0,V)(2) (1.5)

qui ne sont différents de zéro que dans.la région de 'hypersurface.

§ 2. Le développement de Popérateur S en termes d’une action loeale h (x).

Le développement de § en fonction d'un parametre de couplage
& est ~
_ n ‘
S=1I +Z‘lz—; Se - (2.1)
"=

La contribution d’ordre n

: ¢
(n) 2 S(mn) H{n) T+ A(n) . (22)
=0
est une somme d’expressions multilinéaires ’ordre m dans les opé-
rateurs de création d*(y) et d’annihilation ¢(¢) de quanta dans les
paquets émergeants y(x), resp. incidents ¢(z). La condition d'uni-
tarité établit une relation de récurrence

H,, = 2 Sty S - (2.3)

n f=1
déterminant univoquement la partie hermitienne H,,de S, par 'ap-
proximation précédente. Toute expression multilinéaire d’ordre m =
My + My +.... + m, a la forme

(n m)“n 2 2 dT IC((}?) (nm) (/C 5 -//(P- ¢ )

= Vdrx / ¥, d’t/ / 1 dz((pm-’” x) @"v(y). .. q)"‘z(z))”
D@ (L' —Z,...) o (2.4)

(n m)

Le symbole ~ indique que l’expleb&.ion multilinéaire est ordonnée
(les d* opérant aprés les €). Lopérateur I fait eorrespondre a tout
état incident Y[ M()] I'état émergent ¥[N()] qu'on obtient si le
systeme saturé des paquets ¢(z) est developpe en termes du systéme
saturé des z(x). Les noyaux D© doivent satisfaire & la condition de
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causalité, discutée autre part?). Elle exige que pour toute constella-
tion des événements x, y, ..., z, différente de leur coincidence simul-
tanee £=y=...=2z, les D® se résolvent en une somme de pro-

duits de fonctions causales d’'un seul déplacement spatio-temporel
D@ (x — z):

D g—z,y—2,...) ~DEf%(x—z)ng))(y¥Z)---DE;?)(SC*Q)'"*‘“ (2.5)
DNz—y) = D' (x—y) pour z4Zy? (2.6)%)

A la décomposition de S,,, en ses parties hermitienne et anti-
hermitienne (2.2) correspond une décomposition des noyaux
i DG,y = — 5 D, +i DY, (2.7)
Nous avons évité le signe d’égalité (=) en (2.5) et y avons substitué
le signe -~ exprimant ainsi que (2.5) est indéfini lorsque deux ou
plusieurs événements coincident. Considérons maintenant les con-
séquences de ces deux conditions. L’unitarité exige que Hy, = 0
d’ou il résulte que D{), = 0 en (2.7). La causalité et I'hermiticité
de A, excluent un DY, (x—2z, ~.) +0 sauf pour la coincidence
simultanée de tous les événements et pour leurs constellations in-
finitésimalement voisines. Un tel D® est caractérisé par une distri-
bution ;

Dﬁ)m)(aj—z, ) =0(x—z, y—z..)=ad(x—z2) o(y—z2)...+... (2.8)

Elle s’exprime en termes du d(x) spatio-temporel et d’'un nombre
fini de ses dérivées. Par intégration partielle (cf. § 3), le A,y peut
étre réduit 4 une intégrale simple sur une densité d’action locale
h,,(x) et une action de surface explicite (cf. § 3).

Le développement de S en termes de cette action locale est ob-
tenu de la maniére suivante:

L'unatarité, va la formule de récurrence (2.3), nous fournit Hy,
et ainsi la premiere partie — § D, dans la décomposition (2.7)
des noyaux. La condition de causalité détermine ensuite 'autre
partie ¢ D, & des distributions (2.8) prés. La partie antihermitienne
ainsi déterminée, Ay, (resp. D), est appelée le complément causal
de Hyg, (resp. DJ),.,). Avecle Sy, ainsi trouvé, on forme A, et y dé-
termine les D{,,, & des nouvelles distributions prés et ainsi de suite.
L’arbitraire contenu dans ces distributions est égal, 4 des actions

*) D\E)(x) sont des fonctions & fréquences définies ( + ), of. STURCKELBERG et
RiviEr?). '
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de surface pres, & I'arbitraire qui nous est permis dans le choix de
I’action élémentaire h(1 m(Z). S est développé en termes d’une action
élémentaire précisée si une régle détermine univoquement le com-
plément causal A, (resp. D{,.,) pour tout Hy,, (resp. D{,),;) obtenu
par récurrence (2.3). Une régle pareille serait la «régle naturelle» expri-
mée par le signe d’égalité en (2.5). Elle réduit, par récurrence,
d’abord I'arbitraire en (2.5) a l’arbitraire des Dﬁa)m} de la deuxiéme
approximation qui doit étre défini en termes des potentiels symé-
triques (voir § 4). Malheureusement, cette régle ne peut pas étre
appliquée en général, car les produits (2.5) de fonctions intégrables
peuvent étre non intégrables. Ceci nous oblige a substituer a cette
régle un procédé plus général qui équivaut a la «régle naturelle»
pour des produits intégrables. Ce procédé fait intervenir les deux
étapes suivantes: 1° Si le produit (2.5) n’est pas intégrable, on en
construit une fonction covariante approximative, pDO (x,y,...). Elle
posséde une représentation de FourIgr et ne se distingue du produit
que dans les trés hautes fréquences (d’ordre P). 2° Un processus
lvmate définit alors D@ (x, y, ...) & un minimum de constantes arbi-
traires pres. '

10 La fonction approximative: Pour trouver D@ (z,y,...), on
choisit un des facteurs dans (2.5) et on le remplace par une fonction
non covariante, par exemple

Dfg) (@) — pD§)(x) = (27)¢ | dp € DG} (p) (2.9)
P

P définit Iintérieur d’'un cylindre sphérique resp. hyperbolique de
rayon P autour d’'un axe temporel ou spatial. Le D@ (x —y, ...)
de (2.5) ainsi défini posseéde un développement de Fourier. Par
exemple, la fonction des deux déplacements écrits en (2.5) peut
étre développée en

PDO(x, y) = @)~ [dp [ dge @+ W . DO(p, q)  (2.10)
en termes de sa transformée de FoURriER.

#Dp, ) = @2 2)4 [ kDG (p—k) DY (g—k) D) (2.11)

P

La fonction pD® (z, y) en (2.10) a perdu sa covariance au méme
titre que (2.9). Pourtant, pour un P arbitrairement grand, il existe
un ensemble arbitrairement grand de référentiels de LorENTZ dans
lesquels les D9 (z, y) non covariants ne se distinguent que par les
contributions a trés grande fréquence. On peut alors définir un



160 E. C. G. Stueckelberg et T. A. Green.

pD (z, y) covariant s1 on fixe, pour chaque terme (2.11) du déve-
loppement (2.10), une orientation invariante du cylindre P par
rapport aux quadrivecteurs p et g. Cette fonction covariante (2.10)
continue & rester I’équivalent du produit en (2.5) sauf pour les con-
tributions & trés grande fréquence. En général, D (z,y,..) est une
expression spinorielle et tensorielle. Elle se réduit a différents ter-
mes, composé chacun d’un facteur covariant (dépendant des deux
vecteurs p et q) qui multiplie une fonction invariante (scalaire)
de la longueur des trois vecteurs & =p? 14 = ¢, J=-(p—q)?

pD(Op, @) = pDO(p2 g% (p— ) = pDER O (212)
20 Le passage @ la limite P — oco. S1 la limite |

D@(&,..) = lim D&, .. (2.13)

’=o00

existe, la fonction est la fonction définie par le produit. Si elle
n’existe pas, nous cherchons, parmi les systemes d’équations aux
dérivées partielles qui suffisent & déterminer D® (&, .. ),

04 0%, . DW(&E m, ..) = lim 00t .. D& n..)  (2.14)

P=n0

le «systeme définissant» pour lequel a) le deuxieme membre existe,
et b) la solution générale D@ (&, ...) possede le minimum de cons-
tantes arbitraires. Ce D®est donné & un polynome preés. C'est-a-dire
la transformation suivante reste possible:

D"®(p, q) = Dp, g) + o (p% ¢% (-9 (2.15)

o (p% ...) est un polyndme en p? ¢% ... contenant ce minimum de
constantes arbitraires, soit la représentation de Fourier d’une
distribution. Cette regle est la généralisation recherchée de la «regle
naturelle». Car, si la limite (2.13) existe, 'équation (2.13), est elle-
méme le systéme définissant.

§ 3. Les actions de suriace.

10 Actions de surface vmplicites: En choisissant comme paquets
des ondes planes, on constate que les intégrales d’espace-temps
entrant dans ’expression des amplitudes de transition qui se rap-
portent & des processus conservatifs, sont proportionnelles a I’hyper-
volume 2 T' (2 L)?). En plus de ces processus, 1l v a les processus
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non-conservatifs qui empruntent de l'énergie et de la quantité de
mouvement au champ classique. Un exemple d'un tel processus
(’émission d’un photon par un électron) a été discuté autre part4)
Les amplitudes sont proportionnelles & (2 L)® seulement (aire de
Phypersurface). Nous les appelons actions de surface wvmplicites.
Dans une approximation donnée, certaines actions seulement con-
tiennent des processus conservatifs. Dans les amplitudes de tels
processus, I'influence des compteurs peut étre éliminée si 1'on
donne & la région V' des dimensions grandes par rapport aux dimen-
sions des hypercouches. Pour rendre négligable la contribution des
processus non conservatitfs dans le dispositif de la fig. 1, on doit
passer a la limite

2T At', At > ut (8.1)

ot u est la masse de la particule la plus légére.

20 Actions de surface explicites: Outre les actions implicites que
nous venons de discuter, I'introduction des actions a distance infi-
nitésimale sous forme de distributions (2.8) fait apparaitre des ac-
tions de surface qui contiennent explicitement les champs macros-
copiques (1.5). Par une intégration partielle, on démontre que la
différence entre une action locale et une action & distance infini-
tésimale-est une action explicite de surface. Par exemple

[Vaz (@)@ —[ Ve [ Vdy(p@) % (1) s~
~ [vda(@) (@) (3.2)

‘Izp/‘Vflm(Wﬂ 7+ (Oe)x) (2
— [ Vix | Vdy(p (@) 2 () D (z—y)
1

::?u/'@d:s(gomxﬂ\jgt)) %)™ (%) /5‘ dz{py)~(z)  (3.3)

Les deux champs classiques v(x) et &, ;(x) de (1.5) figurent donc
explicitement dans les intégrands spatio-temporels. Pour éviter
qu’ils contribuent aux amplitudes de probabilité, il faut de nouveau
donner aux epoque& d’observation une durée suffisamment longue
(8.1) pour qu’aucun effet ne se produise dans la région des comp-
teurs. On voit en (3.1) que la limite g - 0, c’est-a-dire le passage a
Pélectrodynamique des photons & masse nulle, fait intervenir des
durées infinies pour les époques d’observation.

11
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§ 4. La deuxiéme approximation en électrodynamique.

10 Résumé de la théorie. Nous appliquons la régle établie au § 2
pour développer § en termes de I'action trilinéaire

R(o) = (@9 (@) J42)— @ m~(e)  (41)

Elle contient un champ tensoriel (champ des photons de masse
non nulle u) satisfaisant aux équations d’onde

Oagpﬁ_()ﬁgom——Baﬁ = s OQB“ﬁ—,uzgoﬁ =0 (4.2)
qui sont équivalentes &
(O—pd)g*(x)=0; 0,¢*(x) =20 (4.3)

et un champ spinoriel (champ des positrons-électrons de masse )
ayvant les équations d’onde

u' (z)(y0—2%)=0; (y0+xu(z)=0 (4.4)

La normalisation des paquets est contenue dans les lois habi-
tuelles de commutation, resp. d’anticommutation. Nous n’écrivons
ic1 que les relations

Py Ppl = (95— 0720,0,) DO (2" —2) 1=D) (2" —x) 1 (4.5)
o, ut) = — (0~ DY (' 1)1 = —AY @ 51 (46)

2° La premiére approxvmation
Sy = 1Auyy — 1 | Vda bl (@) (4.7)

ne contient aucun processus conservatif. Les processus non-conser-
vatifs, qui empruntent de l’énergie au champ superficiel, ont été
discutés autre part4).

30 La deuxiéme approximation, écrite conformément au dévelop-
pement multilinéaire (2.2) et (2.4), a la forme

S(g) [ I ] - S(-zo) + S(-z‘)) + S(-z4) + S(-zzs) = H(-z.) T A(z)

i [ Vdx [ Vdy(5 IDg (x—y)

— 5 P(2) Dighy (2 — ) @P(y) —ita!(2) A, (— ) u(y)
— fbu'r (v @) (x) A(m)(' y) (yo) u(y)

+ J“( ) DGy (2 y)Jﬂ(y)r)m— (S6ySw) (V1 (4.8)
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Le terme sizhwméarre ne contient aucun noyau. Les deuwx termes
quadrilinéarres ont des noyaux*)

A, (1) = (y0— %) DS () = 42, (z) (4.9)

D(§4)aﬁ( ) = (gmﬁ“’“ﬂ_zaa%) D(u)( x) = D?)u))aﬁ( ) (4.10)

dans lesquels le complément causal doit encore étre défini. Ce com-
plément introduit dans Ay des actions a distance (actions bilocales)

R (2, y) — 5 J*(2) DY) (2 — ) T (y)
—iut () (2) A (r—y) @ uly)  (411)

Nous définissons A® et DY) comme des pures actions & distance
en les représentant par des potentiels symétriques

(O — 1) DG () = — g5 0 () + 72 0,0, 6 (i)
(v 0+ ») AG) (x) = — 6(x) (4.12)

qui sont intégrables. C'est par cette définition que nous marquons
Pabsence d’actions locales quadrilinéaires. Notre régle donne alors
les corrections causales des termes bilinéaires

hy, (z,y) = B (‘P (x) " (y)~ Dg)z)aﬂ( — )
—1 (qu (z)u®(y)~ Ai?m anle— y)) (4.13)
par les deux produits

1 f §
Di5syp () - ﬁ;tmce (v A% (@) v, 4G} (—2) + 09) (4.14)%F)

Aey (T) = 57 *(AE) (x) D) () + ) P (4.15)

*) Régle de notations pour les noyaux. Les lettres D et A sont utilisées pour
les noyaux tensoriels D, s, resp. spinoriels 4 4 p. Les indices supérieurs (1), () et ()
sont employés pour marquer la décomposition des noyaux causals. Deux indices
numériques inférieurs (»m) indiquent que ce noyau apparait dans la n-iéme appro-
ximation d’un terme m-linéaire. Les indices inférieurs (., (u), (x+ ) indiquent
Pétendue spatiale (~ »~1, u~%, (%-+ pu)~1) des noyaux spatiaux obtenus par inté-
gration sur le temps. Les lettres G et 1" sont des fonctions tensorielles, resp. spino-
rielles, utilisées pour définir les noyaux. Appliqués & ces fonctions, les indices (),
(»)» etc. gardent leur signification. L’index numérique (;y numérote les diffé-
rentes fonctions G et 1" d’aprés leur entrée dans le texte. De tous ces indices,
nous omettrons, dans les calculs intermédiaires, ceux qui sont sous-entendus.

k) (11(8) egt Ja, terme obtenu par permutation des indices ¥ et ),
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Le terme zérolinéavre (en I) contient, dans sa partie hermitienne,
une diminution de la probabilité de trouver du vide, diminution
due a la production spontanée de trois quanta d’apres A de la
premiére approximation. Son complément causal équivaut a un
changement de phase arbitraire et indépendant de I'état incident
et ne contient donc aucune action observable.

4. Bvaluation des produits: Evaluons maintenant, en suivant
notre régle, les noyaux des termes bilinéaires. En vertu de 'iden-
tité de SCHWINGER

1

Jdud (atb—apu)——(at o) +b o)  (416)

on trouve la transformée approximee

]

pDihyas (P) (2 = /dh/dua (k2 4 22+ u(p?—2 ph))
0
s [{pleyt+-p ks, —2 I, k)1, . (p B— B2 —a®) (4.17)

La somme étant convergente pour une région P finie, les intégra-
tions peuvent étre interchangées. (4.17) est covariante si P décrit
un cylindre de rayon P autour du vecteur p. Cette orientation du
cylindre est telle que (4.17) est invariante par rapport a la trans-
lation de Uorigine k' = k — up, nécessaire pour mettre en évidence
les fonctions scalaires de p? Effectuant cette translation, on obtient

1
s 2 ; P PRS2 )
pD{Gsy s (P) 2 :i')3"./ d%,»/ Al o' [k2+ A (p2, w)]

i (2 ( -—1u )poc ﬂ gcxf?( 6___%2) p ' 72" % 42)) (4]8)

A (p?%, u) = p?{u—uZ) -2t (4.19)

Pour simplifier, nous avons déja utilisé les relations

[ dkE*f(k?) = 0; /dk I R P2 == Z]I' T / dk k2 f (k% (4.20)
r 1 P
dont la deuxiéme ne doit étre appliquée qu’aux dérivées des scalaires
dans (4.18) qui convergent pour P = oco. La définition de D)), (p)
se fait & partir de (4.18) en employant la régle générale (2.14). L'in-
tégration en k peut étre effectuée sur la premiére dérivée (par rap-



Elimination des constantes arbitraires. 165

port & p?) des scalaires indépendants de k? et sur la deuxiéme dérivée
des termes avec k2 si I’'on utilise les valeurs limites¥)

lim [ dk 8" (k2 + A) =

P—*OO 5

A

27

lim / dk k28" (k2 + 4) = — = (4.21)
P=co

On trouve que
Dy (P) = (P2 Ps— 95 P*) G(P?)

+ by P, Pt (by+ by D?) Gup (4.22)
est déterminé en termes d’une fonction & (p?) et de trovs constantes
arbitravres. Vu que les noyaux définis en deuxiéme approximation
apparaitront dans les approximations supérieures, il est avanta-

geux de les écrire dans une forme ot 'opérateur d’onde est mis en
évidence. On obtient ainsi |

s | +u v
Déz)v)aﬁ (p) = p, Pg G(u) (p?) —Yup e ng ("u)(pz)
+ Gp (by 02— (p + p?) by) (4.28)

On se rendra compte que G, ne contribue en quatriéme approxi-
mation qu’aux effets de surface (elle contient une constante arbi-
traire). (¢, est une fonction définie qui figurera dans le résultat
(LAxmB shift) de la quatriéme approximation.

1

J dv(v2——v4)
G(®) 2
Jr(;a) (1)( ) 16 nz p* (1 _,02) h Y 2(1—02)

A G =]

Pour évaluer (4.15), 1l est utile de décomposer ce spineur en

(4.24)

A Egé)z) (p) = 1 (22) (p) + el II (22) (p) (4.25)

correspondant aux deux termes dans (4.5) et (4.10). L’évaluation
de AP(p) est analogue & celle de D$h),p.- Nous I’écrivons sous une
forme analogue & (4.28) en mettant en évidence I'opérateur d’onde.

Aflny (p) = Wy p -+ %) Lyy(p) by p + %)

I'y(p) est un spineur défini et les deux constantes sont arbitraires.

*) L’évaluation invariante en coordonnées polaires hyperboliques donne 0 - co.
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Considérons maintenant A% e (p). D’aprés (4.15) et (4.25), on a

p A5 e2)(P) = /dk[ k) (i (y, p—k) =) (y )] (a1 8(b)+b10 ()
@=k%+u2; b= (p—k)*+x%° (4.27)
Nous écrivons I'expression spinorielle [ ...] sous la forme

[.]=—=(yp+2)(ily,p—k)—=)(@yp+ »)
—(iyp+x)b—iykb (4.28)

Alors l'identité b 6 (b) = 0 et la reégle

lim /dh o (k% + n®) - const. (4.29)

P=ooy

déterminent (& un terme du type by (typ + %) pres)

A 0y (P) = — (yp+ %) IE®) yp+ %) (4.30)

I'$) est une fonction a définir en employant la régle pour évaluer
le produit
1
() e (8) (1) - (1)(3) v
L (p)- By /dl (D¢ (k) AL (p ) (4.31)
1)
Elle contient deux constantes arbitraires. Nous montrerons que

I'§) (p) ne contribue en quatritme approximation qu’aux effets
de surface.

5. Discussion des actions wntroduites par la deuxiéme approxima-
tion. La mise en évidence des opérateurs d’onde p? + u?, resp.
1y p + x, montre par imntégration partielle que, des actions bilinéaires,
seule ’action locale

, 1 : ‘
Ry (7) = — by 2 ()2 (1) — i by 2 (ufw) (1) (432)

est explicitement indépendante de la surface. Elle contient une
contribution proportionnelle au volume (2 L)% 2 T de la période
d’évolution. On peut montrer, qu’'a des effets de surface pres (4.32)
est équivalent & une renormalisation des masses, déja arbitraires,
w et x du photon, resp. de I’électron, qu’'on a introduites dans la
théorie.

Les actions bilocales quadrilinéaires (4. 11) donnent lieu aux pro-
cessus conservatifs de l'interaction entre deux charges, de l'effet
Compton, et de la production de paires.
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L’wnteraction entre deux charges contient un terme ~ 1/u? Par
intégration partielle, ce terme se réduit & une action a distance
entre des événements de surface parce que la charge satisfait a
I’équation de continuité. L'influence de ce terme peut étre négligée
si la limite (3.1) est atteinte de la maniére décrite a la fin du § 3.
Dans les termes de l'effet Compton, on démontre que 'amplitude
pour l'émission et I'absorption dun photon longitudinal devient
petite par rapport aux effets transversaux si u - 0.

§ 5. La troisiéme approximation.

Pour ne pas allonger notre exposé, nous ne donnons pas la for-
mule explicite analogue & (4.8), mais nous nous bornons a discuter
le terme trilinéaire en u* ug (x)*). L’action contenue dans son
complément causal est d’abord trilocale. On a

R, 4, 2) = — | 9%(x) Dihyosl@—) DGy —2) I, () — 1 (V)
ol () A (2 —y) AG(y—2) ) u(E) — 1 (D)
‘*MW¢H)4m“W_)AgﬂJ_@"@%—%“WW

ut (2) A, (2 —y. y—2) u () 9*(y) |~ (5.1)
Les trois premiers termes convergent sans autre et s’expriment

en termes des fonctions apparues déja en deuxiéme approximation.
Le noyau nouveau est le produit

Ay (.9) 5 (A @)y AW Dl

ERCICION. (1)(s>(s))_ < (DD @y (5.2)

Le dernier terme — [ (...) converge sans autre. Puisqu’il ne con-
tribue pas aux processus conservatifs de la quatriéme approxima-
tion, il sera omis de la discussion au méme titre que les —1 (...)
dans (5.1). Par analogie avec (4.25), nous mettons en évidence la
contribution due au terme ~ w2

(o A ) -
A(SSO; = AI(%) + Algzéa) (03)

*) Dans les.termes de plus haute linéarité, les produits (2.5) convergent. Les
termes linéaires et trilinéaires en ¢ sont nuls pour des raisons de symétrie.
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La premiére partie ( ~ 1) est
A8, 9) = 55 / Ak (b8 (a) + (ca)? 5(b) + (ab) =1 8(c))

X G, (P (G0 p—K) — %), (i (7, g—F) — ) p?)
a=(p—k)?2+#2; b=(q—k)2+x% c=k%+p? (5.4)

Elle sera évaluée analoguement & la premiére partie de (4.25).
I’identité de ScHwWINGER & employer est

((be)*8(a) +...)

11
17, [ ,’ 1 ‘ 1 _
- F2__,/dfvv/ duwd’ (c (1—u)+ 5 (a+b)u+ 5 (a—b) ufu) (5.5)
~1 b
La convergence de (5.4) nous permet d’interchanger de nouveau
les intégrations. Par contre, pour mettre les variables scalaires,

f=p® n=q" et 0=(p—9° (5.6)

en évidence, une translation

ic'zl:—%(p+q'+(p—q) v) (5.7)

doit étre effectuée. Elle laisse invariant le domaine P (cylindre),
seulement si celui-ci est orienté parallélement & Uaxe p+q+ (p—q) v
dépendant du scalatre v. En vertu de (5.5), chaque facteur scalaire
dans (5.4) est une somme sur des contributions dépendant de
ce scalaire v. Ce changement du domaine, attribuant & chaque
contribution un cylindre & orientation différente, ne peut affecter
que la partie due aux trés hautes fréquences.

Le résultat final est 'expression covariante

SV (n, q) = /d@ /duu [dk 8" (k2 + B (&, 1,8, u,0))
——l U P
(el p—r)—#) y* (i (y.q—1) — %) y,— k2 9%)
r—w@+q+p—q0) (5.8)
avec

B(&n, Cu,v)=p?(1—u) + pzz"z (v —u?) (1 +v)

+ - " ,ZL__M (u — 2 (1 —) 4 42 %2 (1 .

(pwq)ﬂ(b—'vz))
4 32
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Le premier terme converge. Au deuxiéme terme, la régle fait cor-
respondre le systéme définissant

B(;,...

(5.9)

i - 28" (12
11)1211;054(2%)3Pfdkk 8" (k*+ B(&...)) = g 0, I

Elle montre que la fonction logarithmique du deuxiéme membre
est la solution générale avec une constante arbitraire. Mettant en
évidence les opérateurs d’onde, on peut écrire:

AL (0 = 1y p+#) I (P, @) + I (—a —p) Gy g+ %)
+ oy @=VE) G (0—4)?)
—i(p—q), 5 (A+ LG (0—9)?)
—bsy*; o= %[7“, 2= - (5.10)%)
Les termes contenant la fonction spinorielle ', n’apportent pas

de contribution dans I’exemple discuté. Nous écrivons par contre
les fonctions scalaires qui déterminent la constante A.

G(z)(c):[ﬁ/udu/dv{(l—u T(1+U))
0 -1
%2 o <
__—Z—(ZM—Q‘M,W’Mz)UW} B(—x»® _%2,Cu,'u)]
s ([0 ——#%) A0

x2 (u—u?)

: 1 1
' 1
G(4)(C) = Wt f‘u,d‘u,fd’v B (—#»?% —x% &, u, v)
=1

0

G(s)(c) = _C%M_z (G(4)(C) —"G(4)(“’ #2))§ A= G(4) (‘"’ﬂz) (5-12)
La deuxiéme partie de (5.3) est
. )
P40 ®,0) — o [ ARG )kl (00T 8@ +.) (519
TP

Elle contient ’expression spinorielle et les facteurs d(a)... de (5.4).

*) Dans (5.10) '3 p=T i pa- '
*%) [£] et [-u?] sont le premier terme évalué pour ¢ et pour { = — pu?.
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En analogie parfaite avec (4.27) et (4.28), on réarrange I’expression
spinorielle pour obtenir la forme suivante (A% est un spineur):

(ky) (%) (ky) = (iyp+ =) A*(p, q, k) (iy q + =)
—(typ+2) (i(y,p—k)—x)y*b
—y*(i(y,q—k)—2) (iyqg+ =) a
—vab (5.14)

Au dernier terme, la régle (4.29) fait correspondre une constante,
qu’on peut considérer comme déja contenue dans la constante b;.
Le deuxiéme terme en (5.14) s’écrit, vu que bd (b) = 0, sous la forme

— (iy pt+x)(27)-3 / dk(i(y, p—k) —=)y*(c-28(a)+a-18(c))  (5.15)

qui s’exprime en termes du I, (p) de (4.30). La méme transforma-
tion peut étre faite sur le troisieme terme. Done, le terme ~ % p~2
en (5.3) a la forme

AR ts (0, @) = Gy p + %) I, (0, Q) (17 g+ %)
— (typ +2) I, (p) ¥*
= g F(O) (@) (1y g+ =) (5.16)

I's (p, q) doit étre évalué en appliquant notre régle. Il contient une
constante, mais n’apporte pas de contribution en quatriéme appro-
ximation.

Discussion des résultats du terme trilinéawre de la troisiéme appro-
xvmation: Elle ne peut étre que formelle: La distinction entre des
contributions dépendant explicitement de la surface et des contri-
butions de volume n’a pas de sens, car comme dans la premiére
approximation, aucun effet n’est possible sans qu’il n’emprunte
de I’énergie au champ macroscopique. Mentionnons toujours,
qu'une Intégration partielle sépare la contribution proportionnelle
a b, dans D)), en une action de surface explicite et une action
de volume. Pour trouver I'action de volume, on utilise (3.3) dans
(5.1) avec @, (x) et x*(x) = D3P (z—y)... On tient compte du
tait que @,(z) et D{)* satisfont & I’équation d’onde homogene,
resp. inhomogeéne. La méme séparation s’applique aux termes avec
b, dans A, On utilise dans (5.1) une relation analogue a (8.8):

%j-VCm(_u(y{))_w_l_u.(},O)lv,v)"'(g;)—/d:lr;(Vu(m)-7,0Vw(ac))~

=_1_%ffud:c(—u(y())-w—l—u-(yd)w)‘ (5.17)
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et on tient compte du fait que u resp. A satisfont & 1'équation
d’onde homogene, resp. inhomogéne. Le terme avec la constante
arbitraire by y# et le terme avec la constante définie, 4, dans A{)%s,
sont explicitement indépendants de la surface. Ainsi on trouve
comme action de volume une action locale trilinéaire

b5 (z) = ( by + 2 b4 + 55) his)(z) + AR (x)  (5.18)
avec

1 1, " -
hil (2) =5 B,,N4(z); N(z)=— (u'c¥u)~(z) (5.19)

Cette action est équivalente & une renormalisation du paramétre
arbitraire ¢ dans 'action de charge

£ —> ¢ s'=e(1+.92(% b2+b4+b5)) (5.20)

et & l'introduction d’une mnouvelle action trilinéaire, 'action du
moment (5.19). Elle s’introduit avec un parameétre

n=¢*i=2e3Gy (—p?) —> B (6.21)%)

8 72

§ 6. La quatriéme approximation.

Nous ne discutons que les termes quadrilinéaires**). Considérons
d’abord le terme en u'u ¢ ¢: Son complément causal est une action
quadrilocale.

by (2, Y, 2,w)=(19,(x) D5 (2~y) Dy, (y—2) u'* (2) y" A5 (2-0) (y p)ua(w)
+ conj — L@owe )
+iut 4G, (z—y) A8 (y—2) (r9) (2) 4E) (e —w) (y ) u (w)
+ con]—-z(‘l) ey )
+iu'(yg)(z) 4 %(m —y) Ay —2) AZ)(e—w)(y ) u (w)— % (---)
+’5UT($)A§§)3°§ (z—y, y—2) 9. (y) A5) (z—w) (y ) u (w)

+conj— 1 oy

+iut(2) AQS (2 — y, y— 2, 2—w) u (w) @, () Pa(2))~  (6.1)**%)

*) Dans (5.21), — signifie le passage & u® —> 0.

**) Les termes de plus haut degré convergent sans autre. Les processus con-
servatifs des termes bilinéaires donnent une nouvelle renormalisation arbitraire
des masses pu et x

WH*) o] SIgDINE Lexpiegean Comugcs. (1_) (}) fs) + ... comprend les trois per-
mutations de (1)@ (),
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Elle contient, outre les fonctions provenant de la deuxiéme et troi-
siéme approximation, le noyau

AL (@,y,2) =5 (A8 (@) A8, (y) y* A9z )y“(ggo~ﬂ"2090 o) DB (z+y+2)
+(s) (8) (1) (8) 4 (8) (1) (8) (8) + (1) (8)(8) (s)) — "é' ((1)(1) (1) (® S )

= AP+ A.(r?fﬁ) ':;— (ve0) (6.2)
Comme cette approxunatlon contient des processus conservatifs,
on peut omettre le terme L (...) en (6.2) et les termes —1 (...) en
(6.1), car ils ne contribuent qu’a des effets implicites de la surface.
Le reste de (6.2) est encore une fois séparé en ses deux parties ~ 1
et ~ p~2 L’évaluation de la premiére partie utilise une identité
de ScawiNGER. Il est explicitement donné par ScmarroT!?). Con-
vergeant sans autre, il ne contient aucune constante arbitraire. La
partie ~ } pu~2 peut s’évaluer d’une maniére analogue aux deux
évaluations précédentes. On montre qu’il se réduit & une expression
contenant le I'; introduit dans les deux approximations précédentes:

A(I??fn;) = — d(z) y* P(O) (y) yPo (2) (6.3)

Vu qu’une séparation entre des processus conservatifs et non con-
servatifs est possible, il suffit de démontrer (6. 3) par une inté-
gration partielle des dérivées 0, 0, D) dans le p4%¢f,, correspon-
dant & (6.2). Parmi les quatre permutations, seules les permutations
sss1 et #18% gpportent une contribution, car, chaque fois qu’on
a utye AG) ou AL} y,u, I'équation de continuité annuelle le terme.

Vu (4.31) et vu les équations d’onde (4.12), on obtient (6.3).

Discussion des termes quadrilinéaires et conservatifs de la quatriéme
approximation: 1. Le terme quadrilinéaire en utu g @: Nous mon-
trons d’abord l'influence des constantes arbitraires b,, b,, et b5
contenues dans les distributions dans DE5? (4.28), 4%, (4.26), e
dans A (5.10). L'intégration partielle (3.3) appliquée aux deux

termes avec Dy, dans (6.1), y substitue (en vertu des équations

d’onde pour @ et D)) 2- 4 b, fois I’action correspondante de la deu-
xiéme approximation dans (4.11). L’intégration partielle (5.17)
des deux termes contenant ut A%, et A%, u donne (en vertu des
équations d’onde pour @, ut, et 4{) 2-1b, fois cette action. Le cin-
quit¢me terme dans (6.1), contenant A$) «au milieu», donne 2- } b,
fois cette méme action, car dans I’application de (5.17), u et w sont

des A$) qui satisfont les deux & I’équation inhomogene. Cette ma-
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niere d’évaluer les contributions élimine l’arbitraire contenu dans
la discussion de SCHWINGER*) et de DYSON**). Finalement, la

partie arbitraire des deux termes contenant Ay donne 2 by fois
cette action. Ains, on obtient dans (6.1), comme contrlbutlon due
aux constantes arbitraires, une action bilocale

1 1
h(44) (z,y) = 2 (‘Zj by + 2 5 by + b5) h(24)(:c, Y) (6.4)

Cette action équivaut & la deuxiéme apprommatlon en & (de
I'action de charge) développée jusqu’a &:

&' hys) (2) = ehlls) + & higy (7)
— (14 (_} by + by +bs) ) iy (6.5)

Il nous reste éL discuter I'influence des constantes dans I'g)(x)
figurant dans A%z, dans A%, et dans A$;,. On vérifie immé-
diatement que les opérateurs d’onde contenus dans A}S}g’gg) ot A ey

opérant (par intégration partielle) sur les 4% et les u, réduisent
ces termes a4 la forme (6.3), et que leur somme est nulle.

20 Le terme quadrilinéaire en u et ut: II contient la méme renor-
malisation de la charge (6.4) et (6.5). La contribution ~u~2 de AE,
et A% n’entre pas dans h,,. Le terme ~1, AP, est convergent

sans ambiguité. Dans la fonction A%}y, les deux termes avec p~*
se compensent mutuellement. A part ’action tétralocale contenant

4(18(44), et I'action (6.4), une nowuvelle action bilocale & longue distance
(~ u™2) apparait:

Gy (@ y) = — 4(0,N*? () D) 5, (— 1) I7 ()~ (5-6)

Elle exprime que la charge J* agit par son potentiel symétrique
sur le moment N*f (anomalie du facteur ¢). Une action a courte
distance (~ »~1)

]' oL
h(x)(44) (z,y) = 2—%'2“" () {G(x)(l) = 2 G(u) (2)} (z—y) J,(y)

o i-‘* 0, N* () Gy ) (£ — ) Tp(y) (6.7)

entre les deux charges, resp. entre moment et charge, s’ajoute aux
actions a longue distance (LAMB-RETHERFORD shift).

*) Bibliographie 5, p. 794, Eqgs. (1.48)—(1.52).
*¥) Bibliographie 8, p. 1752, Eq. 98.
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30 Le terme quadrilinéarre en ¢ converge avec l'emplol de la
régle naturelle, donc sans l'introduction de constantes arbitraires.
Il a été explicitement calculé par Karprus et Neuman12),

4° Mentionnons encore que la partie hermitienne de S, contient
aussi des actions de volume dues au réarrangement de — % (A A~
On constate en particulier que les termes dus & x—2 n’apportent
pas de contribution.

Nous avons donc démontré que l’action de charge détermine,
en utilisant la regle proposée, les amplitudes des processus conser-
vatifs dans la matrice S[V] en quatriéme approximation®). Celles-ci
dépendent uniquement des deux masses arbitrarres (p et ») et d'un
parametre de couplage arbitraire (e).

5% Le passage & la limite x4 —- 0 est possible sans autres précau-
tions que celles mentionnées & la fin des §§ 3 et 4, car toute contri-
bution ~ =2 a disparu dans les amplitudes qui se rapportent aux
processus conservatifs**).

Institut de Physique de 1'Université, Genéve.
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*)} Note ajoutée aux épreuves: Entre temps, M. A. PETErRMANN (Lausanne) a
trouvé la démonstration que les contributions provenant des termes ~ u=2 §’éli-
minent dans toutes les approximations pour les processus conservatifs. Ce résultat
fera 1’objet d’une publication prochaine.

**) Dans la fonction G(2) (Egs. (5.10) et (5.11)) la constante Ln sx/u, que I'on
obtient en effectuant I'intégration en u, correspond & la constante

1+L --—)
( +n 2kmm

qui apparait dans la théorie de SCHWINGERS).
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