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Vertrauen entscheidet alles

Maschinen und kiinstliche Intelligenzen wecken

Emotionen, manchmal gar Vertrauen - ob wir wollen

oder nicht. Das kann von Vorteil sein, fithrt aber auch zu
Missverstandnissen und macht uns manipulierbar.

Von Claudia Hoffmann

eschimpfen Sie Thren Computer,

wenn er nicht so funktioniert, wie

er soll? Amiisieren Sie sich, wenn

die Sprachassistenz-Software auf
Threm Handy absurde Antworten gibt?
Wiinschen Sie gar IThrem Rasenmédh-Ro-
boter gute Nacht, wenn er sich an der
Ladestation «schlafen legt»? Dann sind Sie
damit nicht allein: «Der Mensch hat eine
natiirliche Neigung dazu, Maschinen wie
menschliche Wesen zu behandeln», sagt
Martina Mara, Professorin fiir Roboter-
psychologie an der Universitét Linz. Das
liegt daran, dass das menschliche Ge-
hirn auf soziale Interaktionen gepolt ist
und unwillkiirlich auf entsprechende
Schliisselreize reagiert, zum Beispiel Be-
wegung: Fihrt der Rasenméh-Roboter
zufillig auf uns zu, will er vermeintlich
Kontakt mit uns aufnehmen. «Es braucht
sehr wenig, damit wir den Eindruck be-
kommen, Maschinen hitten Absichten
und Gefiihle», sagt Mara.

Stolz auf die Spielfigur
Und nicht nur das: Sie 16sen auch Emotio-
nen in uns aus, wenn uns vollig bewusst
ist, dass es sich nicht um Lebewesen han-
delt. Das bestitigt die Psychologin Elisa
Mekler, die den Forschungsschwerpunkt
Mensch-Maschine-Interaktion an der Uni-
versitit Basel leitet. Sie erforscht unter an-
derem, welche Beziehung Probanden zu Fi-
guren in Computerspielen aufbauen: «Die
Gefiihle, die sie beschreiben, sind zum Teil
erstaunlich intensiv.» Es sind die gleichen,
die man gegeniiber Menschen haben kann.
Sie reichen von Sympathie und Stolz bis

hin zu Angst und Schuldgefiihlen, wenn
der Spielfigur etwas Schlimmes zustosst.

Und emotionale Erlebnisse - sowohl po-
sitive wie auch negative - bleiben sehr gut
im Gedéchtnis haften. Ist beispielsweise
das Einkaufen in einem Online-Shop miih-
sam, weil man sich nicht zurechtfindet,
oder versteht der Assistenz-Roboter nicht,
was man von ihm will, ist der Kunde ver-
argert oder frustriert und wird das entspre-
chende Produkt nicht mehr verwenden.
«Deshalb haben Designer und Hersteller
ein grosses Interesse daran, Produkte so zu
kreieren, dass sie positive Gefiihle erzeu-
geny, sagt Mekler.

«Der Mensch hat eine
natirliche Neigung dazu,
Maschinen wie menschliche
Wesen zu behandeln.»

Martina Mara

Das ist auch eines der Ziele des soge-
nannten affective computing: Kiinstliche
Intelligenz soll lernen, menschliche Gefiih-
le zu verstehen und angemessen darauf zu
reagieren - oder sogar selbst Emotionen zu
simulieren. Um Gefiihle zu entschliisseln,
stiitzen sich Algorithmen auf verschiede-
ne Informationsquellen, etwa Gesichts-
ausdriicke, physiologische Parameter wie
Hauttemperatur und -leitfahigkeit oder die
menschliche Stimme. Wieder andere ver-
suchen, Emotionen in Texten zu erkennen
(siehe Kasten S. 22).

Die Anwendungsmoglichkeiten sind
vielfaltig: Bereits sind kamera- und sensor-
basierte Systeme in Entwicklung, die kiinf-
tig detektieren sollen, wann ein Autofahrer
miide oder wiitend ist, und ihn dazu auf-
fordern, eine Pause einzulegen.Auch gibt es
empathisch scheinende Algorithmen wie
den arabisch sprechenden Chatbot «Ka-
rim» der Firma X2AI, der syrischen Fliicht-
lingen mit posttraumatischen Belastungs-
stérungen Hilfe bieten soll. Und in nicht
allzu ferner Zukunft kénnten emotions-
sensitive Pflegeroboter erkennen, ob eine
Patientin verangstigt oder aufgeregt ist,
und ihr Verhalten entsprechend anpassen.

Computer macht sich scheinbar lustig
Bisher funktioniert die Emotionserken-
nung zwar im Ansatz, doch gehen oftmals
Kontextinformationen verloren. So ist es
beispielsweise kaum moéglich zu unter-
scheiden, ob jemand aus Freude oder aus
Verlegenheit lachelt. «<So kommt es leicht
zu Missverstandnissen zwischen Mensch
und Maschine», sagt Mireille Betrancourt,
Professorin fiir Informationstechnologie
und Lernprozesse an der Universitat Genf.
Betrancourt erforscht im Projekt EATMINT,
wie bei der computergestiitzten Zusam-
menarbeit von Teams Emotionen ent-
schliisselt oder von Usern selbst an ihr Ge-
geniiber tibermittelt werden konnen.

In einem von Betrancourts Experimen-
ten war ein Proband frustriert, weil er eine
Aufgabe nicht 16sen konnte. Der Com-
puter gab ihm daraufhin die unpassen-
de Antwort: «Wie amiisant!» Das verar-
gerte den Probanden, und er brach die
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Schwerpunkt Emotion

Textanalyse

In Facebook-Posts, Forum-Beitragen oder
Kommentaren auf Webseiten driicken User oft
ihre Ansichten und Gefiihle aus. Diese Infor-
mationen maschinell zu extrahieren kann von
grossem Nutzen sein: So lassen sich bereits
heute anhand von Tweets Vorhersagen iiber
den Ausgang von Wahlen machen. Oder Firmen
bringen mit Hilfe entsprechender Software in
Erfahrung, ob Kunden ihrer Marke gegeniiber
positiv oder negativ eingestellt sind. Und be-
stimmte Algorithmen erkennen an der Wortwahl
in Facebook-Posts, ob jemand depressiv ist.
Fiir die Analyse verwenden die meisten
Ansdtze manuell erstellte Sammlungen von

Wonderful #music at the

mpics #OpeningCeremony

O (o

Up at 5am on a sat morning
to watch the #London2012

Olympics #0peningCeremoney

Q &
Erkanntes Gefiihl: Stolz ©

Wortern, die bestimmte Gefiihle signalisieren,
oder sie stiitzen sich auf maschinelles Lernen.
Viele Methoden sind relativ genau, wenn es
lediglich um die Unterscheidung von positiven
und negativen Gefiihlen geht. Die Aufschliisse-
lung einzelner Emotionen wie Freude, Arger oder
Trauer ist hingegen schwieriger, insbesondere,
wenn diese nur implizit ausgedriickt werden.
So gelingt es kaum, zweideutige Worter korrekt
zuzuordnen, lronie zu erkennen oder den Kon-
text zu beriicksichtigen. Um diese komplexen
Aufgaben zu bewidltigen, setzen einige For-
schungsansdtze nun auf die ausgeprégte Lern-
fahigkeit tiefer neuronaler Netzwerke, eine hoch

#olympicce

Sucked into the hype or what?

O w

Kommunikation sofort ab. «<Inaddquate
Reaktionen fithren zu einem Vertrauens-
verlust», sagt Betrancourt. Deshalb sollten
emotionssensitive Systeme absolut kor-
rekte Schliisse ziehen. Solange das nicht
moglich ist, ist es aus ihrer Sicht besser, die
Nutzer selbst nach ihren Gefiihlen zu fra-
gen, als sie indirekt aus Daten abzuleiten.

Maschine entlockt sehr Personliches
Es ist also Vertrauen notwendig, damit
sich Menschen auf intelligente Techno-
logien einlassen. Manchmal ist das Ver-
trauen dann sogar grosser als gegeniiber
Menschen, was fiir therapeutische Zwe-
cke wertvoll sein kann. Das verdeutlicht
eine amerikanische Studie mit Kriegs-
veteranen, die Gespriache mit einer vir-
tuellen Therapeutin fiihrten, einem Ava-
tar namens Ellie. Erhielten die Probanden
die Information, dass Ellie rein computer-
gesteuert ist, gaben sie ihr mehr von ihren
schambesetzten Erinnerungen preis, als
wenn sie hinter dem Avatar einen Men-
schen wihnten - weil sie nicht fiirchten
mussten, moralisch verurteilt zu werden.
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Bedauern

Das Beispiel zeigt jedoch auch, welche
Risiken ein zu grosses Mass an Vertrau-
en birgt: «Systeme, die menschenahnlich
interagieren, konnen uns leicht sehr per-
sonliche Informationen entlockeny, sagt
Psychologin Mekler. Das wirft bisher un-
geloste Fragen beziiglich Personlichkeits-
und Datenschutz auf. Das gleiche gilt fiir
Technologien, die Gefiihle automatisch er-
kennen: Wie sicher sind die Daten, die das
emotionssensitive Auto oder die Stimm-
analyse-Software tiber mich sammelt? Wer
hat Zugriff darauf? Eine Studie der Univer-
sitét Siegen zeigt: Potenzielle Nutzer er-
warten, dass ihre Daten sicher gespeichert

und nicht an Dritte weitergegeben werden.

Nur unter dieser Bedingung wiren sie be-
reit, emotionssensitive Technologien zu
nutzen.

Claudia Hoffmann ist freie Wissenschaftsjourna-
listin und arbeitet beim WSL in Davos.
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entwickelte Art des maschinellen Lernens, das
komplexe, nicht lineare Probleme Gsen kann.

Von Emoticons lernen

Das Forschungsteam um Pearl Pu von der EPFL
hat in 50 000 Tweets iiber die Olympischen
Spiele in London 2012 die Emotionen interpre-
tiert. Der Algorithmus wurde mit der Methode
«distance learning» entwickelt: Er analysierte
die Hinweise in den Tweets selbst, zum Beispiel
Emoticons, bevor er sie generalisierte und
auch auf Tweets anwandte, die nur aus Texten
bestanden. Wie man in den Beispielen unten
sieht, hat er gewissen Erfolg.

This is so cute!!l #london2012
remony
#BBCOlympics

Why are the choir in their
pyjamas? :/ #london2012.
#OlympicOpeningCeremony

© &
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Uberraschung und Wut, Liebe und
Angst, Freude und Trauer: Der Fotograf
Fred -Merz hat fiir Horizonte Genf mit
neuem Blick betrachtet und elementare
Emotionen mit der Kamera inszeniert.
Seine Arbeit zeichnet sich durch

prézise Beleuchtung aus - fiir eine
einzige Aufnahme platziert er bis zu
zehn Blitzlichter - und erinnert an die
Atmosphire in Kinofilmen. «Ich habe
zuerst Orte gesucht, die in mir Gefiihle
wecken, und mir dann fiir jede Emotion
eine Geschichte ausgedacht», erzihlt der
Kiinstler. «Alle abgebildeten Personen
gehoren zu meinem Bekanntenkreis:
Schliesslich ist es angenehmer, mit
Leuten zu arbeiten, die man gerne hat!»
Fred Merz ist Mitgriinder der Agentur
Lundii3.
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