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Schwerpunkt Forschen mit KI

Augmented Science

Kiinstliche Intelligenz wird ein immer stirkerer Teil des
Forschungsprozesses. Noch verstehen die Forschenden
nicht vollstindig, was fiir einen Assistenten sie sich da ins
Labor geholt haben. Von Roland Fischer

ntelligente Maschinen und selbst-
lernende Systeme beschiftigen die
Forschung seit Jahrzehnten. Erste Be-
richte von Versuchen mit maschinel-
lem Lernen bei der Identifizierung gene-
tischer Muster wurden vor tiber 20 Jahren
publiziert. Und in der Teilchenphysik wird
schon so lange mit kiinstlicher Intelligenz
(KI) experimentiert, dass manche Reviews
um das Jahr 2000 sogar ein abflauendes In-
teresse feststellten. Sie driangten deshalb
auf ein rasches Revival der Methode.
«Neuronale Netzwerke wurden schon in
den 90er Jahren am Cern in diversen Ex-
perimenten studiert und eingesetzt», erin-
nert sich Sigve Haug vom Labor fiir Hoch-
energiephysik der Universitit Bern. Man
habe dies damals einfach nicht «Machine
Learning» genannt.

Kiinstliche Intelligenz iiberall
Heute ist die Nutzung solcher KI-Metho-
den bei grossen Teilchenphysik-Experi-
menten schon fast der Normalfall, sei es
in der Datenrekonstruktion oder der Da-
tenanalyse. Und sie werden auch oft beim
Distributed Computing genutzt, wo Pro-
gramme lernen miissen, wann und wie
Rechenprozesse am effizientesten verteilt
werden. Aber KI ist nicht nur am Cern
omniprasent - ganz ahnlich préasentiert
sich die Lage plotzlich so gut wie iiberall.
Kiinstliche Intelligenz ist das Forschungs-
Credo der Stunde. Physikalische Chemie,
Molekularbiologie, medizinische Genetik,
Astrophysik, sogar Digital Humanities: Wo
mit grossen Datenmengen hantiert wird,
ist auch KI nicht weit.

Ist die Entwicklung hin zur kiinstlichen
Intelligenz als Laborassistenz, hin zum
Team von Mensch und Maschine in der
Forschung also ein zwingender néchster
Schritt? «Absolut», sagt Karsten Borgwardt
vom Machine Learning and Computatio-
nal Biology Lab der ETH Zirich. «In vie-
len Feldern der Lebenswissenschaften,
wo mit Hochdurchsatzverfahren gearbei-
tet wird, geht es schon jetzt nicht mehr
ohne.» Die Datenmengen seien schlicht zu
gross, wenn man beispielsweise eine halbe
Million Krankengeschichten mit den zu-
gehorigen genetischen Daten verkniipfen

mochte. «<Da kann kein Mensch mehr mit
dem blossen Auge ein sinnfilliges, noch
unbekanntes Muster erkennen.» Solchen
Datenmengen sei nur noch mit effizien-
ten statistischen Verfahren, wie Spezialis-
ten wie Borgwardt sie derzeit entwickeln,
beizukommen. Ohnehin sei die Grenze
zwischen Statistik und maschinellem Ler-
nen inzwischen fliessend, merkt der junge
ETH-Professor an. :

Die kiinstliche Intelligenz als selbst-
verstandlicher Partner im Forschungs-
prozess: Die Vision erinnert an Garry Kas-
parovs «Advanced Chess»-Idee, die er kurz
nach seiner Niederlage gegen Deep Blue
vor genau zwanzig Jahren vorbrachte. In
Zukunft sollten nicht mehr Menschen ge-
geneinander oder gegen Maschinen an-
treten, sondern Mensch-Maschine-Teams.
So konnte das Spiel auf eine ganz neue
Ebene gehoben werden, glaubte Kasparov,
ein Schach jenseits menschlicher strategi-
scher Moglichkeiten.

Ein System kann
«liberlernen»: Mit
zunehmendem Training
wird es schlechter.

«Machine Learning is the scientific
method on steroids», schreibt auch der
KI-Experte Pedro Domingos der Universi-
tat von Washington in seinem Buch «The
Master Algorithmy. Darin postuliert er so
etwas wie eine Super-Machine-Learning-
Methode, ein maschineller Allesversteher.
Durch intensiv eingesetzte KI wiirde die
Forschung schneller, effizienter, tiefschiir-
fender. Der Wissenschaftler konnte sich,
von der statistischen Routine entlastet,
ganz auf die kreativen Anteile seiner Ar-
beit konzentrieren. Domingo verspricht
nichts weniger als eine neue goldene Ara
der Wissenschaft.

Nicht alle Forscher, die sich mit KI be-
schiftigen, mogen in dieses Loblied ein-
fach so einstimmen. Neven Caplar vom
Institut fiir Astronomie der ETH Ziirich ist
durchaus ein Datennerd: Er betreibt den

Datenblog astrodataiscool.com und hat
kiirzlich mithilfe von maschinellem Ler-
nen den Gender Bias in astronomischen
Publikationen quantifiziert.

Der junge Forscher sieht zwar seit ein
paar Jahren einen markanten Aufschwung
bei Publikationen, die KI enthalten.Aber er
hat doch einige Zweifel, ob die Methoden
in seinem Feld einen grossen Durchbruch
erleben werden. Astronomie sei «eine Wis-
senschaft von Biases»; es gehe nicht zuletzt
darum, die Instrumente moglichst gut zu
kontrollieren. Deshalb sollten sie so wenig
wie moglich konzipiert werden wie eine
«Black Box»: wie ein praktisches Tool, das
zwar gute Resultate liefert, dessen genaue
Funktionsweise man aber nicht nachvoll-
ziehen kann. Beim Umgang mit den Beob-
achtungsdaten sei die Interpretation durch
den menschlichen Forscher nach wie vor
zentral, sagt Caplar.

Gedopte Wissenschaft
«Ach, diese Black Box!» entfahrt es seinem
Kollegen Kevin Schawinski (siehe auch
«Die Physik von allemy, S. 30). Alle wiirden
davon reden, dass KI eine Black Box sei -
und wir also die Logik und Argumentation
der Maschine gar nicht zu hinterfragen
vermogen. Der Astronom Schawinski kann
bei KI keine Black Box erkennen.Aus seiner
Sicht handelt es sich schlicht um eine neue
Methode der Forschung, die kalibriert und
getestet werden muss, um sie richtig zu
verstehen. Das sei nicht anders als bei je-
der Methode, die sich die Wissenschaft neu
zu eigen gemacht hat, sagt der Forscher.
Schliesslich durchschaue kein Einzelner
komplexe Versuchsanordnungen wie den
Large Hadron Collider am Cern oder das
Hubble-Teleskop als Ganzes. Schawinski
vertraut da ebenso auf die Forschungs-
Community: Diese wisse sicherzustellen,
dass der wissenschaftliche Prozess robust
funktioniert.

Mit Kollegen von den Computerwis-
senschaften hat Schawinski die Plattform
space.ml lanciert, eine Sammlung von
leicht zu bedienenden Tools zur Inter-
pretation von astronomischen Daten. Er
selber hat eine Methode entwickelt, um
Bilder von Galaxien durch ein neuronales
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«Maschinelles Lernen ist auf
einer ewigen Gratwanderung

zwischen Blindheit und
Halluzination.»

Netzwerk so zu verbessern, dass mehr In-
formationen extrahiert werden koénnen,
und zwar ohne dass der Computer dazu
weitere Vorgaben braucht. Bei anderen
Anwendungen kommt auch sogenanntes
iiberwachtes Lernen zum Einsatz, bei dem
auf ein Daten-Trainingsset zuriickgegrif-
fen wird: Von Menschen vorsortiert oder
mit Metainformationen versehen, helfen
die Trainingssets dem Computer, selber
Regeln aufzustellen, die ihn befdhigen,
eine Aufgabe zu bewailtigen.

Uberangepasste Assistenten

Der Biostatistiker Karsten Borgwardt nutzt
Uberwachtes-Lernen-Methoden, um bei-
spielsweise herauszufinden, ob Verdnde-
rungen im Genom eine schddliche Wir-
kung im Organismus haben. Dabei fiittert
er den Computer mit bereits erforschten
Mustern und hofft, dass dieser in der Fol-
ge selbststindig weitere, noch unbekannte
Zusammenhinge findet.

«Die Interpretation durch den
menschlichen Forscher ist
bei Beobachtungsdaten nach
wie vor zentral.»

Neven Caplar

Doch es gibt einen Stolperstein: das
Overfitting. Der Datenexperte muss im
Auge behalten, ob der Computer im Trai-
ningsset tatsdchlich die wesentlichen
Merkmale erkennt oder ob er sich zu-
fallige Muster im Datenrauschen zur Regel
macht. Auch das hat Pedro Domingos auf
eine pragnante Formel gebracht: Er sieht
maschinelles Lernen auf einer «ewigen
Gratwanderung zwischen Blindheit und
Halluzination». Auf der einen Seite erkennt
der Algorithmus in den Datenbergen gar
nichts. Auf der andern Seite des Overfitting
beginnt er plotzlich Dinge zu sehen, die gar
nicht da sind. Auf diese Weise kann man
ein System tatsédchlich «iiberlernen» - mit
zunehmendem Training wird es dann wie-
der schlechter.

Ein Hauptgrund fiir Overfitting in der
Genomik und Medizin ist laut Borgwardt,
dass hinsichtlich des Trainingssatzes nicht
immer die ndtige Transparenz herrscht
und deshalb nicht immer einschatzbar
ist, wie stark die Trainingsdaten mit den

Pedro Domingos

spater auszuwertenden Daten tiberlappen.
Wenn die Sets zu dhnlich sind, kann die
Maschine im schlechtesten Fall nicht «ge-
neralisieren» und wendet einfach auswen-
dig gelernte Fille wieder an, falls sie eine
Ubereinstimmung findet. So entstehe kein
echter Erkenntnisgewinn; die kiinstliche
Intelligenz bleibt auf dem Stand einer ge-
wohnlichen Datenbank.

Auch wenn beim Training alles richtig
gelaufen ist: Es bleibt das Problem, Zu-
fallskorrelationen von echten, statistisch
signifikanten Zusammenhangen zu unter-
scheiden.Je grosser die Datenmengen, des-
to grosser sei auch die Wahrscheinlichkeit,
dass bloss aus Zufall gehaufte Genomvari-
anten vorkommen, sagt Borgwardt - und
dass diese dann auch noch mit dem Auftre-
ten einer Krankheit korrelieren. Ein wichti-
ger Teil seiner Arbeit besteht deshalb darin,
Signifikanz in extrem hochdimensionalen
Raumen zu bewerten. Das heisst: auch sehr
komplexe und naturgemiss multikausale
Situationen statistisch zu meistern.

Maschinelles Lernen fiir Quanten
Die KI kann nicht nur Zusammenhéangen
in komplexen Datensatzen nachspiiren, sie
kann auch ganz neue Materialien kreieren.
Doch im Gegensatz zu den Lebenswissen-
schaften sei maschinelles Lernen in der
physikalischen Chemie noch nicht sehr
weit verbreitet, sagt der Chemiker und Ma-
terialforscher Anatole von Lilienfeld von
der Universitat Basel. Immerhin sieht auch
er einen «rapiden Aufschwung» und glaubt,
dass KI «unvermeidlicherweise» in zehn
Jahren ein integraler Teil der meisten Stu-
dien sein wird.

Die Arbeit seiner Gruppe hat Pionier-
charakter: Dank KI konnten die Forscher
die Eigenschaften von Millionen theore-
tisch maoglicher Kristalle durchrechnen,
die aus vier bestimmten Elementen auf-
gebaut sind. Dabei identifizierte die KI
neunzig bisher unbekannte Kristalle, die
thermodynamisch stabil sind und als neu-
artige Werkstoffe in Betracht kommen. Die
Effizienzsteigerung bei der Berechnung
der Kristalleigenschaften - mehrere Gros-
senordnungen schneller - verbliifft selbst
den Fachmann: Sie ist so enorm, dass
«nicht nur konventionelle Probleme gelost
werden konnen, sondern sich auch ganz
neue Forschungsfragen auftun». Aber auch
von Lilienfeld gibt ein paar Punkte zu be-
denken: Maschinelles Lernen funktioniere
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nur, wenn ein Ursache-Wirkung-Prinzip
vorliege und geniigend Daten zur Verfii-
gung stiinden. Entscheidend sei auch, dass
der entsprechende Forscher «gentigend Ex-
pertise besitzt, um effiziente Repréasentati-
onen der zu untersuchenden Objekte und
ihrer Eigenschaften zu ersinnen.»

Diese Expertise war auch fiir den theo-
retischen Physiker Giuseppe Carleo von
der ETH Ziirich der entscheidende Punkt.
Er hat zusammen mit Kollegen einen
Weg gefunden, die Wellenfunktion von
Quantensystemen mit einem neuronalen
Netz nachzubilden. Nachdem ihm dieser
Schritt gelungen war, war die Optimierung
der Wellenfunktion «eigentlich ein Kin-
derspiel». Der Algorithmus erledigte die
Aufgabe schnell und ohne Probleme. Her-
kommliche Methoden stossen bei solchen
Rechenaufgaben rasch an ihre Grenzen:
Die Simulation von komplexeren Quan-
tensystemen galt bis vor kurzem noch als
rechnerisches «Ding der Unmoglichkeit».

Der neue Ansatz setzt auf die Methode
des uniiberwachten Lernens (Unsuper-
vised Learning), ohne Vorwissen fiir den
Computer. Er sei fiir theoretische Physiker
auch deshalb interessant, weil er ermogli-
che, «alte Probleme in neuen Perspektiven»
zu sehen - im besten Fall profitierten die
Ingenieurswissenschaften und die Grund-
lagenforschung von den Fortschritten.

Der Physiker hat sich vom letztjahrigen
Triumph des Algorithmus AlphaGo beim
Spiel gegen einen Meister des Go-Spiels
inspirieren lassen. Diese KI wurde immer
stirker, indem sie unzahlige Partien gegen
sich selbst spielte. Carleo hat die Methode
des bestdrkten Lernens (Reinforced Lear-
ning), die die Spielintelligenz von AlphaGo
in ganz neue strategische Spharen geho-
ben hat, fiir seine Zwecke adaptiert.

Er hat der Maschine im tbertragenen
Sinne beigebracht, die Suche nach der Lo-
sung der Wellenfunktion wie ein Spiel zu
sehen, bei dem das Ziel zwar Kklar ist, der
Weg aber ganz offen - und dabei zu lernen,
gute Losungswege zu bevorzugen. Und tat-
sdchlich hat die KI an dem Spiel sehr gros-
sen Gefallen gefunden. So grossen Gefallen,
dass sie es nun so gut beherrscht wie keine
andere Intelligenz auf der Welt.

Roland Fischer ist freier Wissenschaftsjournalist
in Bern.
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