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Maschinen, die ZU h 0 ren

Spracherkennungssysteme versagen oft bei Hintergrundgeréauschen oder falsch betonten

Woertern. Nun will die Forschung vom natirlichen Ohr lernen.

VON OLIVIER DESSIBOURG

enn sie richtig hinhoren, konnen

Maschinen durchaus ein feines

Gehor haben: Sie vermogen ih-
ren Gesprachspartner zu erkennen und den
Dialog sogar schriftlich festzuhalten — vor-
ausgesetzt, das Gegentiber spricht deutlich,
ist nicht gestresst oder emotional ergriffen,
und keine Hintergrundgerdusche storen. In
diesen Fallen kommen Spracherkennungssys-
teme an ihre Grenzen, haben Muthe, Worter
zu verstehen und Stimmen zu erkennen.
Dem Ziel, diese Méngel zu beheben, haben
sich zahlreiche Forschungsgruppen verschrie-
ben, darunter auch eine Gruppe des Nationa-
len Forschungsschwerpunkts «Interaktives
multimodales Informationsmanagement» am
Dalle-Molle-Institut fur perzeptive und kunst-
liche Intelligenz (IDIAP) in Martigny.

Frequenzspektren analysiert

«Diese Systeme analysieren zur Spracher-
kennung die Frequenzspektren», erklart der
Direktor des Instituts Hervé Bourlard. Jedes
Tonsignal kann durch die Frequenzen (wel-
che die Tonhohen bestimmen) und die
Ubertragungsenergie (welche ungefahrt der
Lautstarke entspricht) charakterisiert wer-
den. Spracherkennungssysteme analysieren
die aufgenommenen Spektren schrittweise
in kleinen Happchen zu 25 bis 30 Millise-
kunden (Abb. 1). Der Inhalt dieser kurzen
Ausschnitte wird dann tber statistische Me-
thoden mit einer Datenbank von Phonemen
— den Grundelementen der Lautsprache —
verglichen. Nach der Berticksichtigung lexi-
kalischer und grammatikalischer Regeln
werden die Daten an einen «Decoder» ge-
sendet, welcher die wahrscheinlichsten
Wortsequenzen auswihlt. «Es handelt sich
um eine statistische Methode, die nicht auf
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«Intelligenz», sondern auf einem simplen
Vergleich mit einer Sammlung von Beispie-
len beruht», erldutert Bourlard. «Deshalb ist
die Erkennung unzureichend, wenn ein
Wort verkiirzt ausgesprochen wird oder bei
einer lebhaften Diskussion im Larm unter-
zugehen droht.»

Eine Moglichkeit zur Verbesserung die-
ser Systeme besteht darin, dem Vorbild des
menschlichen Ohrs nachzueifern. «Die Ge-
horgangsschnecke analysiert solche Spek-
tren, bevor sie die akustischen Daten, die
uber Millionen vibrierender Flimmerhir-
chen eintreffen, an den Hornerv weitergibt»,

Frequenz

two

Frequenz

fuhrt er aus. Da das Ohr jedoch nicht fur alle
Tonfrequenzen gleich empfanglich ist, ha-
ben die Forschenden die verschiedenen Si-
gnale der Spektren in entsprechender Weise
gewichtet.

Alles imitieren?

Es ware aber unklug, alles unbesehen zu
imitieren, ist Hervé Bourlard tuberzeugt:
«Flugzeuge schlagen ja auch nicht mit den
Fluigeln und fliegen trotzdem. Der Mensch
hat in diesem Fall von seinen Beobachtun-
gen der Natur nur die entscheidenden
Grundsitze der Aeronautik abgeleitet.» Ent-

Wenn die aufgenommenen Signale
(hier das Signal fiir «seventy
twov) in kleinen, aufeinander fol-
genden Zeitabsténden analysiert
werden (Abb. 1), geht die ent-
haltene Dynamik verloren. Die
Forscher entwickeln deshalb ein
Multiband-System (Abb. 2):
Dabei wird das Signal wéhrend
seiner ganzen Dauer auf einem
bestimmten Frequenzband ana-
lysiert und dann rekombiniert.
Dies gewahrt eine gréssere Sicher-
heit bei der Spracherkennung.
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KUNSTLICHE SINNE

Die Flimmerharchen (hier rot eingefarbt) in der Gehérgangsschnecke wandeln Tonschwingungen

in Nervenimpulse um.

sprechend mussen auch beim menschlichen
Ohr die fur solche Systeme entscheidenden
Eigenschaften gefunden werden. «Sonst be-
finden wir uns quasi immer noch im Sta-
dium flugelschlagender Flugobjekte...»
Doch die Arbeit von Psychoakustikern kann
durchaus befliigeln (siehe rechts).
Bourlards Forschungsgruppe befasst
sich mit einem weiteren Problem: «Bei der
Unterteilung des Signals in unabhéangige
kurze Zeitabschnitte geht die Information
ihrer Dynamik verloren, die fur das mensch-
liche Ohr sehr wichtig ist», erklért er. Denn
sie ist fur das Heraushoren einer Stimme aus
dem Umgebungsldrm entscheidend. Nun
wurde aber festgestellt, dass jedes Flimmer-
harchen in seiner eigenen Frequenz

schwingt und dass sich diese Harchen auf-
einander abzustimmen scheinen, um die ge-
wunschte akustische Information zeitlich
nachzubilden. Diese Entdeckung liess die
Forschenden aufhorchen. Und es gelang ih-
nen, diese flimmernde Parade zu simulieren:
«Statt das Signal in zeitlichen Abschnitten zu
analysieren, untersuchen wir Frequenzban-
der (Abb. 2).» Dadurch gelingt es, im Larm
jene Kanale zu bestimmen, die zuverlassige
Informationen liefern, und entsprechend
nur die nutzlichsten Frequenzdaten zu re-
kombinieren. Diese sogenannten «Multi-
band-Systeme» sind der Stolz des IDIAP und
haben bereits Anwendungen wie den «intel-
ligenten Konferenzsaal» ermoglicht (siehe
Kasten unten). i3]

INTELLIGENTER KONFERENZSAAL

Zehn Personen mit einem Mikrofon vor
sich diskutieren in einem Konferenzsaal.
Selbst wenn die Diskussion dusserst an-
geregt verlauft, konnen die von Bour-
lards Team entwickelten Multiband-
Spracherkennungssysteme die Stimme
einer einzigen Person verfolgen. Wie das
menschliche Ohr im Stimmengewirr ei-
nes Apéros. Ebenso konnte den Teilneh-
menden einer Telefonkonferenz, deren

Portrait auf einer mit dem Spracherken-
nungssystem gekoppelten Internetseite
erscheint, immer die Identitat der spre-
chenden Person angezeigt werden.

Die Ambitionen der IDIAP-Forschen-
den gehen aber noch weiter: Mit zu-
satzlicher Hilfe durch Bilderkennung
mochten sie eigentliche «multimodale
Stimmenbestimmer» fir Konferenzen
schaffen.
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Emotionale Stimme

Spracherkennungssysteme werden bereits
zur biometrischen Identifikation von Perso-
nen eingesetzt, beispielsweise in Banken.
Sie arbeiten mit einer Zuverléssigkeit von
etwa 95 Prozent. Doch verandert sich die
Stimme des Sprechers leicht, weil er erregt
ist, geraten die Systeme nicht selten in arge
Schwierigkeiten. Diesem Mangel mochte
ein Team an der Abteilung fur Psychologie
der Universitdat Genf abhelfen.

«Die Ingenieure setzen zur Verbesse-
rung der Systeme auf Algorithmen und las-
sen dabei die Ursache der Veranderungen
ausser Achty», bemerkt Klaus Scherer. «Mit
dem Projekt «Emovox» versuchen wir,
zuerst wirklich zu verstehen, was passiert,
damit wir jene akustischen Parameter stér-
ker gewichten konnen, die sich durch Stress
oder Emotionen am wenigsten verandern.»
Allerdings ist es schwierig, Personen zu einem
bestimmten psychischen Zustand anzuhal-
ten, um die akustischen Veranderungen ihrer
Stimme zu messen. Deshalb setzte das For-
schungsteam hundert Manner Stresssitua-
tionen aus, zeichnete ihre Stimme auf und
analysierte 99 akustische Parameter wie die
Grundfrequenz, die Standardabweichungen
der Grundfrequenz, die Amplitude der An-
griffsspitze des Signals und vieles mehr.
«Zur Identitatsbestimmung sollten die bei
einer Person stabilen Parameter herangezo-
gen werden», erklart Scherer. Damit das
Verfahren aber wirklich zuverlassig ist,
muss es sich dabei um Parameter handeln,
die bei vielen verschiedenen Personen kon-
stant bleiben.

Erste Ergebnisse, die kurzlich am Euro-
speech-Kongress in Genf vorgestellt wurden,
stutzen die Erwartungen der Forschenden,
die bereits solche Parameter bestimmen
konnten. Die Daten mussen sich nun in wei-
teren Untersuchungen bestatigen lassen.
«Wie die Stimme von einer Situation abhangt,
ist ein Aspekt, der bei Spracherkennungssys-
temen oft verkannt wird. Unsere Ergebnisse
konnten sich fur die Ingenieure als ntitzlich
erweisen», folgert Klaus Scherer. | 0.0 |
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