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Par écran interposé, il nous
observe, entre intérét et
perplexité. Dans sa série
The Man Machine, Uartiste

Vincent Fournier donne une | ’

étrange humanité a ces e n vo e
robots qui tentent - sans ;

trop de succés - de s’intégrer i,

dans notre société. e ® ege .

Spain, 2010. Vincent Fournier
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Un robot au labo

Des machines automatisent des expériences
scientifiques répétitives. D’autres vont plus loin:
elles élaborent elles-mémes des hypotheses
inédites et les testent par la suite.

Par Edwin Cartlidge

ffectuer une expérience scientifique

sans’ quitter son bureau, remplir la

moindre éprouvette ou jeter un ceil

dans un microscope. C’est la vision
d’Emerald Cloud Laboratory: la société
offre aux chercheurs de mener leurs tra-
vaux via Internet. Biologistes et chimistes
peuvent formuler les protocoles et les su-
perviser, modifier les parameétres des ré-
actions et analyser les résultats. De quoi
étendre le concept de cloud computing de
la simple gestion des données au controle
de processus a distance. L'idée est de libé-
rer les chercheurs des travaux astreignants
afin de leur laisser le temps de concevoir de
meilleures expériences.

Ce service est fourni depuis un entrep6t
de la région de San Francisco. Alignés en
rang sur des bancs d’essai, des robots ma-
nipulateurs de liquides, des incubateurs
automatisés et des centrifugeuses traitent
les échantillons selon les instructions dé-
taillées soumises par les utilisateurs via
une interface en ligne. Les automates tra-
vaillent en continu de maniére plus ou
moins autonome, et les résultats arrivent
sur l'ordinateur du chercheur en général
dans les 24 heures suivant la requéte.

1l n’existe que peu d’entreprises a offrir
ce type de prestations. La premiere, Trans-
criptic, a été fondée en 2012 et a ses locaux

a une vingtaine de kilomeétres d’Emerald.

La communauté scientifique compte déja
des enthousiastes. Justin Siegel, expert
en biologie synthétique a I'Université de
Californie a Davis, dit que ses étudiants
chercheurs sont ainsi en mesure de tester
davantage d’hypothéses et en formuler de
plus audacieuses que s'ils effectuaient eux-
mémes les expériences. Cela permet aussi a
des étudiants des degrés inférieurs de parti-
ciper. «Ils peuvent se concentrer sur 1'élabo-
ration des expériences sans s’inquiéter de
leur habileté a les exécuter», explique-t-il.
Emerald pourrait étre victime de son
propre succes. Son service cloud a démar-

ré en octobre 2016, et plusieurs centaines
de laboratoires sont sur une liste d’at-
tente. Son co-fondateur, Brian Frezza se
dit confiant: il estime que société sera en
mesure d’effectuer d’ici un an environ les
cent expériences les plus courantes dans
les sciences de la vie. Elle en offre actuelle-
ment une quarantaine. «<Nous voulons étre
rentables a ce moment-la», dit-il.

La recherche connait déja bien les ro-
bots. Depuis des années, les laboratoires
pharmaceutiques les utilisent pour des
tadches longues et répétitives au début
du développement d’'un médicament. La
biotechnologie y recourt pour manipuler
I’ADN - un domaine en forte expansion ot
des fabricants d’appareils tels que Tecan,
basé pres de Zurich, satisfont la demande.
«Les machines peuvent maintenant exécu-
ter presque toutes les tdches qu'un humain
effectue en laboratoire», explique Ross
King, biologiste et informaticien a 'Uni-
versité de Manchester en Grande-Bretagne.

L’avantage: la reproductibilité
Le séquencage de 'ADN constitue probable-
ment l'archétype de 'automatisation dans
les sciences. Par le passé, seuls quelques
laboratoires assuraient le travail fasti-
dieux nécessaire pour déterminer l'ordre
des paires de bases nucléiques, aujourd’hui
effectué par des automates 2 méme de lire
le matériel génétique des millions de fois.
Ils ont été centralisés dans des plateformes
technologiques, et les laboratoires assurent
rarement eux-mémes cette procédure, note
Justin Siegel.

Ce que réalise Emerald est «fondamen-
talement différent», argue Brian Frezza.
Au lieu de répéter «peut-étre un million de
fois la méme expérience comme dans une
usine automobile, nous faisons un million
d’expériences différentes a la fois». Mais
I'entreprise n’a pas 'ambition de concur-
rencer les prix des sociétés de recherche
contractuelle qui combinent travail hu-
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main et automatisé. Car ses robots ont de
la peine avec les séries d’étapes successives
(au contraire de procédures analogues
menées simultanément). Au final, ils tra-
vaillent en général moins vite que des labo-
rantins et reviennent plus cher.

Le grand avantage offert par les robots
est la reproductibilité, avance Brian Frezza, .
car ils «xmanipulent toujours leurs pipettes
exactement de la méme manieére».Il a fallu
pour cela développer un jeu d’'instructions
qui permette aux scientifiques de définir
exactement et sans la moindre ambiguité
les différentes étapes a accomplir par le
robot pour une expérience donnée. Brian
Frezza dit avoir réussi, apres des années de
travail, a développer un ensemble robuste
de commandes, mais l'interface doit deve-
nir plus conviviale. «L'idée d’écrire en code
tend a rebuter les gens.»

«Les étudiants peuvent se
concentrer sur I’élaboration
des expériences sans
s’inquiéter de I’exécution.»

Justin Siegel

Richard Whitby, chercheur & 1'Univer-
sité de Southampton en Grande-Bretagne,
souligne lui aussi I'importance de la repro-
ductibilité. La flexibilité des humains re-
présente certes un avantage de taille pour
réaliser des réactions complexes dans son
domaine, la chimie organique. Pourtant,
les publications scientifiques rendent
souvent mal compte de cette complexi-
té: ils omettent par exemple de préciser a
quelle vitesse un réactif a été ajouté. Sans
connaitre tous les parametres d’'une réac-
tion, il est difficile de quantifier l'effet de la
modification d’une variable précise dans
le but d’améliorer le processus chimique,
note le chercheur.



Les laborantins reviennent
moins chers que les machines.

Le chimiste dirige le projet Dial-a-Mo-
lecule, qui veut construire une machine
capable de synthétiser a la demande n'im-
porte quel composé organique - a I'instar
de ce qui se passe aujourd’hui en géné-
tique, ou des fragments spécifiques d’ADN
peuvent étre simplement commandés par
la poste. Richard Whitby ne se fait pas d’il-
lusions sur la difficulté du projet: I'appa-
reil devra réaliser des dizaines de milliers
de réactions différentes, contre seulement
quatre dans le cas des synthétiseurs ’ADN.
1l se donne «de trente a quarante ans» pour
y parvenir.

Les hypothéses automatiques
La vision de Ross King a Manchester est
encore plus ambitieuse: il veut «automati-
ser le cycle complet de la recherche scien-
tifique». Son équipe utilise, comme les
entreprises du cloud, des robots commer-
ciaux mais va plus loin en les connectant
a des systémes d’intelligence artificielle.
Formé dans un domaine spécifique par la
logique et la théorie des probabilités, un
robot devra de lui-méme élaborer des hy-
pothéses afin d’expliquer une série d’ob-
servations. Dans un deuxiéme temps, le
systéme développe des expériences afin de
tester ses hypothéses, qu'il méne tout seul,
avant de générer de nouvelles pistes.Le cy-
cle pourra se répéter plusieurs fois dans le
but d’apprendre quelque chose de nouveau
sur le monde.

Ces idées, Ross King les a développées
3 'Université d’Aberystwyth, dans le pays
de Galles. Il y a construit le robot Adam
qui a identifié en 2008 de nouveaux génes
responsables de lencodage de certaines
enzymes de la levure. Le chercheur.s_est
ensuite attelé a Eve, un robot d'un million
de dollars. Ce dernier a découvert le méca-
nisme antipaludéen du triclosan, un pro-
duit antibactérien et antifongique courant,
et ainsi ouvert la voie vers son éventuelle
homologation.

La science des matériaux recourt elle
aussi de plus en plus aux robots.En 2016, les
ingénieurs du laboratoire de recherche de
'armée de l'air américaine dans 1’0h1’o ont
présenté les résultats d’essais effectués par
un robot doté d’intelligence artificielle sur
des nanotubes de carbone, des molécules

cylindriques résistantes, 1égéres et bonnes
conductrices de chaleur et d’électricité. La
machine a réalisé de maniére autonome
plus de 600 expériences ou elle a modifié
les paramétres pour essayer d’accélérer la
croissance des nanotubes. Ses résultats ont
confirmé des prévisions théoriques sur le
taux de croissance maximal.

D’autres scientifiques veulent méme
automatiser les découvertes en physique,
bien qu’ils n’utilisent pas des robots en tant
que tels. Hod Lipson de I'Université Cornell
a développé un algorithme qui géneére au
hasard des équations avant de sélectionner,
selon un processus évolutionniste, celles
qui correspondent le mieux a des données
expérimentales. En 2009, son équipe a an-
noncé avoir formulé de cette maniére un
modele du pendule double (un systéme
mécanique relativement simple) et étre
parvenue a ce qu’elle décrit comme des lois
de conservation pertinentes en physique.
Deux ans plus tard, elle a utilisé des don-
nées sur le métabolisme de la levure pour
dériver des équations décrivant I'énergie
libérée par la dégradation du sucre.

«Les machines s’améliorent

sans cesse alors que les

hommes ne changent pas.»
Ross King

Mais tout le monde n’est pas convaincu.
Dans une lettre envoyée en 2009 a la revue
Science, les physiciens américains Philip
Anderson et Elihu Abrahams ont accusé
les équipes de Ross King et de Hop Lipson
de «se tromper gravement sur la nature de
l'entreprise scientifique». Ils relévent que
les machines contribuent a ce que le phi-
losophe Tomas Kuhn appelle la science
normale, mais ne découvriront jamais de
nouvelles lois physiques capables de la
transformer. Ils soutiennent que «les lois
physiques pertinentes et les variables sont
connues d’avance» dans les recherches de
Hop Lipson sur les pendules.

Ross King reconnait que les machines
ont leurs limites et reléve qu’un robot qui
meéne a bien une expérience ne sait pas

Lexique de Uintelligence artificielle (1A)

o Apprentissage automatique

(machine learning): ce domaine de 'lA
développe des algorithmes capables
d’apprendre par eux-mémes a résoudre

un probléme donné (reconnaissance,
classification, prédiction, traduction, etc.).
Apprentissage supervisé: des données
d’entrainement (par exemple des

paires liant les propriétés d’un objet a

sa catégorie) nourrissent l’algorithme

qui peut ainsi créer un modele lui
permettant de classer de nouveaux objets.
L’apprentissage non-supervisé peut révéler
des structures cachées dans des données,
sans passer par des exemples.
Apprentissage par renforcement: le
systéme attribue une «récompense» liée
aux résultats générés par l’algorithme.
Celui-ci s’adapte pour la maximiser.
Application typique: apprendre a jouer

aux échecs.

Réseau de neurones artificiels: ce modéle
inspiré par 'architecture du cerveau
comprend une grande collection de
neurones artificiels interconnectés. Il
recombine les propriétés de l’objet analysé
pour en créér des représentations de plus
en plus complexes et abstraites et, par
exemple, le classer. Lors de ’apprentissage,
le réseau teste de nouvelles combinaisons.

pourquoi il le fait. Il raconte aussi que son
équipe souhaitait inclure Adam et Eve dans
la liste des auteurs de leurs contributions
mais qu'on leur a répondu que c’était im-
possible parce qu’ils ne pouvaient pas don-
ner leur accord. Il ne doute cependant pas
que les automates intelligents prendront
toujours plus de place dans les sciences,
portés par le pouvoir croissant des ordina-
teurs, de meilleurs algorithmes et les pro-
grés de la robotique. «Les machines s’amé-
liorent sans cesse alors que les hommes ne
changent pas, dit-il. Il n'y a pas de raison
que cette évolution s’arréte.»

Basé a Rome, Edwin Cartlidge écrit pour les
revues Science et Nature.
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~ Un bras robotique tire le portrait d’un
visiteur. Le stylo ne tremble pas, mais
lalgorithme qw’il suit a la lettre ne laisse
aucune place a Uinterprétation.
Photo: robotlab (2002)
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La science augmentée

Lintelligence artificielle est entrée dans le quotidien des
chercheurs. Révolution scientifique ou simple outil, elle
offre des possibilités inédites a ceux qui savent en profiter.

Par Roland Fischer

es machines intelligentes et autres
systémes capables d’apprendre de
maniére autonome contribuent déja
a la recherche, et ce, depuis des dé-
cennies. Les premiers essais d’apprentis-
sage automatique pour identifier des mo-
tifs dans le code génétique datent de plus de
vingt ans.Et la physique des particules teste
I'intelligence artificielle (IA) depuis si long-
temps qu'au tournant du siecle, le milieu
dénoncait une baisse d'intérét et lancait
des appels a redynamiser cette approche.

«Le CERN a mené des expériences avec
les réseaux neuronaux dans les années 90,
note Sigve Haug du Laboratoire de phy-
sique des hautes énergies de I'Université de
Berne.Mais on ne parlait 4 'époque simple-
ment pas encore de «machine learningy.

Aujourd’hui, le recours a I'TA dans les
grandes expériences de physique des par-
ticules n’a plus rien d’extraordinaire, que
ce soit pour I'analyse des données ou leur
reconstruction. Linformatique distribuée
l'utilise aussi réguliérement dans les pro-
grammes qui optimisent la répartition des
taches entre plusieurs centres de calcul.
Mais I'IA n'est pas seulement omnipré-
sente au CERN.On la retrouve désormais en
chimie physique, biologie moléculaire, gé-
nétique médicale, astrophysique et huma-
nités digitales. Partout ott il y a du big data,
des grandes quantités de données a traiter.

Faut-il se préparer a la prochaine étape,
qui pourrait voire 'intelligence artificielle
se glisser dans des assistants de labora-
toire d'un nouveau genre et faire émerger
des équipes composées d’hommes et de
machines? «Absolument, avance Karsten
Borgwardt du Machine Learning and
Computational Biology Lab a ETH Zurich.
On ne peut déja plus s’en passer dans de
nombreux domaines des sciences de la
vie qui exigent de travailler avec des pro-
cédés a haut débit.» Comme découvrir des
liens dans les données génétiques d’un de-
mi-million de dossiers médicaux.

Les quantités de données deviennent
tout simplement trop importantes, note le
chercheur: «Personne n'est capable d’iden-
tifier a Poeil nu une structure significative

encore inconnue.» Face a de tels volumes
d’informations, il est indispensable de dé-
velopper des procédures d’analyse statis-
tique efficace, a l'instar du jeune profes-
seur. Pour lui, la frontiére entre statistique
et apprentissage automatique s’estompe
toujours plus.

La science dopée
Lintelligence artificielle comme par-
tenaire du chercheur: l'idée rappelle le
concept de I'cAdvanced Chess» formulé par
Garry Kasparov peu apres sa défaite contre
Deep Blue il y a exactement vingt ans. Il es-
timait qu’a l'avenir, les parties ne devraient
plus opposer des humains entre eux ou
a un ordinateur, mais plutdt des équipes
composées d’humains et de machines. Les
échecs pourraient ainsi atteindre un tout
autre niveau, bien au-dela des stratégies a
portée de notre espéce.

«’apprentissage automatique, c’est la
science sous stéroides», écrit Pedro Do-
mingos dans «The Master Algorithm». Le
spécialiste en 1A 4 I'Université de Washing-
ton y postule l'existence d'un algorithme
d’apprentissage surpuissant capable de
tout comprendre. Son utilisation intensive
rendrait la recherche plus rapide, efficace
et profonde. Libérés des procédures sta-
tistiques routiniéres, les -scientifiques se
concentreraient entiérement sur la com-
posante créative de leur travail. Pour Pe-
dro Domingos, il ne s’agit rien de moins
que l'avénement d’un nouvel age d’or des
sciences.

«|’apprentissage
automatique, c’est la
science sous stéroides.»

Pedro Domingos

Mais tous les chercheurs familiers de
I'IA n’entonnent pas aveuglément ce type
de louanges. Comme Neven Caplar de I'Ins-
titut d’astronomie d’ETH Zurich, un pas-
sionné des données: il leur consacre son

blog astrodataiscool.com et a utilisé I'ap-
prentissage automatique pour quantifier
les biais sexistes dans les publications en
astronomie. Le jeune chercheur constate
bien une progression significative des pu-
blications liées a I'TA, mais il se demande
encore si elle s'imposera dans son do-
maine de recherche. L'astronomie est «une
science sujette a pleine de distorsions» ot
le contrdle des instruments joue un role es-
sentiel. C’est pourquoi il faut éviter autant
que possible d’en faire une boite noire, un
outil peut étre pratique qui livre de bons
résultats mais dont on ne comprend pas le
fonctionnement. L'interprétation humaine
continue de jouer un réle central pour trai-
ter les données issues d’observations, sou-
ligne Neven Caplar.

Un outil comme un autre
«Ah! ces boites noires!» s’exclame son col-
légue Kevin Schawinski (voir également
«Galaxies citoyennes, p.30).Tout le monde
reproche a 'IA de ne pas nous permettre
de comprendre la logique suivie, et de la
remettre en question. Pas lui: «Je ne vois
aucune boite noire. Il s’agit simplement
d’une méthode scientifique qu’il faut cali-
brer et tester pour bien la comprendre. Cela
a toujours été le cas lorsque la science s’est
approprié une nouvelle technique.» Apres
tout, aucun chercheur ne comprend dans
leur intégralité des dispositifs expérimen-
taux aussi complexes que le Grand colli-
sionneur de hadrons (LHC) du CERN ou le
télescope Hubble. Il faut faire confiance a la
communauté scientifique. Pour l'astrophy-
sicien, elle devrait pouvoir bien s’assurer
de la rigueur de la procédure, également
dans le cas de I'intelligence artificielle.

Kevin Schawinski a lancé avec des infor-
maticiens la plateforme Space.ml qui réu-
nit un ensemble d’outils d’interprétation
des données astronomiques faciles a utili-
ser.Il a mis au point une méthode pour op-
timiser des images de galaxies a I'aide d'un
réseau de neurones afin d’en extraire da-
vantage d’informations sans que l'ordina-
teur ait besoin d’instructions supplémen-
taires. D’autres applications demandent
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«’apprentissage automatique
se trouve toujours dans

un équilibre précaire entre
aveuglement et hallucination.»

Pedro Domingos

un apprentissage supervisé qui utilise des
données d’entrainement. Choisies spécia-
lement et étiquetées a la main, elles aident
l'ordinateur a formuler lui-méme des régles
qui lui permettront d’exécuter une tache.

Des algorithmes trop zélés
Le biostatisticien Karsten Borgwardt se
sert par exemple de l'apprentissage su-
pervisé pour découvrir si certaines modi-
fications du génome pourraient avoir des
effets néfastes sur l'organisme. Il nourrit
l'ordinateur d’exemples déja connus dans
I'espoir qu'il trouvera de lui-méme de nou-
velles corrélations.

Mais un probléme existe: l'overfitting. Il
faut toujours se demander si I'ordinateur a
reconnu des caractéristiques essentielles
du systéme étudié ou si, au contraire, il fi-
nit par se noyer dans la mer de données et
surinterpréte ce qui ne sont en fait que de
simples corrélations dues au hasard. Pour
Pedro Domingos, I'apprentissage automa-
tique se trouve toujours dans «un équilibre
précaire entre aveuglement et hallucina-
tion»: l'algorithme risque soit de ne rien
identifier soit de percevoir des choses qui
n'existent pas - l'overfitting. Un systéme
peut «trop apprendre», et tout entraine-
ment supplémentaire ne fait qu’aggraver
la situation.

Une des principales raisons de l'overfit-
ting en génomique et en médecine vient
d’'un certain manque de transparence des
données d’entrainement, explique Karsten
Borgwardt. Cela empéche d’évaluer correc-
tement dans quelle mesure elles corres-
pondent a la situation concréte qu’on veut
étudier. Si l'entrainement manque de varié-
té, la machine ne parviendra peut-étre pas
a généraliser suffisamment. Ses recoupe-
ments ne correspondront qu’a un simple
appris par cceur, et 'intelligence artificielle
ne vaut pas mieux qu'une banque de don-
nées usuelle. Impossible dans ce cas de gé-
nérer de nouvelles connaissances.

Méme si tout fonctionne parfaitement
durant la phase de formation, il faut encore
distinguer les corrélations purement aléa-
toires de celles qui présentent une véritable
signification statistique, poursuit Karsten
Borgwardt. Laugmentation du volume de

données génétiques accroit le risque de
tomber sur des variantes du génome qui
coincident avec la présence d'une maladie
mais sont en fait apparues suite au hasard.
Une partie essentielle du travail consiste a
identifier des indices statistiquement si-
gnificatifs dans des espaces a dimensions
extrémement nombreuses. Autrement dit:
étre en mesure d’analyser rigoureusement
aussi des situations trés complexes et mul-

: tifactorielles.

Lapprentissage automatique reste en-
core peu répandu en chimie physique mais
suit une «progression rapide» dans ce do-
maine, reléve Anatole von Lilienfeld de
I'Université de Bale. Ce spécialiste des ma-
tériaux estime que I'TA «constituera inévi-
tablement une composante a part entiere
de la plupart des recherches dans dix ans».

«’interprétation humaine
continue de jouer un
role central pour traiter
les données issues
d’observations.»

Neven Kaplar

Son groupe réalise un travail de pion-
nier: il a calculé grace a I'IA les propriétés
de millions de cristaux qui peuvent - en
théorie - étre construits a partir de quatre
éléments de base. La machine a notam-
ment identifié 90 structures inconnues
a ce jour suffisamment stables du point
de vue thermodynamique pour étre in-
téressantes comme nouveaux matériaux
potentiels. Méme le spécialiste se dit im-
pressionné par le gain d’efficacité engen-
dré par I'IA dans le calcul des propriétés
des cristaux, effectué par I'TA des millions
de fois plus rapidement. Une améliora-
tion telle qu’elle «permet non seulement
de résoudre des problemes convention-
nels, mais ouvre carrément de nouveaux
champs de recherche».

Le chimiste formule cependant lui aussi
certaines réserves: l'apprentissage auto-
matique ne fonctionne qu’en présence d'un
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principe défini de cause a effet, et lorsque
suffisamment de données sont disponibles.
Autre condition décisive: «Le chercheur
doit posséder une expertise suffisante pour
concevoir une représentation efficace du
systéme étudié et de ses propriétés.»

Ce type d’expertise est également capi-
tal pour Guiseppe Carleo d’ETH Zurich. Le
physicien théoricien a trouvé le moyen de
reproduire grace a un réseau de neurones
la fonction d’onde de systemes quantiques.
Une fois ce pas franchi, son optimisation
n’a représenté «qu'un jeu d’enfant». L'al-
gorithme l'a effectuée rapidement et sans
probléme, alors que les méthodes tradi-
tionnelles atteignent vite leurs limites
pour de tels volumes de calculs. La simu-
lation de systémes quantiques complexes
semblait jusqu’a récemment «une chose
impossible».

La nouvelle approche s’appuie sur la
méthode de I'apprentissage non supervisé
dans lequel l'ordinateur apprend sans bé-
néficier de savoir préalable. En physique
théorique, elle permet de considérer «de
vieux problémes sous de nouvelles pers-
pectives». Le physicien s’est d’ailleurs ins-
piré du triomphe de I'algorithme AlphaGo
contre l'un des meilleurs joueurs de go
mondiaux. Ce programme a progressé en
menant d’innombrables parties contre
lui-méme et la méthode utilisée - 'appren-
tissage par renforcement - a projeté son
intelligence stratégique dans des spheres
totalement inédites.

Guiseppe Carleo a repris cette approche
et I'a adaptée a ses objectifs. Pour simpli-
fier, il a demandé a la machine de consi-
dérer le probléeme de la fonction d’onde
comme un jeu dans lequel l'objectif est
bien défini, mais le chemin pour l'atteindre
est totalement libre. Elle devait apprendre
d’elle-méme a choisir les meilleures solu-
tions.L'TA s’est prise au jeu.Au point qu’elle
maitrise désormais la physique quantique
mieux que ceux qui I'ont développée.

Roland Fischer est journaliste libre et travaille a
Berne.
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Un assistant dans les pattes

Des startups proposent des algorithmes «intelligents»
pour mieux gérer la littérature scientifique. Ces outils
doivent encore faire leurs preuves. Par Sven Titz

pres les échecs, le poker et les voi-

tures autonomes, les machines

intelligentes s’attaquent a l'une

des activités humaines les plus
complexes: la recherche scientifique. Des
algorithmes doivent filtrer les millions de
publications scientifiques apparaissant
chaque année et faciliter leur évaluation
par peer review.

Corrélations trompeuses
Les entreprises commercialisant ce genre
de produits semblent pécher par excés
d’optimisme. La startup norvégienne Iris
promet d’améliorer la recherche d’études
scientifiques pertinentes. A partir d’un
article donné, son interface livre des cen-
taines de résultats classifiés par «concepts-
clés». Mais une partie des résultats ne vaut
rien: l'algorithme a établi des liens entre
des concepts qui n’'ont rien a voir entre eux.

Semantic Scholar, un moteur de re-
cherche de littérature scientifique, existe
depuis deux ans. Congu en Californie par
I'Allen Institute for Artificial Intelligence,
il utilise I'apprentissage automatique afin
d’identifier les concepts scientifiques dans
les textes, pour 'instant dans les domaines
de linformatique et des neurosciences.
Paul Ginsparg de 1'Université Cornell, un
co-fondateur de la plate-forme de preprint
scientifiques Arxiv, met en avant une qua-
lité de Semantic Scholar: il ne prend pas
seulement en considération le nombre de

citations d’un article, mais aussi leur im-
portance, a savoir qui a mentionné une
étude et dans quel contexte. Une méthode
«qui devrait s’avérer plutot utilen.

Les moteurs de recherche intelligents
tels que Semantic Scholar ou Sparrho se
basent essentiellement sur les banques de
données de littérature académique Google
Scholar et Pubmed. IIs ont été rejoints ces
derniers mois par des produits similaires,
Microsoft Academic et Recommended de
Springer Nature.

Retracer I’évolution des concepts
D’autres sociétés sont plus ambitieuses.
A Toronto, la startup Meta développe son
propre procédé pour scanner la littérature
spécialisée avec des réseaux de neurones a
plusieurs couches. Il serait 4 méme de re-
trouver lorigine d'un concept scientifique,
en remontant dans le temps a travers tout
un champ de recherche, affirme la socié-
té. Un produit destiné a l'industrie phar-
maceutique, aux éditeurs, aux instituts de
recherche et aux autorités. Une partie des
algorithmes ont été créés par la société qui
a développé le logiciel de Siri, I'assistant
vocal d’Apple. Meta a été récemment rache-
tée par I'Initiative Chan Zuckerberg. Mais
Meta reste encore une boite noire aux yeux
des experts, que ce soit Jana Koehler de la
Haute école de Lucerne ou Peter Flach de
'Université de Bristol: ils disent manquer
d’informations pour 'évaluer.
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«La difficulté est d’intégrer
de maniére pertinente les
compétences particuliéres
des humains.»

Peter Flach

Des formes élémentaires d’intelligence
artificielle sont déja utilisées pour éva-
luer des publications scientifiques. Peter
Flach et ses collégues ont développé le
programme open source Subsift pour trou-
ver des experts compétents afin de juger
un article. Les algorithmes cherchent les
concordances dans le vocabulaire décri-
vant a la fois les articles et les experts. Pour
le chercheur de Bristol, c’est une défi consi-
dérable de concevoir des logiciels qui vont
au-dela des fonctions courantes telles que
la concordance («matching»): «La difficul-
té est d’'intégrer de maniére pertinente les
compétences particuliéres des humains.»

Le journaliste scientifique indépendant Sven Titz
habite Berlin.



Les algorithmes de Pinstallation «Refac-
tor» générent une peinture défilante qui se
renouvelle continuellement. Ils se basent
notamment sur les mouvements du peintre
Nikzad Arabshahi enregistrés pendant deux

semaines.
Photo: Nikzad Arabshahi (Visual) & Vedad Famourzadeh

(Audio), décembre 2016
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Une nouvelle intelligence

qui s’ignore

Que vaut une découverte si on ne peut la
comprendre? L'arrivée des machines intelligentes
dans les laboratoires interroge I'essence méme de

la connaissance. Par Nic Ulmi

ormuler des hypothéses, faire des dé-

couvertes: ces termes sont au coeur

de la démarche scientifique. Depuis

le début des années 2000, des ma-
chines dotées d’intelligence artificielle
ont commenceé a s’engager sur ce terrain.
Elles développent de nouvelles maniéres
de produire des résultats et assument un
role qu'on imaginait autrefois réservé aux
seuls humains. De plus en plus perfor-
mantes, mais dépourvues de la capacité
de comprendre leurs propres réussites, ces
machines laissent entrevoir une vision dé-
routante: une recherche scientifique auto-
matisée, robotisée, industrielle.

Trois exemples pour commencer. A
I'Université Tufts au Massachusetts, un ré-
seau de neurones artificiels s’est attaqué a
une vieille énigme de la biologie en formu-
lant une hypothése sur la régénération du
planaire, un ver d’eau douce qui sait faire
repousser sa queue ou sa téte lorsqu’il les
perd. Un autre, a I'Université d’Adelaide en
Australie, a découvert le moyen optimal de
produire un condensat de Bose-Einstein,
un ensemble de bosons refroidi prés du
zéro absolu qui rend apparents des phéno-
meénes quantiques macroscopiques. Et les
machines de la startup Insilico Medicine
a I'Université Johns Hopkins de Baltimore
ont mis au point des molécules potentielle-
ment utiles en oncologie.

«Nos esprits peuvent effectuer
un travail d’abstraction sans
effort.»

Roger Schank

Vétéran de l'intelligence artificielle (IA),
Roger Schank ne se montre pas du tout
convaincu. «Tout cela, ce n’est absolument
pas de I'intelligence artificielle», proteste-t-
il. Le chercheur, actif aux Universités Yale,
Northwestern et Carnegie-Mellon, redoute
la répétition d'un scénario connu. Au début
des années 1970 et a la fin des années 1980,
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deux vagues de hype autour de l'intelli-
gence artificielle font place a des «hivers de
I'1A»: les attentes excessives commencent
a retomber, I'intérét du public entre en hi-
bernation, les fonds sont gelés. «La presse
s’y donne maintenant a coeur joie, mais elle
passera ensuite a autre chose. Le probleme,
c’est qu'entre-temps la recherche sur I'TA
risque d’étre tuée une fois de plus. Cela ne
m’amuse pas.»

Le steak et le coiffeur
De quoi s’agit-il, si ce n’est pas de l'intel-
ligence? «Les exemples que vous citez
sont en fait des programmes de pattern
matching (filtrage de motif, ndlr), répond
Roger Schank. Cest le procédé utilisé par
Facebook pour identifier votre visage sur
des photos.» Autrement dit, les machines
génerent des motifs (le schéma d’'une mo-
lécule, le plan de régénération d'un ver
planaire) qu’elles comparent ensuite a des
régularités identifiables dans des bases
de données préexistantes, passant ces
derniéres au peigne fin. «Mais la maniére
dont les scientifiques font des découvertes
est tout autre: elle commence par le fait
d’étre désorienté. L'incompréhension que
vous ressentez face a un phénomeéne vous
conduit a formuler une hypothése, puis a
la tester. Cest ce processus, précisément,
qu’on appelle science.»

Roger Schank aime raconter une his-
toire pour illustrer la différence entre la
découverte humaine et 'apprentissage au-
tomatique. Il 'appelle «Le steak et la coupe
de cheveuxn»: «Je discutais avec un collégue
a Yale, me plaignant que je ne parvenais ja-
mais a me faire servir un steak saignant:
la viande arrivait toujours sur ma table
trop cuite. Pourquoi diable? me deman-
dais-je. Pour toute réponse, le collégue me
dit: j’ai vécu en Angleterre, autrefois, et
la-bas aucun coiffeur n’arrivait a me faire
une coupe en brosse. Euréka! Chacune des
deux histoires explique I'autre: en passant
a un niveau d’abstraction supérieur, on se
rend compte qu’elles sont identiques. Nous
avons affaire, dans les deux cas, a des per-



sonnes qui sont bien capables de fournir
le service qu'on leur demande, mais qui
ne parviennent pas a obtempérer, car elles
jugent nos requétes trop extrémes.» Mo-
ralité de I’histoire? «Nos esprits savent ef-
fectuer ce travail d’abstraction sans effort.
Ils sont en mesure de regarder une chose
comme si elle était une autre. Ils sont mo-
tivés par le fait que nous avons naturelle-
ment des objectifs: rassasier notre appétit,
ou satisfaire une curiosité mise en branle
par une situation qui nous rend perplexes.»

C’est ainsi que fonctionne notre cerveau.
Mais la nouvelle vague de recherches et
d’applications dans le domaine de I'IA, née
a la fin des années 1990, ne vise plus a re-
produire le modéle de cognition de l'esprit
humain. Ce tournant méne vers un type de
connaissance inédit,ot le savoir est produit
par apprentissage automatique a partir des
mégadonnées. Cette bifurcation a tiré I'TA
de sa léthargie et a permis les suggestions
d’Amazon, a Siri, a la victoire d’AlphaGo sur
I'un des meilleurs joueurs de go au monde,
ou encore a prédire l'expression des genes
d’une bactérie, selon une étude de I'Univer-
sité de Pennsylvanie de 2016.

Cette technologie peut-elle véritable-
ment produire de la science? Ou faut-il pour
cela un besoin existentiel de comprendre,
un désir de connaitre, une «libido sciendi,
comme aurait dit saint Augustin - autant
de choses qu'une machine ne saurait avoir?

La théorie du fun
On se tourne vers Jiirgen Schmidhuber,
codirecteur de I'Institut Dalle Molle de re-
cherche en intelligence artificielle (Idsia)
4 Lugano. «Lorsque I'TA aura grandi, elle
lappellera peut-étre papaw, écrivait a pro-
pos de lui le New York Times en novembre
2016.Le chercheur a notamment développé
en 1997 'approche de la «long short-term
memory», utilisée aujourd’hui par les pro-
grammes de reconnaissance du langage
parlé. Il considére qu'un méme systeme de
récompense peut étre a I'ceuvre dans le cer-
veau des scientifiques, des artistes et des bé-
bés, ainsi que dans les réseaux de neurones
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Roger Schank

artificiels. Ces différentes formes d’intelli-
gence peuvent éprouver une forme de plai-
sir lorsqu’elles arrivent a identifier, dans le
désordre du monde, des récurrences et des
régularités qui leur étaient inconnues.

«Imaginez un programme qui doit mo-
déliser une séquence d’images montrant
cent pommes en train de tomber, explique
le chercheur. Sans connaitre la force de la
gravité, il aura besoin d’un nombre consi-
dérable de bits pour encoder les données.
Mais apres avoir découvert cette régularité,
il pourra l'utiliser pour faire des prédictions
et moins de bits lui seront nécessaires.
Cette différence entre avant et aprés, donc
cette compression des données, mesure la
profondeur de la nouvelle connaissance ac-
quise par réseau. Cela déclenche un signal
de récompense: un moment de joie inté-
rieure pour le réseau, si vous voulez.»

Jirgen Schmidhuber formalise ce méca-
nisme de récompense dans sa théorie for-
melle du fun et de la créativité. Pour lui, il
se manifeste chez le musicien surpris par
une harmonie nouvellement créée, et ex-
pliquerait également ’humour: «Lorsque la
chute d’une blague fait apparaitre un sché-
ma inattendu dans le récit, elle permet tout
a coup d’en compresser les données. C'est
alors qu’on rit.» Ce phénomeéne est crucial
pour programmer des machines dotées de
curiosité artificielle et susceptibles de faire
des découvertes.

Pour cela, le réseau doit fonctionner
comme un duo, explique le chercheur:
«D'un coté, le contrdleur exécute des ac-
tions et mene des expériences générant
des données; il est motivé par la maximi-
sation des récompenses recues. De l'autre
coté, un modéle envoie une rétribution a
chaque fois que la découverte d’'une nou-
velle régularité lui permet de compresser
les données. C’est un tel systéme qu’il faut
mettre en place si 'on veut construire un
scientifique artificiel.»

Une science aléatoire
Le réseau neuronal d’Insilico Medicine
recourt a un tel systéme dual, explique

Fonds national suisse - Académies suisses: Horizons n° 113

Polina Mamoshina, généticienne et infor-
maticienne associée au projet. «Le géné-
rateur est programmeé pour créer de ma-
niéere virtuelle et aléatoire des structures
moléculaires. Le discriminateur s’entraine
avec des bases de données a reconnaitre
des molécules capables d’inhiber la crois-
sance des tumeurs. Initialement, le but du
générateur est de piéger le discriminateur,
ce qui amene ce dernier a faire de fausses
identifications, tout en lui permettant de
s’améliorer par la suite.»

> plague

(=)

Jirgen Schmidhuber

Parmi les 60 molécules trouvées par le
générateur et validées par le discrimina-
teur, certaines existaient déja et avaient
été brevetées comme agent thérapeutique
contre le cancer. «C’est une indication en-
courageante sur la précision du systéme,
poursuit Polina Mamoshina. Nous allons
maintenant entamer le processus de vali-
dation des autres molécules in vitro, puis in
vivo.» Pour la chercheuse, cette approche
révolutionne le domaine: au lieu de cribler
a I'aveugle une grande quantité de compo-
sés,le but est de créer des médicaments sur
demande.

En attendant les machines curieuses
de Jiirgen Schmidhuber et des systémes a
l'aise avec I'histoire du steak et de la coupe
de cheveu de Roger Schank, I'apprentis-
sage automatique et les mégadonnées sont
en train de redéfinir la nature de la pra-
tique scientifique. A I'Université de Bris-
tol, le professeur d’intelligence artificielle
Nello Cristianini prend le parti d’embras-
ser ces nouveaux outils, tout en appelant
a délimiter leur champ d’application: «Je
travaille avec le machine learning depuis
vingt ans. J’ai le plaisir d’affirmer qu’il
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fonctionne. La machine apprend, dans le
sens ol elle améliore ses performance avec
I'expérience.»

Ce sont ces approches qui se cachent
derriére une part énorme des bénéfices
d’Amazon lorsque les bons livres se voient
recommandés a la bonne personne. «Il
faut souligner que ces algorithmes ne
contiennent pas un modéle psychologique
de chaque utilisateur ni un modele de cri-
tique littéraire pour chaque livre, poursuit
Nello Cristianini. Ils meénent un raison-
nement purement statistique: des gens
ayant telle caractéristique et tel compor-
tement ont acheté des livres ayant telle
particularité. Cela signifie une chose im-
portante: on peut faire une prévision sans
avoir une théorie.»

fonctionne.»

Nello Cristianini

Mais peut-on vraiment transposer ce
modeéle a la science? «Il n’y a pas de raison
philosophique pour que cela soit impos-
sible, répond le chercheur. Un ordinateur
pourrait générer des modéles de molécules
et prédire leur toxicité. Ce qu'on gagne? La
capacité de mettre au point un médica-
ment in silico, sans étre obligé de produire
toutes les molécules possibles et de les tes-
ter sur des souris. Ce qu'on perd? Le moyen
de savoir pourquoi le médicament agit.»

L'apprentissage automatique constitue
une boite noire, car il ne nous permet pas
de comprendre le raisonnement suivi par
la machine. Cette opacité se révele parti-
culiérement épineuse en dehors du monde

académique, note le chercheur, «lorsque
des algorithmes déterminent l'accés a des
droits: étre admis dans une école ou éli-
gible pour une assurance, bénéficier de la
liberté conditionnelle...»

La fin de la théorie?

Ce type d’apprentissage, est-ce encore de
la science ? «I1 ne faut pas se leurrer, pour-
suit Nello Cristianini. Si le machine lear-
ning fonctionne pour faire de 'argent avec
des prévisions correctes, cela aboutira a
redéfinir progressivement ce qu'on entend
par science. Les fonds pour la recherche
suivront les applications pratiques, et
les autres approches risqueront d’avoir
des difficultés de financement.» Doit-on
craindre «la fin de la théorie», comme le
proclamait Chris Anderson? En 2008, le
responsable du magazine Wired affirmait
que «le déluge des données rend la mé-
thode scientifique obsoléten.

«Nous devons nous demander quel est
le but des théories, répond Nello Cristiani-
ni. Pour moi, la réponse est extrémement
claire. Faire une belle théorie de la méca-
nique ou de la thermodynamique, com-
prendre un morceau de notre univers, cela
représente une valeur culturelle infinie.
Nous avons besoin de connaitre le fonc-
tionnement du monde et de nous-mémes.»
Une bonne théorie a une valeur concrete:
«Une prévision de type boite noire n’est
pas suffisante lorsque 'enjeu est tres élevé,
par exemple lorsqu'on envoie une sonde
sur Mars ou planifie une opération chirur-
gicale. Dans ces cas, on veut savoir exacte-
ment ce qui se passerait si on changeait tel
ou tel parametre. Cela implique un raison-
nement contrefactuel, qu’on ne peut abor-
der que par des théories.»

D’un cdté, des machines probabilistes.
De lautre, des étres mus par un désir de
comprendre, enraciné dans leurs fonc-
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tions biologiques et générateur de théo-
ries. Les premiéres remplaceront-elles les
seconds? «Ce qu’'on pourra confier aux ma-
chines, ce seront des tiches spécifiquesy,
avance Nello Cristianini. Exemples? «Etant
donné une séquence d’acides aminés,
dessine-moi la protéine. A partir d'un gé-
nome humain complet - trois milliards de
lettres -, trouve-moi les 20 000 genes qui le
composent ... Mais déterminer la significa-
tion et 'importance de la découverte, cela
restera un tache humaine.»

Le méme partage du travail peut s’ap-
pliquer dans les sciences sociales: «Je tra-
vaille avec des historiens pour mesurer les
transitions historiques dans la culture an-
glaise et italienne a partir de la lecture sys-
tématique des journaux. Personne ne peut
lire 500 millions d’articles: la machine les
parcourt donc pour nous. C’est pourtant
I'historien qui explique ensuite pourquoi
tel ou tel résultat est important.»

Complémentarité: Jiirgen Schmidhuber
en est également convaincu. «Dans les la-
boratoires scientifiques comme ailleurs,
les machines rempliront des taches fasti-
dieuses dont, au fond, les humains ne vou-
draient pas.Bien sir, cela va supprimer des
postes de travail. Il faudra donc réagir en
tant que société pour distribuer les gains.
Cela passera par un revenu inconditionnel,
des impots sur les robots ou autre chose.»

Les questions sociales soulevées par la
robotisation des sciences restent aussi ou-
vertes que les questions épistémologiques.
Une prédiction automatique est-elle un
savoir scientifique? Nello Cristianini re-
l1éve ce défi: «Je viens tout juste d’engager
deux philosophes des sciences pour com-
mencer a réfléchir a cette question.»

Nic Ulmi est journaliste indépendant a Genéve.



Le programmeur Ross Goodwin et le réali-
sateur Oscar Sharp ont con¢u Benjamin, le
«premier générateur automatique de scéna-
rios». Ils Pont nourri avec des scripts d’une
centaine de films de science-fiction. Le ré-
sultat est un film déroutant de huit minutes:
Sunspring. Il s’avére difficilement accessible
a une intelligence humaine.

Image: thereforefilms.com/sunspring
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