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Geographica Helvetica 1990 - Nr. 4

P.A. Burrough

Optimale Methoden zur Interpolation von Umweltvariablen
in Geographischen Informationssystemen

Summary

In Geographic Information Systems there are many applica-
tions where the objects of study can only be described by
sampling information at selected point locations and by sub-
sequent interpolation. Quite often inappropriate methods
are used for the interpolation of sparse environmental data
which do not take into account the characteristics of the data
themselves. This paper presents the case for more widely
using Kriging-methods in environmental data approxima-
tion. It gives a shorttheoretical overview of Kriging and the in-
terpretation of variograms and goes on with a discussion of
more advanced concepts (Co-Kriging, disjunctive Kriging),
some examples and the illustration of the use of Kriging
within a GIS environment.

1. Einleitung

Viele Geographische Informationssysteme arbeiten aus-
schlieBlich mit exakt definierten Objekten, die durch Li-
nien oder Polygone dargestellt werden kénnen (z.B. in
Katastersystemen oder der thematischen Kartographie),
aber es gibt Anwendungen, deren Studienobjekte mit
Hilfe von reguldr oder irreguldr angeordneten Stichpro-
benpunkten erfafdt und deren geographische Form ledig-
lich durch Approximation bestimmt werden kann. Im
Bereich der natiirlichen Ressourcen, der Landbewertung
und von Schadstoffuntersuchungen kénnen die Eigen-
schaften von Boden, Grundwasser oder Atmosphire oft
nur durch Erhebungen an selektiven Punkten erfaf3t wer-
den. Um diese Daten zu verbinden, z.B. zu Flachen einer
Landnutzungskarte, ist es notwendig, eine Oberfliche
durch die Datenpunkte zu interpolieren und diese entwe-
der durch Isolinien oder Werte eines feinen Rasters dar-
zustellen. Die resultierende Oberfliche kann dann zur
Darstellung verwendet oder zur weiteren Analyse ande-
ren Informationsebenen Gberlagert werden. Die Figur |
zeigt den Informationsflufl von den Datenpunkten bis
zur Eingabe von Informationsebenen in GIS.

Das Problem der mdglichst genauen Interpolation zwi-
schen Beobachtungspunkten stellt sich auch in der Ver-
messung, wo die Erdoberfliche modelliert wird, um digi-
tale Gelindemodelle (DGM) aufzubauen. Folgendes
sind die Hauptunterschiede zwischen Hypsometrie und
der Interpolation von Boden-, Geologie-, Wasser- oder
Luftqualitdtsdaten: Im ersten Bereich konnen die Ober-
flichenformen beobachtet und tiberall visuell iberpriift
werden, wihrend die Oberflichen chemischer oder phy-
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sikalischer Eigenschaften der Umwelt nie direkt sichtbar
sind. Zweitens sind die Kosten flir die Erhebung und
Auswertung (evtl. Laborauswertungen) einzelner Be-
obachtungswerte bei Umweltdaten in der Regel wesent-
lich hoher als die photogrammetrische Erhebung mit
Stereopaaren. Drittens weisen die durch Stichprobener-
fassung ermittelten Daten in der Regel bedeutend gro-
Bere Fehler auf als die Hohendaten. Die Grofie dieser
Fehler hingt einerseits zusammen mit der Tatsache, daf3
lediglich Stichproben oft geringer Grifie verwendet wer-
den, andererseits mit Unsicherheiten der Labormetho-
den sowie unbekannten, kleinrdumigen Variationen
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zwischen den Stichprobenpunkten. So miissen die Inter-
polationsmethoden fliir Umweltstudien an geringe Da-
tenmengen und fehleranfdllige Situationen angepafit
sein, wo die Resultate lediglich durch stichprobenartige
Kontrollen tiberpriift werden kénnen. Unter diesen Be-
dingungen sollen Interpolationsverfahren gewahlt wer-
den, die aus den wenigen und teuren Datenpunkten eine
moglichst gute Oberfliche modellieren.

Es existieren verschiedene routinemafig eingesetzte In-
terpolationsmethoden. Beispiele sind globale und lokale
polynomiale Trendmethoden, exakte oder glittende
Spline-Berechnungen, die Benutzung von Thieflen-
Polygonen oder die Interpolation mit inverser Distanz-
gewichtung (vgl. BURROUGH 1986, DAVIS 1986), wovon ei-
nige haufig in kommerziellen GIS integriert sind. Alle
diese Techniken berechnen Werte im Zwischenbereich
von Stichprobenpunkten in der einen oder anderen
Form als globale oder lokale gewichtete Mittel aus den
Datenpunkten und einem Distanzmaf} zu diesen. Es han-
delt sich dabei durchwegs um Methoden, die durch die
Charakteristik der Daten nicht beeinfluf3it werden (i.e. es
sind sog. externe Methoden); folglich sind ihre Resultate
selten optimal. So konnen exakte Methoden wie lineare
Interpolation in triangulierten Netzen (TIN) fehlerhafte
und verzerrte Resultate erzeugen, und das Einpassen von
exakten Spline-Oberflichen auf Facetten mag zu tiber-
lappenden Isolinien oder iibersteilen Verkniipfungen
zwischen den Facetten fiihren (vgl. BURROUGH 1986, Fig.
3.0).

Die Problematik der Verwendung externer Methoden
liegt daran, daf} Interpolationsparameter geschétzt wer-
den miissen, ohne dabeidie Daten zu beriicksichtigen. So
kénnen bei der inversen Distanz-Methode der Exponent
der Gewichtungsfunktion und die Zahl der verwendeten
Datenpunkte frei gewéhlt werden. Folglich wird das Re-
sultat der Interpolation weitgehend von diesen Parame-
terwerten bestimmt, ohne dabei die rdumliche Variation
optimal wiederzugeben. Diese Methoden erzeugen im-
mer ein Resultat, auch wenn die erfafite Oberfldche so
stark variiert, daf} sie besser als Rauschen dargestellt
wird. Dazu kommt, daf} diese Allerweltstechniken selten
die Anisotropie der Datenoberfliche mit beriicksichti-
gen, wie sie oft in richtungsabhédngiger Variation von
Mustern vorliegt. Es ist offensichtlich, daf3 bei gleichblei-
bender Datenpunktmenge besser Interpolationsresul-
tate erzielt werden konnen, wenn die Interpolationsme-
thoden und die Schédtzparameter zuerst auf die Variation
der zu bearbeitenden Daten abgestimmt werden.

Um diesem Problem zu begegnen, haben der franzo-
sische Geomathematiker G. Matheron und der siidafri-
kanische Mineningenieur D.G. Krige die Theorie der
«Regionalisierten Variablen» und das zugehorige Inter-
polationsverfahren mit dem Namen Kriging entwickelt.
Diese Methoden fanden bisher Anwendung in Minen-
industrie, Grundwasserkartierung, Bodenkartierung
und verwandten Gebieten (AKIN UND SIEMES 1988, mMa-
THERON 1971, JOURNEL UND HUIJGBREGTS 1978, WEBSTER

UND OLIVER 1990), doch sie finden nun auch Eingang in
Geographische Informationssysteme.

2. Kurze Einfiihrung in die Theorie
der Regionalisierten Variablen und das Kriging

Beiunserer Darstellung der Theorie der Regionalisierten
Variablen soll nur ein Minimum an mathematischen For-
mulierungen verwendet werden. Eine exaktere Darstel-
lung findet der Leser in den oben erwdhnten Texten. Die
Theorie der Regionalisierten Variablen geht davon aus,
daf3 die raumliche Variation einer Variablen in drei Kom-
ponenten aufgegliedert werden kann:

a) eine strukturelle Komponente (konstantes Mittel
oder konstanter Trend),

b) eine zufillige, aber rdumlich korrelierte Komponente,
und

¢) einen Residualfehler oder das zufdllige Rauschen.

Fiir ein x, das eine Position in 1, 2, oder 3 Dimensionen
darstellt, gilt also fiir den Wert einer Variablen Z

Zx)=mx)+E(x) + €7

wobei m(x) der strukturellen Komponente, £'(x) dem
stochastischen, lokal variierenden, rdumlich abhéangigen
Residual von m(x) und €” dem raumlich unabhingigen
Rauschen mit einem Mittel von Null und einer Varianz
von g2 entspricht.

Die strukturelle Komponente m(x) kann entweder durch
den Mittelwert liber das gesamte erfafite Gebiet oder,
wenn ein genereller Trend vorliegt, durch eine Trend-
oberfldche niedriger Ordnung reprisentiert werden. Um
mogliche Fehler zu vermeiden, muf} die zu verwendende
Trendoberflache sorgfiltig ausgewdhlt werden. Fiir die
weiteren Betrachtungen subtrahieren wir die strukturelle
Komponente (Mittelwert oder Trend) von den Aus-
gangsdaten und beriicksichtigen nur die resultierenden
Residualwerte.

Nach der Theorie der Regionalisierten Variablen nimmt
man an, dafl die Varianz der Differenzen der Attribut-
werte zwischen Beobachtungspunkten nur von deren Di-
stanz abhéngt. Dies wird formuliert durch die sog. Intrin-
sische Hypothese, die als Bedingungen die Stationaritét
der Differenz und der Varianz der Differenzen annimmt.
Sind die strukturellen Effekte eliminiert, so ist die Rest-
varianz homogen, d. h., Varianzen zwischen unterschied-
lichen Standorten sind lediglich eine Funktion der Di-
stanz zwischen ihnen. Als Maf} fiir diese Varianz in Ab-
hingigkeit der Distanz wird die sog. Semivarianz y ver-
wendet, die sich anhand der Héhenunterschiede samtli-
cher paarweise verglichener Beobachtungspunkte be-
stimmen ldf3t und in einem Variogramm dargestellt wer-
den kann (Figur 2). Im Variogramm wird die Semiva-
rianz v als Funktion der Distanz zwischen benachbarten
Standorten ausgedriickt, und die darin enthaltene Infor-
mation wird nun dazu verwendet, optimale Gewichte fiir
die Interpolation zu bestimmen.
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Die Figur 2 stellt ein typisches experimentelles Vario-
gramm fiir Bodendaten dar. Die empirisch festgestellten
Semivarianzwerte fiir alle Paare von Beobachtungspunk-
ten sind in Abhingigkeit von ihrer Distanz vorerst ins
Diagramm eingetragen und dann durch eine passende
Kurve ersetzt worden. In dieser Kurve sind folgende
wichtige Elemente festzuhalten. Erstens flacht sich die
Kurve bei einem groBien Wert der Distanz h ab. Dieser
horizontale Teil der Kurve wird als Schwellenwert (engl.
sill)bezeichnet, die Stelle aufder X-Achse, an der die Kur-
ve abflacht, als Reichweite(engl. range). Zweitens steigt in-
nerhalb der Reichweite die Kurve kontinuierlich an und
beschreibt so die Abhdngigkeit der Semivarianz v von
der Distanz h. Je ndher zwei Raumpunkte beieinander-
liegen, um so dhnlicher sind sie sich; das bedeutet, daf3
nahe gelegene Datenpunkte flir die Interpolation ein gro-
Beres Gewicht erhalten sollen. Jenseits der Reichweite
wird aber die Schitzung der Varianz der Differenzen un-
abhingig von der Distanz oder - in anderen Worten aus-
gedriickt - konnen Datenpunkte, die von einem zu inter-
polierenden Punkt weiter entfernt sind als die Reichwei-
te, keinen sinnvollen Beitrag fiir die Schatzung seines
Wertes leisten. Die Reichweite gibt also Auskunft tber
die Grofe des Suchfeldes fiir Datenpunkte, die fur die In-
terpolation verwendet werden sollen. Als drittes Merk-
mal zeigt die Figur 2, daf} die modellierte Kurve nicht
durch den Systemursprung geht, sondern die Y-Achse an
einem positiven Wert C,, der sog. Nuggetvarianz (engl.
nugget), trifft. An sich sollte die Semivarianz vy fir h=0
verschwinden, doch die empirisch bestimmte Kurve
weicht von diesem idealen Verhalten wegen der zufalli-
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gen Fehler oder des Rauschens ab. Die Nuggetvarianz
gibt uns also eine Schatzung flir die zufdllig verteilte Rest-
varianz €”. Es handelt sich um die Varianz, die auf Mef}-
fehler und kleinrdumige Variationen zuriickzufiihren ist,
die aufgrund der Abstédnde der Stichprobenpunkte nicht
erkldrt werden kénnen.

Die Form des Variogramms ist sehr bedeutsam; sie hangt
auch ab von der Methode, mit der es berechnet wird. In
der Praxis werden oft sphirische oder exponentielle Mo-
delle, aber auch lineare, zirkuldre oder Gaufische Model-
le verwendet (Details s. JOURNEL und HUIJBREGTS 1978).
Die Form des Variogramms modelliert die raumliche
Abhingigkeit zwischen den Datenpunkten als Funktion
ihrer Distanz. Diese Funktion ist ein Analogon zur inver-
sen Distanzfunktion, aber sie ist aus den erfafiten Daten-
punkten abgeleitet worden. Die Variogrammfunktion lie-
fert deshalb die beste lokale Schitzung fiir die Gewich-
tung bei der Vorhersage der lokalen Mittelwerte.
Kriging ist eine exakte Interpolationsmethode, d.h., sie
kann fiir die Schitzung von Einzelpunkten eingesetzt
werden (Punkt-Kriging). Oft ist es aber sinnvoller, lokale
Mittel fiir ein Gebiet, d. h. mittlere Werte flir Fldchenein-
heiten oder Rasterzellen zu schitzen (Block-Kriging),
die dann zur kartographischen Modellierung mit ande-
ren Dateien kombiniert werden kdnnen. Fiir Block-Kri-
ging gilt fiir die Vorhersage des Wertes Z(X,) fiir ein Ge-
biet B (Figur 3):

Z(XB = In\ Z(X))



Figur 3

wobei die Summe der Gewichte A, eins ist und die Ge-
wichte A, so gewdhlt werden, daf3 die Schatzung von
Z(X,) unverfilscht und die Varianz og? des Blockmittels
minimal ist (d.h. kleiner als jede andere Linearkombina-
tion der beobachteten Werte).

Fiir die Berechnung der Gewichte A, werden die Semiva-
rianzen v des Variogramms verwendet, wobei Werte flr
samtliche Kombinationen der beriicksichtigten Daten-
punkte v(X;, X)), der Distanzen zwischen Datenpunkten
und Blockmitte v(X;,X;) wie auch die mittlere Varianz
v(X;,Xp) innerhalb des Blocks B berlicksichtigt werden.
Die geschétzten Varianzen sind beim Block-Kriging in
der Regel bedeutend kleiner als beim Punkt-Kriging, da
die blockinterne Varianz subtrahiert werden kann.
Falls die Nuggetvarianz €”die lokale Variation des expe-
rimentellen Variogramms so dominiert, daf3 die Kurve
im Bereich der Reichweite nicht signifikant ansteigt, so
sind die Daten so schlecht, daf} eine Interpolation nicht
sinnvollist. In dieser Situation stellt die Horizontalebene
auf der Hohe des Mittels aller Datenpunkte die beste
Schéatzung fiir die Oberfldche dar. Falls das Variogramm
fiir alle Richtungen im Raum Giiltigkeit besitzt, wird es
als isotropisch bezeichnet. Vermutet man richtungsab-
hdngig unterschiedliches Verhalten der Daten, kann filir
verschiedene Richtungen je ein Variogramm berechnet
werden (z.B. fur N-S- und E-W-Richtungen). Diese Va-
riogramme geben Auskunft iiber die Form und Orientie-
rung der Fenster, anhand deren die Punkte fiir die Inter-
polation ausgewéhlt werden sollen.

3. Anwendungen und weiterfilhrende Konzepte
In kartographischen Anwendungen sollen oft, ausge-

hend von einer Anzahl von Stichprobenpunkten (frei
oder in einem Raster angeordnet), Werte fiir die Zwi-

schenbereiche geschitzt werden, die dann als (feiner)
Raster oder mit Hilfe von Isolinien dargestellt werden.
Neben der Kartierung der interpolierten Oberfldche
selbst ermoglicht es aber das Kriging auch, die Schat-
zungswerte der Varianz o? kartographisch darzustellen,
also Aussagen Uber die Zuverlissigkeit der Interpolation
zu machen. Figur 4 zeigt das Resultat einer Interpolation
mit Block-Kriging fiir den prozentualen Sandanteil einer
Farmvon 750mx=750min Alberta, Canada (MAC MILLAN
1987). Die Originaldaten wurden in einem 60-m-Raster
erhoben (dargestellt durch Sternsymbole); daraus wurde
ein 30-m-Raster interpoliert und mit einem Isolinienpro-
gramm dargestellt (Figur 4a). Figur 4b zeigt die Schit-
zung der Interpolationsfehler; diese sind in der Ndhe der
Datenpunkte minimal und wachsen stark an in den Ge-
bieten, wo Datenpunkte fehlen (NE- und NW-Ecken).
In Geographischen Informationssystemen sind in der
Regel mehrere Datenebenen mit unterschiedlichen Da-
tencharakteristiken abgespeichert. So kann eine Infor-
mationsebene U mit einer geringen Zahl von Daten-
punkten erfaf3t worden sein, da die Datenerfassung auf-
wendig und teuer ist, wahrend fiir eine andere Ebene V
ein engeres Maschennetz von Erfassungspunkten vor-
liegt. Falls U und V miteinander korreliert sind, kann die
Information aus V dazu verwendet werden, die Interpo-
lation U zu verbessern. Dieses Verfahren wird als Co-Kri-
ging bezeichnet. Es verwendet Informationen aus den
Variogrammen der beiden Ebenen U und V und model-
liert in einem Co-Variogramm die gemeinsame Co-Varia-
tion beider Variablen (MCBRATNEY und WEBSTER 1983).
LEENAERS ET AL. (1989) kartierten mit Hilfe von Co-Kri-
ging die Schwermetallanteile (Cadmium, Blei und Zink)
des Oberbodens des Einzugsgebietes der Geul in Siiden
der Niederlande. Die Schwermetalle wurden durch
Schwemmprozesse aus Minen der Einzugsgebiete in die
Schwemmebene transportiert. Da diese Verunreinigun-
gen an feine Sedimentpartikel angelagert sind, werden sie
nur sehr langsam aus der Suspension entlassen; folglich
besteht eine starke negative Korrelation zwischen der re-
lativen Hohe der Flufiebenen-Oberfliche und der
Schwermetallkonzentration. Die Resultate der aufwendi-
gen Laboruntersuchungen der Schwermetallkonzentra-
tionen konnten aufgewertet werden durch Co-Kriging
mit Hilfe von Héheninformationen aus der topographi-
schen Karte 1:10000. Schwermetalldaten des Oberbo-
dens wurden an 154 Stellen erhoben und mit Hilfe von
insgesamt 463 Oberflichenpunkten verarbeitet. Die Fi-
gur 5 zeigt, dafy mit Hilfe von Co-Kriging eine glattere
Fehleroberfliche der Zinkkonzentration mit geringeren
Schatzfehlern resultiert (Sb) als mit Kriging der Schwer-
metallwerte allein {(5a).

Methoden der optimalen Interpolation k6nnen auch ver-
wendet werden, um zu bestimmen, ob der Wert eines At-
tributes einen bestimmten Grenzwert ubertrifft oder
nicht. Mit Hilfe des sog. disjunktiven Kriging kdnnen ei-
nerseits bindre Karten (mit je einer Signatur fiir Gebiete
oberhalb und unterhalb des Grenzwertes) und ander-
seits Wahrscheinlichkeitsmatrizen fiir das Uberschreiten
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des Grenzwertes berechnet werden (WEBSTER und OLI-
VER 1989).

Da mit Hilfe von Kriging die Aussagen liber die rdumli-
che Verteilung der Fehlergrofle gemacht werden kdnnen,
kann man diese Methode auch zur Optimierung der
Stichprobenerhebung einsetzen. Ist das Variogramm be-
kannt, konnen daraus Strategien fir Auswahl der Daten-
punktkonfiguration zur Minimierung der Interpolations-
fehler abgeleitet werden. Fiir mehr Details siehe MCBRAT-
NEY ET AL. (1981).

Kriging-Verfahren finden schlie3lich bei der Analyse na-
tlirlicher Ressourcen innerhalb von Geographischen In-
formationssystemen eine wichtige Anwendung. In der
Regel werden mehrere Informationsebenen (XY, ...) -
oft in Rasterstruktur dargestellt - in einem GIS mit ma-
thematischen Modellen analysiert,indem aus Zellenwer-
ten der einzelnen Informationsebenen mit Hilfe von logi-
schen, arithmetischen oder anderen Operatoren eine
neue Variable U berechnet wird. Beispiele dazu sind die
Berechnung des Erosionspotentials oder von Anbau-
ertrigen aus Standortcharakteristiken eines Gebietes
(vgl. BURROUGH 1989, buMANSKI und ONOREI 1989). Oft
sind die Werte der Ursprungsdatenebenen nicht genau
bekannt, sondern Schitzungen, denen ein Fehlerterm
beigegeben ist (X+Ex, Y£ €Y, .. .). Fiir quantitative Va-
riablenebenen kann nun das Kriging die gewiinschten
Fehlerterme liefern. Fiir die Modellierung der Zielgrofie
U ist es wichtig, ebenfalls Anhaltspunkte iiber ihre Feh-

Block kriging
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Figur 4a

lergréBe (U+ €u) zu erhalten. Dazu mufl man neben der
Fehlergrofie der Originalebenen auch die Regeln der
Fehlerfortpflanzung der entsprechenden Verkniipfungs-
operationen kennen (BURROUGH 1986, HEUVELINK et al.
1989). Mit ihrer Hilfe kann nun nicht nur die Zuverldssig-
keit der resultierenden Variablen U insgesamt abge-
schatzt, sondern auch entschieden werden, wie diese al-
lenfalls verbessert werden kann. Sind die Fehler der Mo-
dellparameter zu grof3, so sollten diese mit mehr Daten
besser kalibriert werden. Liefert andererseits die Ober-
fliche einer bestimmten Informationsebene einen zu
grofien Beitrag zum Gesamtfehler, so sollte diese durch
zusdtzliches Datenmaterial verdichtet werden. Zur Ver-
besserung der Stichprobenstrategie kann wiederum das
entsprechende Variogramm wichtige Hinweise liefern.

4. Diskussion

Kriging ist eine anspruchsvolle Technik, die ein betracht-
liches Verstindnis der Geostatistik voraussetzt; deren
Anwendung lohnt sich aber sehr hdufig, da sie in der Re-
gel konsistentere Resultate mit geringeren Schéatzfehlern
bringt als Standard-Interpolationstechniken. Die Metho-
de basiert aufeiner Analyse der vorliegenden Daten, wo-
bei die wichtigsten Charakteristiken der Daten im Vario-
gramm zum Ausdruck kommen. Folgende Informatio-
nen sind darin enthalten:

Block kriging variance
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Figur 4b

4a) Kriging-Interpolation des prozentualen Sandanteils auf einen 30-m-Raster und Isolinieninterpolation mit Hilfe von Spline-
Glattung. Die originalen MeBstandorte sind durch einen Stern gekennzeichnet. 4b) Fehleroberflache zu Fig. 4a. Die Schétz-
fehler sind klein in der N&he der Datenpunkte (< 10%?2), wachsen aber in Gebieten ohne Datenwerte bis Uber 100%?2 an.
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5a) Fehleroberflache der Interpolation des Zinkanteils in der FluBebene, berechnet durch einfaches Kriging. Im Bereich ge-
ringer Stichprobendichten Ubersteigen die Fehler 300000 mg/kg?2. 5b) Fehleroberflache des Zinkanteils in der FluBebene,
berechnet mit Co-Kriging mit zusatzlichen Hohendaten. Der durchschnittliche Fehler wird um 50000 mg/kg? reduziert, der
maximale Fehler betragt noch rund 200000 mg/kg2.
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a) Angaben, ob die Interpolation liberhaupt sinnvoll ist
(Grofle der Nuggetvarianz),

b) Richtungsabhédngigkeit der Variation,

¢) Grofle des Bereiches, innerhalb dessen die Daten-
punkte flr die Interpolation beigezogen werden sol-
len und

d) Information zur Bestimmung der Gewichte fiir eine
optimale Schédtzung der Attributwerte.

Die wichtigsten Vorteile des Kriging fiir den Einsatz mit
Geographischen Informationssystemen liegen einerseits
bei der Méglichkeit, die Interpolation zu optimieren, und
andererseits bei der Tatsache, dafl man Wahrscheinlich-
keits- und Oberflichenfehlerkarten generieren kann.
Diese Fehleroberflichen sind besonders dann sinnvoll,
wenn interpolierte Daten flr die rdumliche Modellie-
rung in GIS verwendet werden. Sie sind unerldfllich fir
die Uberwachung der Fehlerfortpflanzung im Modellier-
prozef3.

Die meisten Kriging-Techniken sind bisher wegen ihrer
theoretischen Komplexitdt, namhafter Rechenansprii-
che und des Fehlens preisgiinstiger Programme nicht als
Standardsoftware in GIS integriert worden. Dies dndert
sich zurzeit, da jetzt gute und preisgiinstige Kriging-Soft-
ware angeboten wird (ENGLUND und SPARKS 1988).
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