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Fachteil

Computergestiitzte Moglichkeiten
fur die Ausgleichung
uberschussiger Information,
einschliesslich des Problems der
Lagerung des freien Netzes durch
Anfelderung

H.H. Schmid

Fir die statistische Behandlung von Uiberschiissiger Information wird ein universell
anwendbares Konzept vorgefiihrt, dessen praktische Anwendung allerdings vom
Einsatz der heute vorhandenen elektronischen Rechenkapazitat abhéangt. Die Ein-
beziehung von zusétzlichen Bedingungsgleichungen zwischen den Unbekannten
wird verallgemeinert, indem deren Aussagen wie Zufallsvariable behandelt werden.
Bei genligend universeller Interpretierung des angegebenen Algorithmus wird da-
mit die Verschmelzung von verschiedenen Messanordnungen und die Einbe-
ziehung von Pseudobeobachtungen erméglicht. Besondere Beachtung findet die
uberbestimmte Defektbeseitigung. Schliesslich wird die fiir die Bildmessung be-
sonders wichtige Methode der Anfelderung des freien Netzes im Zusammenhang
mit den Prinzipien der klassischen Ausgleichung erortert.

En vue du traitement statistique d’informations surabondantes, I'auteur décrit une
méthode universelle dont 'emploi pratique suppose toutefois la mise en oeuvre de la
capacité de calcul électronique disponible actuellement. L’intégration d’équations
de condition supplémentaires entre les inconnues est généralisée, en ce sens que
leurs données sont traitées comme variables aléatoires. Par une interprétation suf-
fisamment universelle de I'algorithme spécifié, la fusion de dispositions de mesurage
différentes et la prise en compte de pseudo-observations sont rendues possible. Une
attention particuliére est accordée a I'élimination surdéterminée de conditions en
défaut. Finalement I'auteur traite la méthode d’ajustement par zones du canevas lib-
re, méthode particuliérement importante en photogrammétrie, en liaison avec les
principes de la compensation classique.

In VPK 2/86 wurde aufgrund des mathe-
matischen Modells einer Messanord-
nung die eindeutige L&sung diskutiert.
Hier soll nun die Verarbeitung von tGber-
schussiger Information betrachtet wer-
den. Zunachst sollen einige Bemerkun-
gen zur Bedeutung zusétzlicher Daten
gemacht werden.

Im mathematischen Modell (siehe vorhe-
rigen Artikel = s.v.A.) wurden funktionale
Beziehungen zwischen mathemati-
schen Parametern aufgestellt. Diese Pa-
rameter bezeichnen dabei idealisierte
Grossen der physikalischen Wirklich-
keit, gekennzeichnet durch die Tatsa-
che, dass sie die aufgestellten Funktio-
nen widerspruchslos erfillen. Die An-
passung des mathematischen Modells

Das Zeichen ~ signalisiert eine Zufallsvariable
und wird gebraucht, wenn seine Anwendung der
Erklarung forderlich ist.
Die Bezifferung der Formeln ist fortlaufend vom
Artikel im vorigen Heft.
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an die physikalische Wirklichkeit, d.h.
der Ubergang vom mathematischen zum
stochastischen Modell wird grundsatz-
lich noétig, weil die im mathematischen
Modell auftretenden idealisierten, d.h.
fehlerfreien Grossen L. durch Mes-
sungen ersetzt werden, die immer zu-
mindest mit unregelméassigen Fehlern
behaftet sind.D.h.dieMessdaten ¢ sind
Zufallsvariable, gekennzeichnet durch
spezifische Qualitdtsangaben, wie sie
durch eine entsprechende Varianz-Ko-
varianz-Matrix ¢, bzw. in einfachen
Fallen mit einer nur diagonal besetzten
Gewichtsmatrix P ausgedruckt wer-
den. Dabei gilt: o, P,. Da die zu bestim-
menden Parameter, die U - Gréssen im
mathematischen Modell, als Funktionen
der Messgrossen aufgefasst werden
kénnen, werden sie als Zufallsvariable
berechnet. Diese Situation erfahrt auch
keine grundsétzliche Anderung, wenn
sich die Beseitigung eines Defektes als
notig erweist, da die dazu einzufihrende

zusatzliche Information, von wenigen
meist theoretischen Fallen abgesehen,
den Charakter von Zufallsvariablen hat.
Aufgrund der heutzutage vorhandenen
Rechenkapazitaten mit der Verwendung
von elektronischen Rechnern kann die
bis jetzt in ihren Grundzligen angegebe-
ne statistische Datenverarbeitung dko-
nomisch zum Einsatz kommen.
Insoweit, als die Messungen nur von zu-
falligem normalverteiltem Rauschen be-
haftet sind und mitdem entsprechenden
stochastischen Modell keine zusatzli-
chen Widerspriche eingeftihrt werden,
erhalt man mit der klassischen Ausglei-
chung nach der Methode der kleinsten
Quadrate ein Werkzeug, dessen Anwen-
dung im Einklang mit gewissen statisti-
schen Annahmen ist. Gerade das nun-
mehr zur Verfligung stehende Rechen-
potential hat jedoch zu einer Erweite-
rung der Problemstellung der statisti-
schen Auswertung Anlass gegeben.
Das dabei eingeflihrte Konzept geht von
der Annahme aus, dass die im stochasti-
schen Modell auftretenden Widerspru-
che neben den aus dem Linearisie-
rungsprozess hervorgehenden Anteilen
nicht nur das normalverteilte Rauschen
der Messungen enthalten, sondernauch
von vorhandenen Unstimmigkeiten im
mathematischen Modell einer spezifi-
schen Messanordnung herriihren. Es
handelt sich dabei um den Einfluss sog.
systematischer Fehler, die z.B. auch un-
ter der Gultigkeit der Annahme von feh-
lerfreien Messgréssen L im mathemati-
schen Modell zu Widerspruchsanteilen
fuhren. Diese Systematik einerinkorrek-
ten Simulierung der Messanordnung
kann durch einen jeden der im y -Vek-
tor vorkommenden - oder eben auch
nicht vorkommenden - Parameter ent-
stehen. Die Situation ist nicht mit dem
Einfluss grober Messfehler zu erkléren,
obwohl vor allem beim Vorhandensein
von relativ vielen kleinen, aber dennoch
groben Messfehlern deren Auswirkung
im Vektor der Widersprtiche durchaus
ahnlich sein kann. Auch dieses fur die
Praxis wichtige Problemwurde dank des
heute zur Verfiigung stehenden Re-
chenpotentials von verschiedenen
Autoren zT. erfolgreich aufgegriffen. Das
erste Problem, systematischer Fehler
betreffend, lauft auf die notwendige Ver-
besserung des mathematischen Mo-
dells hinaus. Aufgrund der Komplexitat
einer physikalisch signifikanten Lésung
versucht man zuweilen das Ziel mit «Zu-
satzparametern» zu erreichen. Dabei
wird angestrebt, die v o,'v, zu verrin-
gern. Oft wird der Tatsache wenig Be-
achtung geschenkt, dass das Ziel einer
korrekten Datenauswertung nichtin der
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Produktion von méglichst kleinen Ver-
besserungen v, zu sehen ist, sondern
in der Bestimmung der wahrscheinlich-
sten Werte der freien Variablen Y mit
realistischen mittleren Fehlern. Diese
werden bei einer bestimmten Anzahl
Uberschussiger Informationsbits be-
kanntlich durch das Produkt aus dem
mittleren Fehler der Gewichtseinheit m,
—einerFunktionder v, - Werte —undder
Inversen des entsprechenden Normal-
gleichungssystems, also der Q. - Ma-
trix berechnet. Stellt m, auf der Ein-
gangsseite des Messystems eine von
physikalischen Gegebenheiten abhén-
gigeGrossedar, soistdie Q,, -Matrixein
Ausdruck, der die Propagation des mit
m,charakterisierten Rauschens in der
Messanordnung angibt. Gelegentlich
wird die Verkleinerung des m.-Wertes
als Folge von Zusatzparametern im ma-
thematischen Modell zu einer Ver-
schlechterung der Fehlerfortpflanzung
fuhren, die in der entsprechenden Q.. -
Matrix zum Ausdruck kommt. Somit
muss das Produkt der beiden unter Be-
tracht stehenden Gréssen und damit die
mittleren Fehler der zu bestimmenden

Unbekannten nicht nétigerweise gun-
stig beeinflusst werden. Die Bildtriangu-
lation liefert dazu ein Beispiel. DurchUn-
tersuchungen am eindeutigen Modell
(s.v.A.) kann man nachweisen, dass die
geometrische Strenge der rdumlichen
Bildtriangulation aufgrund der Schnitt-
bedingung homologer Strahlenimallge-
meinen eher schwach ist. Durch unge-
eignete, mehr oder weniger willkirlich
gewahlte Zusatzparameter, die sehr
wohl den v, o;'v, -Betrag verringern
kénnen, kann sich vor allem die sich auf
die Objektkoordinaten beziehende Q,,
verschlechtern, wodurch sich eine
grossraumige Modelldeformation erge-
ben kann. Die Aussage, dass die eben
erwahnte Auswertetechnik um so bes-
sere Resultate liefert, je geringer die An-
zahl der unabhéngig eingefiihrten Pass-
punkteist, deutetm.M.n. auf eine derarti-
ge unerwinschte Reaktion gewisser
Auswertealgorithmen hin. Es ist also
Vorsicht geboten bei der Anwendung
unorthodoxer statistischer Methoden.
Sie kénnen unter Umstanden lediglich
eine sensationell erscheinende Opti-
mierung der erzielten Genauigkeit vor-
tauschen. Verallgemeinert und etwas
plump ausgedrickt, muss man sich als
Messingenieur immer dariuber im klaren
sein, dass man aufgrund von statistisch-
mathematischen Manipulationen aus
«Dreck kein Gold» machen kann.

Fur die klassische Ausgleichung bietet
sich zunéchst ein einfach abzuleitender
Algorithmus an.
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Ausgehend von der linearisierten Form
des mathematischen Modells:

SFy)
SL

SFiy)
su

F(L,U)+

}A =0
U
(s.v.A. Formel 2)

}AL+
r

erhalt man mit der Substitution:L=0+v,
das linearisierte stochastische Modell:

. [sFy]  [sFy)]
AUNES 06
EU)"‘{SL \A LBU JA,U O()
t u
Mit offensichtlichen Bezeichnungen er-
geben sich die sog. Beobachtungsglei-
chungen:

Av,+B AU =w, (6)

Den Gleichungen (6) ist eineo-'el—Matrix
zugeordnet.

Da die Anzahl der zu bestimmenden
Grdssen immer grosser als die Anzahl
der Beobachtungsgleichungen ist,
muss, um zu einer Lésung zu gelangen,
eine Nebenbedingung eingefuhrt wer-
den. Bei normalverteiltem Rauschen
verwendet man bei der Anwendung der
Methode der kleinsten Quadrate:

v, 0.V, = Min. (7)

Im Einklang damit ist die Laplace Funk-
tion:

® = v, o'y, - 2K
(Av,+BAU-w) ®

Die Differenzierung von (8) nach v, u.
AU ergibt, wenn jede Gleichung auf-
grund der Minimumbedingung gleich
Null gesetzt wird:

-o'v, + Ak, =0 9)
B'k, =0 (10)

Aus (6), (9) und (10) ergibt sich das Sy-
stem:

aus (9 - T
©) B 1Az

aus (6)

aus (10) B"

Die Koeffizienten-Matrix in (11) hat das
Format (n+r+u)x (n+r+u), wobein=
Anzahl der Beobachtungen £ und somit
der v, , r = Anzahl der Beobach-
tungsgleichungen und damit der Korre-
laten k, und AU = Anzahl der Unbe-
kannten U bzw. deren Verbesserungen
AU ist.

Reinformell wird mit der Invertierung der
quadratischen Koeffizienten-Matrix die
Losung firdie v, , kund AU -Gréssen
erhalten. Die invertierte Matrix hat dabei
die Bedeutung einer Q-Matrix fir alle
berechneten Gréssen.

Ferner ergibt sich der Gewichtseinheit-
fehler nach der Ausgleichung zu:

T -1 3
i 2 [:VE Te Ve }

n-u (12)

Rechentechnische Vereinfachungen in
bezug aufdas Format des zuinvertieren-
den Systems ergeben sich mit der Elimi-
nierung des v,-Vektors zu:

AcA| B

. (13)
B AU

und nach weiterer Eliminierung von k,
erhélt man:

B (Ao A BAU -
BlAc AW, - W

Mit tblichen Bezeichnungen erhalt man
mit (14) das sog. Normalgleichungssy-
stem der vermittelnden Ausgleichung.

aus (11)

(14)

N, AU = w; (15)

-1

oder AU =N 'w; = Qu w, (16)

Der grundsatzliche Algorithmus des
klassischen Ausgleichsproblemsistda-
mit vorgeflhrt.

Nun ergab sich (im v.A) bei der Betrach-
tung der eindeutigen Lésung aufgrund
des mathematischen Modells eine fur
die Praxis wichtige Folgerung. Beim Vor-
handensein eines Defektes im System
(6) sind die abgeleiteten Systeme (11),
(13) oder (15) singular, unabhéngig von
der Anzahl r der vorhandenen Beobach-
tungsgleichungen. Man kann in einem
solchen Fall fur dieses singulare Glei-
chungssystem die Bezeichnung «Freies
Netz» einfuhren. Die Lésung, die man
dann als die Lagerung des freien Netzes
ansehen kann und die bei eindeutiger
Lagerung gleichbedeutend ist mit der
eindeutigen Defektbeseitigung, wird
durch die Einfilhrung von zusétzlicher
Information von aussen her erreicht.
Liegen im ursprunglichen Modell der
Messanordnung ausschliesslich un-
orientierte raumliche Richtungen vor -
wie bei der Bildmessung -, ist der Rang
des Defektes bekanntlich gleich sieben.
Natirlich kénnen auch mehr Informa-
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tionsbids, als zur eindeutigen Defektbe-
seitigung nétig sind, zur Verfligung ste-
hen. Damit wird das Problem der Defekt-
beseitigung, also die Lagerung des
freien Netzes, zu einer zuséatzlichen Aus-
gleichsaufgabe, die im Zusammenhang
mit dem bereits vorgefiuhrten Algorith-
mus geldst werden muss.

Dieses Problem kann unter der Annah-
me behandelt werden, dass zusatzlich
zu den Beobachtungsgleichungen (6)
gewisse als Bedingungsgleichungen
bezeichnete Ausdriicke in bezug auf die
zu bestimmenden Unbekannten vorhan-
den sind. Entsprechend wird als allge-
meines Problem der Ausgleichsrech-
nung oft die «vermittelnde Ausgleichung
mit Bedingungsgleichungen zwischen
den Unbekannten» genannt. Hier soll die
damit angesprochene Problematik ver-
allgemeinert werden mit der Annahme,
dass die Aussage erwahnter Bedin-
gungsgleichungen im Einklang mit einer
entsprechenden o -Matrix als verbes-
serungswiirdig betrachtet werden soll.
Solche Bedingungsgleichungen kén-
nen mit G (U) =h (17)
eingefuhrt werden, wobei sich die Be-
zeichnung U zumindest auf einen Teil
der Unbekannten des freien Netzes be-
zieht.

Wiederum mit Taylorreihenlinearisie-
rung erhélt man aus (17)

G(U)+ {SG(U)W AU=h
sU v

d
und mit[8—;':‘[—ljj—)Jﬁacsowieh—G(U")= w, (19)

(18)

erhélt man die linearisierte
Form: C AU = w,

(20)

Gibt die Aussage w, zu Verbesserungen
Anlass, z.B. wenn h ein Vektor gemes-
sener Grdssen ist, denen eine entspre-
chende o7 zukommt, so erhalt man
einen Ausdruck, der formal den Be-
obachtungsgleichungen (6) entspricht:

(21)

o, muss natlrlich eine normalisierte
Varianz-Kovarianz-Matrix sein.
Die zu erftillende Nebenbedingung

C AU =w+v, mit o =0,

(22)

ist mit der erweiterten Laplace Funktion
d vertraglich.
b =

(v,&,'V, + Va'v) =Min.

v o'y, + v oty — 2k (Av, +B AU -w,)
~2K (A v+ C AU -w) (23)
Mit der Differentation von (23) nach v, ,

Ve und AU sowie der Gleichsetzung
dieser Ausdricke zu Null, erhalt man:

50 4

sV, = "% Ve * Ak, =0 (24)
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5 » T
v, = i W, & A k., =0 (25
B2 _ Bk 4+ Ck -0 (26

8 AU

Zusammen mit den urspringlichen
Beobachtungsgleichungen (6) und den
in allgemeiner Form als

A.v.+C AU = w, (27)
anéeschriebenen Bedingungsgleichun-
gen (21) ergibt sich das System:

aus (24);‘TAY,;“T—; "* ?
aus (6) | A, ‘BT” T" T’
aus(26) |8  C _iAU}:ﬁj(ze)
aus (27) ¢ AA;:"" 7
aus (25)[7? l WE,.[‘"C Lﬁvj E

oder nach Eliminierung von vy, , k[
und v, erhélt man unter Berticksichti-
gung von (14):

-BlA,5,AB  C' M

c | AcAl K | w

L )

*
_wt

(29)

und mitder in (15) eingefuhrten Bezeich-
nung:

FN bedeutet: Freies Netz

Aus der Gleichung (21) folgt, dass in dem
unter Betracht stehenden Fall A = -
ist. Damit wird (30) zu:

N, ¢ | au |w
| = &)
C |- | |k| | ™

Die Zusatzinformation im Sinne von (17)
bzw. (21) wird also eingeflihrt,indem man
das Normalgleichungssystem des freien
Netzes (15) mit den Bedingungsglei-
chungen (20) randert und den noch frei-
bleibenden Diagonalraum mit dero; -
Matrix geméass Form (31) besetzt.
Nach Elimination des k, -Vektors er-
gibt sich:
(NFN“I“ C c-CE{C) Al‘J = L

(W, +C o, W)
Der Ausdruck (32) kann auch mit offen-
sichtlicher Bezeichnung geschrieben
werdenals N AU = w (83)

(32)

wobei N'=Q,, ist.

Interpretiert man die Gleichungen (21)
als Beobachtungsgleichungen und fugt
sie von vornherein den Beobachtungs-
gleichungen (6) hinzu, kann man N

und w ,d.h.dasGleichungssystem (33)
auch mit dem konventionellen Aus-
gleichsalgorithmus direkt erhalten. -

Sindim h -Vektor [vgl. (17)] keine direkt
gemessene Grossen vorhanden, son-
dern bezieht sich die Zusatzinformation
auf vorgegebene U -Werte, so wird h
nach (17) bzw. w, nach (19) berechnet.
Zweckméassig verwendet man dabei als
Annéherungswerte U® = U

Mit G(U°) =G (U) - h (34)
wird nach (19) w, =0 (35)
Mit (35) wird auf der rechten Seite in (32)
(zumindest in der ersten Iterations-
schleife) der Vektor der Absolutglieder
zu We* ;

Bei solchen Bedingungsgleichungen ist
die Matrix o, im Einklang mit dem all-
gemeinen Fehlerfortpflanzungsgesetz
zu berechnen mit

o, = Co C (36)

Beziehen sich die zusatzlichen Bedin-
gungsgleichungen (21) ausschliesslich
aufvorgegebene U -Werte, soistC = |
Aus (36) folgt dann
o = g (37)

Man erhalt dann fur (32) die einfache und
fur die Praxis besonders geeignete
Form:

(Ny +o7) AU = w, (38)
Fur diemit U gestiitzten U -Parame-
ter nimmt bei der Auflésung des Sy-
stems (38) der entsprechende AU -
Vektoranteil die Bedeutung eines v, -
Vektors an. Der soweit vorgefuihrte Algo-
rithmus entspricht einer Ein-Schritt-L6-
sung nach den Gesichtspunkten der
strengen Ausgleichung aufgrund der
Nebenbedingung (22).
Der Formelaufbau ist in Ubereinstim-
mung mit der z.B. in Mitteilungen IGP (In-
stitut fur Geodasie und Photogramme-
trie) Nr. 22 (1978) aufgefihrten Lésung
fur die Verschmelzung der Normalglei-
chungssysteme mehrerer Messanord-
nungen bzw. dem Inhalt des in Bildmes-
sung und Luftbildwesen Nrn. 3 und 4
1965 verdffentlichten Beitrags fur die
Auswertung von hybriden Messanord-
nungen durch strenge Ausgleichung.
Die Lésung gehoért zu dem Problem-
kreis, der heute als kombinierte Ausglei-
chung - auch in der Bildmessung - Be-
achtung findet.
Die Anordnung (31) bietet sich als Basis
fur eine allgemeine Lésung an, voraus-
gesetzt, ihre Anwendungsmdéglichkeit
wird vielseitig genug interpretiert.
Wie bereits erklart, fiuhren die sich auf

81



Domaine

die Messungen { beziehenden Beob-
achtungsgleichungen zu dem Normal-
gleichungssystem N, [vgl. (15)]. Im
Falle, dass andere Typen von Messgros-
sen m zur Verfigung stehen, die tUber
eine entsprechendes mathematisches
Modell zu der Bestimmung von zumin-
dest einem oder einigender U -Parame-
ter der ersten Messanordnung beitra-
gen, ist dann das entsprechende Nor-
malgleichungssystem N . Das endgiil-
tige Normalgleichungssystem N . ergibt
sich mit:

N - N, +N, (39)

wobei der entsprechende Absolutglied-
Vektor berechnet wird mit:

W= W oew, (40)
Allgemein kann man schreiben:

>N AU = ) w (41)
i1 =1

Alle AU-Werte, die in einer spezifischen
Messanordnung nicht vorhanden sind,
mussen natdrlich mit Null-Wertenan den
entsprechenden Stellen des Teilsy-
stems besetzt werden. Ferner missen
die einzelnen o -Matrizen, die den
Gruppen der spezifischen Beobach-
tungsgleichungen zugehéren, als nor-
malisierte Varianz-Kovarianz-Matrizen
eingefihrt werden, d.h. sie missen sich
auf eine a priori als Gewichtseinheit an-
genommene m,-Grosse beziehen. An
dieser Stelle der Betrachtungen soll be-
tont werden, dass in dem Vorgang der
Normalisierung der einzelnen o Va-
rianz-Kovarianz-Matrizen die eigentli-
che Schwierigkeit in der gemeinsamen
Behandlung von verschiedenartigen
Messgrdssen bzw. die Einbeziehung von
«Pseudobeobachtungen» in einen ge-
meinsamen Auswertealgorithmus zu se-
hen ist.

Bei den hier besonders interessieren-
den Messverfahren ist auch bei der Be-
ricksichtigung verschiedener Typen
von Messgréssen das resultierende Ge-
samtsystem der Normalgleichungen
singular. Es ist von einem Defekt behaf-
tet, dessen Rang von den geometri-
schen Eigenschaften der vorkommen-
den Messgréssen abhangig ist. Die im
endgultigen Normalgleichungssystem
zum Ausdruck kommende Geometrie
bezieht sich weiterhin auf die innere
Geometrie des zu vermessenden Objek-
tes, d.h. auf eine Figuration im Nullraum,
die nicht zu einem spezifischen Bezugs-
system in Verbindung steht und hier die
Bezeichnung «Freies Netz» tragt. Flr die
somit notig werdende Defektbeseiti-
gung ist die Verwendung des Systems
(31) aufgrund seiner vorerwéhnten An-
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passungsfahigkeit gut geeignet. So wer-
den von diesem Algorithmus Probleme
statistisch korrekt bedient, wie sie mit
der Bereitstellung von Passpunktinfor-
mation praktisch immer auftreten. Es
kénnen auch Funktionen von U; -Wer-
ten als Stutzinformation vorgegeben
sein. Logischerweise kénnen auch Be-
dingungen zwischen den zu bestimmen-
den Unbekannten in dieser Art und Wei-
se berucksichtigt werden, wie z.B. sol-
che, welche die gewichtete Gleichset-
zung von Hohen gewisser Punkte zum
Ziel haben, oder es kann sich auch um
die funktionelle Zuordnung von gewis-
sen zu bestimmenden Punkten zu Gera-
den oderanderen geometrischen Struk-
turen handeln. Wichtig dabei ist, dass
die Aussagen dieser zusatzlichen Be-
dingungsgleichungen als Zufallsvaria-
ble behandelt werden k&énnen, deren
Qualitat durch entsprechende, naturlich
auch wieder zu normalisierende Va-
rianz-Kovarianz-Matrizen zum Aus-
druck gebracht wird.

Auch hier,wieimFall der eindeutigen L6-
sung (s.v.A.), kann die Eliminierung von
gewissen Gruppen der Unbekannten
z.B. aus rechen-6konomischen Grin-
den praktisch sein, um das Format der
zu invertierenden Matrix méglichst klein
zu halten. Ein solcher Schritt darf aber
nur nach der Einfihrung der Bedin-
gungsgleichungen vorgenommen wer-
den, um den Prozess der Einfihrung der
Stutzinformation nicht durch zu frihe
Eliminierung von Unbekannten in seiner
Universalitat zu beschranken.

Die vorgefuihrte Loésung hat den Zweck,
geometrisch ausgedrickt, das freie
Netz in bezug auf seine Form und Orien-
tierung zu einem vorgegebenen Koordi-
natensystem zu lagern und eventuell
eine Massstabsanpassung vorzuneh-
men. Die Lésung wird in Ubereinstim-
mung mit dem Prinzip der Methode der
kleinsten Quadrate, d.h. unter Beruck-
sichtigung der Nebenbedingung (22) er-
halten. Die vor allem zur iberbestimmten
Defektbeseitigung von aussen einge-
fuhrte Stutzinformation, die sich mei-
stens auf U -Werte bezieht, wird als
Pseudobeobachtungen den eigentli-
chen Messgrossen zur Seite gestellt. Ei-
ne solche Lésung erscheint gerechtfer-
tigt, solange das Rauschen der Beob-
achtungen als auch das Rauschen der
Pseudomessungen normal verteilt ist.
Unter dieser Voraussetzung erhélt man
als Resultat die wahrscheinlichsten
Werte der berechneten Parameter und
deren mittlere Fehler.

In der Praxis ist die Berechtigung der

Anwendung dieser Methode - vor allem
in der Bildmessung - ungltcklicherwei-

se oft fraglich. Der Grund liegt in der Tat-
sache, dass die einzelnen Informations-
pakete, die zu der kombinierten Lésung
fuhren, unter sich nicht gentigend iber-
einstimmen. Vor allem sind in solchen
Fallen systematische Fehler in den spe-
zifischen mathematischen Modellen zu
vermuten, die in einer gemeinsamen L&-
sung zu Spannungen fuhren und als Fol-
ge zu unannehmbar grossen Verbesse-
rungen Anlass geben.

Um unter diesen Umstanden zu einem
Loésungskonzept zu gelangen, soll hier
zundchst eine Mehr-Schritt-Ausg-
leichslésung zum vorher behandelten
Problem einer strengen Ausgleichung
angefuhrt werden. Als erster Auswerte-
schritt wird eine eindeutige Lagerung
des freien Netzes vorgenommen. Die
grundsatzlich willkirliche Lésung U™
ist vom Ausgleichsprinzip her tiberein-
stimmend mit einer bedingten Ausglei-
chung. Dieser Auswerteschritt fiihrtalso
«nur» zur Ausgleichung des Rauschens
der normal verteilten Fehler der ur-
springlichen Beobachtungen und be-
einflusst somit nur die innere Geometrie
des zu vermessenden Objekts. Das er-
haltene Resultat muss daraufhin zu der
zusatzlich vorhandenen Stutzinforma-
tion in Beziehung gesetzt werden. Aus-
ser der Berechnung eines vom Prinzip
her einer klassischen Ausgleichung ent-
sprechenden Resultats soll dabei eine
Nebenldsung erhalten werden, welche
die innere Geometrie der im ersten L&-
sungsschritt erhaltenen Figuration nicht
veréandert. Das Resultat einer solchen
Nebenlésung wird allgemein als Anfel-
derung bezeichnet.

Grundsatzlich geht es darum, das will-
kirliche Bezugssystem, das im ersten
Ldsungsschritt bei der eindeutigen La-
gerung eingefiihrt wurde, auf den Be-
zugsrahmen der Statzinformation zu
transformieren. Insoweit die bestehende
Anordnung der U"-Parameter unter
sich nicht veréandert werden soll, darf es
sich nur um eine Transformation han-
deln, die sich ausschliesslich auf drei
Rotationen, drei Translationen und einen
Massstabsfaktor beschrankt. Das ma-
thematische Modell dieser Transforma-
tion ist fur eine Parametereinheit U :

Dls U +At -Us, =0 (42)

Dabei bezeichnet D eine sich auf drei
Rotationen beziehende Drehmatrix, At
einen raumlichen Translationsvektor
und s einen Massstabsfaktor. Das ent-
sprechende stochastische Modell ist
wiederum fur eine U L -Einheit:

DlIs(Ul+vy)+At -

(Us,+w,) =0 (43)
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Fachteil

Die Bezeichnung U; wird fur die Stutz-
werte gebraucht. Im allgemeinen Fall
geht es also darum, sich fur sieben
Transformationsparameter zu entschei-
den. Offensichtlich gibt es dafiir eine
praktisch unbegrenzte Vielheit mogli-
cher Transformationsgréssen. Deshalb
ist es unumgénglich, eine Nebenbedin-
gung einzufuhren, um eine eindeutige
quantitative Festlegung der sieben
Transformationsparameter p zu errei-
chen. Die Wahl der Form dieser Bedin-
gung ist grundsétzlich willkarlich. Diese
Feststellung ist fur die statistische Inter-
pretation des Resultates von Bedeu-
tung.

Ist die Annahme gerechtfertigt, dass in
der zur Auswertung anstehenden Mess-
anordnung nur normalverteiltes Rau-
schen vorkommt, ausgedrickt mit den
Varianz-Kovarianz-Matrizen ;. und

7, .istdiezuerfillende Nebenbedin-
gung:

viaolv = Min. (44)
W

u

* Vg, o,
Gelingt es aufgrund der gewahlten Ne-
benbedingung einen bestimmten Satz
von Transformationsparametern zu be-
stimmen, so wird die statistische Quali-
tat des Endresultates abh&ngig sein von
der Q. bzw.der o ausdem ersten
Lésungsschritt und der Auswirkung der
Q,, ,diesich beider Berechnung der
Transformationsparameter in bezug auf
die gewéhlte Nebenbedingung (44) er-
geben hat.
Der Algorithmus flr die Bestimmung der
Transformationsparameter folgt der in
der IGP-Mitteilung Nr. 23 (1978) be-
schriebenen Berechnungsmethode der
rdumlichen Koordinatentransformation
zweier unabhangiger Punkthaufen bei
strenger Ausgleichung.
Die folgende Skizze 1 zeigt den bisher
beschriebenen Ldsungsweg fir eine
Parametereinheit U; schematisch. Er
besteht als erster Schritt aus der ein-
deutigen Lagerung des freien Netzes
durch die Einfuhrung von fehlerfreier,
grundsétzlich willktrlicher, minimaler
Stutzinformation (Resultat: U” -Werte).
Als zweiter Auswerteschritt folgt die Be-
rechnung der Transformationsparame-
ter im Einklang mit der Nebenbedingung
(44). Der dritte Rechenschritt befasst
sich mit der Transformation der U" -Re-
sultate in die Endergebnisse.
Ist auch eine detaillierte Darstellung des
Anfelderungs-Algorithmus in dieser Ab-
handlung nicht vorgesehen, so sollen
vollstandigkeitshalber einige diesbe-
zugliche Bemerkungen gemacht wer-
den.
Wie bereits erwahnt, ist die Anwendung
einer Anfelderungslésung besonders
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fur den Fall geeignet, wenn entweder das
zum freien Netz fuhrende mathemati-
sche Modell bzw. die urspriinglichen
Messdaten und/oder die als Stiitzinfor-
mation bereitgestellten Parameter nicht
nur von normalverteiltem Rauschen be-
haftet sind, sondern zusétzliche syste-
matische Fehleranteile vorliegen, die
das Resultat einer strengen Ausglei-
chung ungiinstig beeinflussen. In der
Praxis wird fur die Lésung oft die Hel-
mert Anfelderung angewendet. Es han-
delt sich dabei um eine Einschrittlésung,
die sich auf die Form (31) stutzt.

Bei dieser Losung werden die Transfor-
mationsparameter nicht explizit be-
stimmt, sondern ihre Auswirkung wird
mit Bedingungsgleichungen in bezug
auf alle bei der Anfelderung beteiligten
Punkte bzw. auf die im Normalglei-
chungssystem des freien Netzes (15)
auftretenden entsprechenden AU -
Werte ausgedrickt. Die Helmertbedin-
gungen haben die Form von linearisier-
ten Bedingungsgleichungen (20). Im
Einklang mit den anfanglich gemachten
Bemerkungen handelt es sich dabei um
die Auswirkung von héchstens sieben
Transformationsparametern.

Deshalb treten bei der Helmertanfelde-
rung fir die Defektbeseitigung maximal
sieben Bedingungsgleichungen auf.
Folglich sind die in (21) auftretenden
v, -Werte alle gleich Null. Die in (31)
vorkommende 9¢ muss bei der klassi-
schen Helmertanfelderung mit o, - O
eingefihrt werden. Diese willkirliche
Massnahme ist, obgleich die Koeffizien-
tenmatrix der Bedingungsgleichungen
C # 0 ist, gleichbedeutend mit der
willkirlichen Annahme von o= O .
D.h. die Stiatzinformation U, wird bei
der Helmertanfelderung als fehlerfrei
angenommen. Damit wird die zu erfil-
lende Nebenbedingung zu: AA = Mi-
nimum (46) oder in etwas ausfihrlicher
Schreibweise ist die Zielfunktion (47)

® -) AA =Minimum (47)
i=1
Daraus folgt:
b =0 (48

& (drei Rotationen, drei Trans-
lationen, ein Massstabsfaktor)

als eindeutige (willktrliche)
Lagerung mit o= leo

NFN

Laus (Notoi,) AU =w, (37)

U, =U +AU
Die Losung ergibt auch Q
bzw. o, , wobei o, - m; Q ;- ist.

Anfelderungspunkt T
Tl

Die Losung ergibt auch \\\O/

Qg bzw. oy \{1\;
Es gilt: R
Spur derQ o, >Spur der Qua N

ﬁa'_‘ Resultat der Ausgleichung ~
nach der Transformation. U

Die Losung ergibt auch

Qi bzw. o

Nebenbedingung:
v, o, 'V, = Min.

(\'Ic= Verbesserungen im Sinne
der bedingten Ausgleichung)

Nebenbedingung fir die Be-
stimmung der Transformations-
parameter aus (42)

(Vo v+ v o3t v, )= Min. (44)

Us, vorgegeben mit
Usts bzw. o

( Us bezeichnet Stitzwerte)
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Domaine

Durchgezogene Linien zeigen den L&-
sungsweg einer Ausgleichung an, ge-
strichelte Linien den einer Anfelderung.

Man erhéalt somit:

n

s& [ Al
3 (var) _Z {&vor,) Ay, +
r 8 A
L B(VOr)j\ -0
(49)
oder aus (49):
SAL A _
5 (var) A =0 (50)

i1

Die entsprechenden Gleichungen fiuh-
ren auf die sieben Helmertbedingungs-
gleichungen, welchen die Auswirkung
von drei Translationen, drei Rotationen
und einem Massstabsfaktor entspre-
chen. Mitdiesen ist geméass (31) dasNor-
malgleichungssystem des freien Netzes
zu randern und mit der oben erwdhnten
o, -Matrix zu erganzen. Aufgrund von
(50) istw, = Q

Die bei der Berechnung des Resultates
auftretende Inverse hat aufgrund der
oc = O eine Minimalspur, ist aber in
ihrer statistischen Bedeutung schwer zu
erklaren. Vgl. dazu Gotthardt, der
schreibt, dass «Genauigkeitsangaben
der mit der Helmertanfelderung gefun-
denen Werte sich nicht auf ein bequem
angebbares System beziehen, sondern
auf eine abstrakte Nebenbedingung».
Die hier im Grundséatzlichen vorgestell-
ten Lésungswege fur das Problem der
Anfelderung haben fur geodétische
Triangulationsaufgaben oft Bedeutung.
Ganz besonders gilt dies aber fur die
raumliche Bildtriangulation.
Soistdasklassische Verfahren der Ana-
log-Zweibildauswertung ein typisches
Mehr-Schritt-Verfahren und bezieht
sich im ersten Auswerteschritt, der sog.
Relativorientierung, auf die eindeutige
Lagerung der aus dem geometrischen
Inhalt der beiden unter Betracht stehen-
den Messbilder abgeleiteten Triangula-
tionsfiguration, die man sich als freies
Netz vorstellen kann. Die zur Defektbe-
seitigung von aussen einzufiihrende Zu-
satzinformation muss sich, wie schon
mehrmals erwahnt, auf sieben geeignete
Parameter beziehen. Diese mussen, da
bei der Aufstellung des entsprechenden
mathematischen Modells (Koplanari-
tatsbedingung) die Objektkoordinaten
algebraisch eliminiert wurden, Elemente
der &ausseren Orientierung sein. Wie
wohl bekannt, werden diese in bezug auf
ein Maschinen-Koordinatensystem des
Analogauswertegerates eingefihrt. Im
weiteren Verlauf der Auswertung werden
diese Parameter als fehlerfreie Grossen
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behandelt. Beim ersten Auswerteschritt
handelt es sich also um die vorher be-
schriebene grundséatzlich willktrliche
Losung der eindeutigen Lagerung des
freien Netzes. Die Tatsache, dass im Sy-
stem des freien Netzes kaum Uberbe-
stimmende Information zur Anwendung
kommt, deutet auf die statistische
Schwéche der Analogmethode hin, &n-
dert aber in keiner Weise die grundsétz-
liche Situation. Die im folgenden Aus-
werteschritt — absolute Modellorientie-
rung - eingefiihrte zusatzliche Informa-
tion genugt in der klassischen Analog-
methode nur fiir eine eindeutige Koordi-
natentransformation. Das im Maschi-
nen-Koordinatensystem erhaltene pho-
togrammetrische Modell wird bei der ab-
soluten Orientierung in seiner inneren
Geometrie unveradndert Ubernommen.
Somit bleibt die im ersten Auswerte-
schritt erhaltene innere Geometrie des
stereoskopischen Modells erhalten. Der
zweite Auswerteschritt, die sog. absolu-
te Orientierung, entspricht also einer
eindeutigen Anfelderung.

Zwingt sich diese Sachlage auch auf-
grund der den Konstruktionen der pho-
togrammetrischen Analogauswertege-
rate zugrunde liegenden Ldsungsidee
auf, so wird damit einer aus praktischer
Sicht resultierenden Forderung Rech-
nung getragen.

Solange menschliche Operateure die
Auswertung photogrammetrischer Mo-
delle, unterstitzt durch ihr stereoskopi-
sches Sehvermogen, ausfihren, wird
sich schon wegen dem dkonomischen
Ablauf des Arbeitsvorganges die Forde-
rung nach méglichst kleinen Restparal-
laxen ergeben. In anderen Worten: Der
Vorgang der absoluten Orientierung soll
die Geometrie des mit der relativen
Orientierung erhaltenen Modells nicht
ungunstig beeinflussen. Es sollen mog-
lichst keine zuséatzlichen Parallaxen er-
zeugt werden, deren Auftreten den Aus-
wertevorgang erschweren. Erst mit der
Annahme einer leistungsfahigen und
6konomisch vertretbaren numerischen
Bildkorrelation durfte sich in dieser Hin-
sicht fur die aufgeworfene Problematik
eineLdsung abzeichnen, die es ermdgli-
chen sollte, das photogrammetrische
freie Netz in eine Uberschussige Menge
von unabhéngig gegebener Stutzinfor-
mation in statistisch korrekter Weise
zu lagern. Darlber hinaus wird aber die
Verschmelzung von photogrammetri-
scher Information mit geodatischen
Stutzwerten auch bei der numerischen
Auswertung grosserer Bildverbande oft
im Sinne einer strengen Ausgleichung
zu unbefriedigenden Resultaten fuhren.
Deshalb ist eine der vorher angefuhrten

Anfelderungsmdglichkeiten von grund-
séatzlicher Bedeutung.

Alle hier angesprochenen Mdéglichkei-
ten, angefangen mit der Ausgleichsme-
thode der kleinsten Quadrate vor allem
far grosse Systeme, die Berechnung al-
ler dabei interessierenden statistischen
Angaben, Uber die Zusammenfassung
von verschiedenartigen Messverfahren
in eine einheitliche Ausgleichung und
schliesslich eine statistisch korrekte
Verschmelzung von verschiedenen In-
formationspaketen mit zusétzlicher als
sog. Pseudomessungen von aussen zur
Verfigung gestellter Stutzinformation
wird sich nur praktisch verwirklichen
lassen, wenn ein genigend grosses Re-
chenpotential zur Verfigung steht. Um-
gekehrt verlangt die 6konomisch ver-
tretbare Prasenz elektronischer Re-
chen- und Steuerméglichkeiten bei der
Auswertung von Messungen — und damit
auch in der Bildmessung - die optimale
Verwendung dieses Potentials. In ande-
ren Worten: Das Problem der optimalen
Anwendung der elektronischen Re-
chentechnik  einschliesslich  deren
Real-time-Kapazitat sowie deren Ver-
wendung im Instrumentenbau durch die
sog. «high-technology» fordert die Auf-
stellung optimal anwendbarer Software.
In dieser Aufgabe liegt m.M.n. auch fur
die Bildmessung ein guter Teil ihrer Zu-
kunft.
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