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werden. Bei Erreichen von Zentimeter-
genauigkeit ist zu erwarten, dass die
Inertialgeodésie in der Standardver-
messungstechnik angewendet werden
kann und wird. Bei geodynamischen
Problemen der Plattentektonik ware die
Inertialgeodasie, insbesondere in Ver-
bindung mit Satellitenmethoden, ein
hervorragendes Mittel, auch im unweg-
samen und schwierigsten Gelande
dichte Festpunktfelder hoher Genauig-
keit zu schaffen, die als Grundlage fir
Deformationsanalysen dienen konnten.
Ein anderes interessantes Anwen-
dungsgebiet ist der Einsatz der Inertial-
geodéasie im Nahbereich bei der Inge-
nieurvermessung.

Ziel dieses Projektbereiches im SFB
228 ist es daher, die Positionsmessge-
nauigkeit der Inertialgeodasie vom De-
zimeter- in den Zentimeter-Bereich, die
Genauigkeit der Schwerebestimmung
von 10-mgal- in den 0,1-mgal-Bereich
und die Genauigkeit der Komponenten-
bestimmung von Bogensekunden in
Bruchteile von Bogensekunden zu stei-
gern.

Die genannte Problemstellung soll in
drei miteinander verzahnten Teilprojek-
ten angegangen werden.

Das Teilprojekt E1 hat zunachst den
Charakter einer Feasibility-Studie derart,
dass theoretisch und durch Simula-
tionsrechnung untersucht werden soll,

welche Voraussetzungen erfillt sein
mussen, damit die Inertialgeodasie in
den Zentimeterbereich eindringen kann.
Durch genaue Modellierung der Fehler-
struktur und Trennung ihrer einzelnen
Anteile soll abgeschatzt werden, wel-
che Mindestgenauigkeit in den einzel-
nen Teilen und ihrem Zusammenwirken
erreicht werden muss, damit im Ender-
gebnis der Zentimeter erreichbar ist.
Das Teilprojekt E2 beinhaltet vor allen
Dingen die experimentellen Untersu-
chungen - ausgehend von einem be-
reits bestehenden, hochgenauen Test-
feld -, welche zur Genauigkeitssteige-
rung notwendig sind. Dabei soll auch
der Einfluss der Feinstruktur des Gravi-
tationsfeldes auf die inertialgeodati-
schen Resultate untersucht werden.
Dabei sollen insbesondere die Einflisse
von Abweichungen zwischen wirkli-
chem und modelliertem Schwerefeld
experimentell ermittelt werden.

Im Teilprojekt E3 sollen Sonderanwen-
dungen der Inertialgeodasie untersucht
werden. Vermessungsarbeiten und Po-
sitionierungen in engen Tunnelberei-
chen, Kavernen, Kraftwerken, grossen
Gebduden und schwer einsehbaren
Gebieten bringen durch Refraktion und
kurze Anschlussbasen erhebliche Ge-
nauigkeitsprobleme und damit eine
Uberproportionale  Steigerung  des
Messaufwandes mit sich. Mit dem

Automated Data Ordering in Photogrammetry

J.R. Lucas

Introduction

When Dr. Hellmut Schmid went to the
Swiss Federal Institute of Technology in
Zurich, Switzerland, as a Visiting Profes-
sor in January 1974, it became neces-
sary to hand down some of his many
active projects to various members of
the Geodetic Research and Develop-
ment Laboratory (GRDL) of the National
Geodetic Survey (NGS). One such
project, the simultaneous adjustment of
more than 1,200 metric quality photo-
graphs obtained on the last three
Apollo missions, for the purpose of
establishing a Selenocentric control
network (Doyle et al, 1977), was
temporarily assigned to the author. In
September 1974, when Dr.Schmid
retired from the NGS and moved
permanently to Switzerland, this tempo-
rary assignment continued to be a
challenging and rewarding responsibili-
ty.

Selection, identification, and measure-
ment of the imagery were accom-

plished by the Defense Mapping Agen-
cy, which also provided the orientation
angles of each photo, as determined
from the coupled stellar exposures. The
MUSAT IV program (Elassal et al., 1970)
was provided by the U.S. Geological
Survey, which was cooperating in the
project, so there was little software
development required. The only major
obstacle that remained was structuring
the data such that the adjustment of
more than 23,000 unknown parameters
could be fit into the available computer,
a CDC-6600 with approximately 300K
words of available storage, and com-
pleted within a reasonable time.

Cross-strip numbering of photographs
to minimize the bandwidth of the
normal equation structure (Gyer, 1967)
was common practice in dealing with
conventional photogrammetric  net-
works. However, the varying amounts
of overlap that resulted from orbital
photography within each mission and
the criss-crossing of strips from mis-
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Einsatz von Tragheitsnavigationssyste-
men konnen die Aufgaben dieses Pro-
blemkreises unabhdngig von stérenden
und nicht erfassbaren Refraktionsein-
flissen schlagartig wirtschaftlich gelost
werden. Ausgehend von diesen prakti-
schen Problemen soll das Potential an
Genauigkeitssteigerung  insbesondere
ausgeschopft werden durch Berlck-
sichtigung der dynamischen Eigen-
schaften des Tragheitsnavigationssyste-
mes und durch die Entwicklung speziel-
ler Zwangseinpassungen und Kalibrier-
verfahren.

Wesentliche Besonderheit dieses Pro-
jektbereiches ist es, dass bei der Bear-
beitung im Rahmen des SFB 228 die
bisher kinematisch orientierte Inertial-
geodésie sich um dynamische Aspekte
erweitern kann, da auch Fachleute aus
dem Gebiet der Systemdynamik die-
sem SFB angehdren.

Unter diesen gunstigen Randbedingun-
gen hoffen wir in Stuttgart zuversicht-
lich, in den kommenden Jahren einen
interessanten Beitrag zur Fortentwick-
lung der Geodésie leisten zu kénnen.

Adresse des Verfassers:

Prof. Dr.-Ing. Klaus Linkwitz

Institut fur Anwendungen der Geodéasie im
Bauwesen

Universitat Stuttgart

Postfach 560, D-7000 Stuttgart 1

sions with different orbital inclinations
provided a more difficult problem than
had been anticipated. Attempts to order
the photos for acceptable bandwidth
consisted of visual inspection of a
ground track graphic by experienced
photogrammetrists and a more elabo-
rate scheme based on sliding a tem-
plate perpendicular to a line approx-
imating the long dimension of the block
and selecting photos in the order in
which their plotted nadir points were
encountered. The best effort resulted in
a bandwidth of 504 unknowns (84
photos) which would have required
more than 250K words of storage for
that portion of the normal equation
matrix that must reside in core.

The ordering that was finally used to
accomplish this adjustment was pro-
vided by the U.S. Naval Ship Research
and Development Center's BANDIT
Program, which employed the algo-
rithm of Cuthill and McKee (1969) and
had been implemented on the NGS
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computer by Robert H.Hanson of the
GRDL. The resulting bandwidth of 360
unknowns (60 photos) was comfort-
ably within what had been estimated to
be the maximum that could be accom-
modated on the available computer.
The adjustment was completed in 14
hours of clock time (just under 5 hours
of central processor time).

This experience was the author's moti-
vation for investigating a number of
reordering algorithms, that are being
used in other fields to determine their
applicability to photogrammetric net-
works. This work, not driven by any
immediate need, includes only a frac-
tion of the algorithms available; so the
reader should be forewarned against
expecting an exhaustive analysis.

Background

Most conventional photogrammetric
networks follow a regular pattern and it
is not difficult to find a near optimum
ordering by inspection of a coverage
diagram; but it is often convenient to be
able to rely on the computer to perform
this task. With the present trend toward
automation in all phases of photogram-
metry and cartography, the demand for
automating the data ordering process
will continually increase. Therefore, it
will be valuable to know the charac-
teristics and applicability of some of the
automated data ordering algorithms
that have become invaluable in many
disciplines involving large data adjust-
ment problems.

Duff (1976) defines a sparse matrix
system as one in which one can take
advantage of either the percentage or
distribution of zero elements. The distri-
bution is generally the more important
of the two, as evidenced by the advan-
tage that has already been gained with
the banded structure of photogram-
metric networks. The minimal storage
requirements, the small percentage of
the inverse elements that have to be
computed, and the ease with which
logical groups of data can be moved to
and from peripheral storage devices
create an aesthetically appealing
process. Is there room for improve-
ment? Or, should we be satisfied with
merely finding a better means of
automating the bandwidth minimization
process? In the following sections, we
will consider the merits of some reor-
dering algorithms used for bandwidth
reduction and alternative methods
designed to minimize the creation of
non-zero elements during matrix factor-
ization; but first some general back-
ground information will be needed.
Most sparse matrix literature, and
reorder algorithms in particular, rely
heavily on graph theory, which like
most specialties, has developed a
terminology that may not be familiar to

336

the uninitiated. If we let A be an n by n
sparse symmetric, positive definite
matrix, the diagonal elements, a;, are
called nodes or vertices and the non-
zero off-diagonal elements, aj, are
called edges. The maximum value
within row i of j-i for non-zero aj is
called the local bandwidth, b;, of row i;
and the maximum of the b; is called the
bandwidth of A. The maximum value of
j-i within column | for which ajj is non-
zero is called the local column band-
width; and the sum of all column
bandwidths is called the profile (or
column profile) of A.

Two nodes a; and aj are said to be
adjacent if they are connected by an
edge aj. The degree of a node ajj is the
number of edges it shares with other
nodes or simply the number of non-
zero off-diagonal elements in row i.

A path between two nodes is a
sequence of edges beginning at one
and ending at the other. The distance
between two nodes is the length of, or
number of edges in, a shortest path
from one to the other, and a diameter
of the graph is a shortest path connect-
ing two nodes of maximal distance
apart. A level structure of a graph is a
partition of the nodes into levels such
that all nodes adjacent to nodes in level
i are in either level i-1,i, ori+1.

In the normal equation matrix associat-
ed with a photogrammetric network,
the 6 by 6 submatrices lying on the
principal diagonal and associated with
one photograph can be considered a
single node, and the off-diagonal 6 by 6
submatrices as individual edges. This
device of treating submatrices as single
elements simplifies the analysis consid-
erably. We must keep in mind this
difference in terminology, however,
when estimating storage or number of
operations to be performed. To prevent
confusion, we will use B for a band-
width composed of submatrices and b
for one given in terms of matrix ele-
ments. To be consistent with previous
photogrammetric usage, the bandwidth
B will include the diagonal block so that
b = nB-1, where n is the dimension of
the block used in determining B. Band-
width is very important because it
determines the amount of core storage
that must be made available to perform
the network adjustment.

Another important factor in sparse
matrix methods is the number of ele-
ments that are initially zero, but become
non-zero as a result of fill during the
forward reduction by Gaussian or
Cholesky factorization. In photogram-
metric networks, fill can be described in
terms of a number of matrices, rather
than individual elements. Throughout
this paper, fill will be denoted by F and
will be measured in n by n matrices,
where n = 6 unless otherwise specified.

The initial form of the normal equations
of a photogrammetric network can be
partitioned into two block diagonal
matrices, one associated with ground
points and the other associated with
camera station parameters, and a
matrix of connections between them.
When ground points are eliminated in
the reduction, there is fill that ties
together all photographs that image
common ground points and is indepen-
dent of the ordering of the photos. Note
that the diagonal blocks were initially
non-zero and are the only non-zero
matrices that are not a part of F Once
the factorization of the photo parameter
partition begins, there will be additional
fill that is very much dependent on the
ordering of the photos and will deter-
mine how many additional inverse
terms must be computed. This addi-
tional fill, which is a subset of F will be
denoted by F'.

Since the development within the
National Ocean Service (NOS) of equip-
ment and techniques for photogram-
metric densification of geodetic net-
works, pioneered by Dr. Schmid and
described by Slama (1978), we have
become accustomed to thinking of
photogrammetric networks as having
the same amount of side overlap as
forward overlap, usually 67 per cent.
Such a configuration has the distinct
advantage that, neglecting edge ef-
fects, all ground points are imaged on
at least nine photographs and all
photographs see at least nine ground
points. Therefore, a sample case to be
used in this evaluation will be a hypo-
thetical network consisting of 6 strips of
8 photos each with the uniform 67
per cent overlap described above and
with one ground point located at the
nadir of each photo. Photos in the
center of the network, therefore,
become connected to the twenty-four
photos surrounding them. This arrange-
ment removes all asymmetries except
for the rectangular form of the network.

Bandwidth and Profile Reduction
Algorithms

The purpose of bandwidth and profile
reduction methods is to either minimize
the in-core storage requirement by
reducing the bandwidth or to minimize
computer time by reducing the fill or
both. The most widely used method of
bandwidth and profile reduction used in
photogrammetry is cross-strip number-
ing done by manual sorting of the data.
While this is not an automatic algo-
rithm, it will serve as a model against
which other methods can be com-
pared.

Cross Strip Numbering (CSN)
Cross-strip numbering, as the name
implies, is simply numbering the photo-
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graphs in the order in which they are
encountered going across the strips on
which they were acquired. This as-
sumes, of course, that the photography
was flown in strips parallel to the long
dimension of the rectangular ground
point network.

117 |13[19|25|31(37(43

2 |8 |14]|28|26(32|38]44

3|19 |15|21|27|33|391/45

4 |10|16|22|28|34|48|46
S |11]|17]23|29|35(411(47

6 [12]18]24|30|36(42]a8
(a)

Numbering of
Photographs

(b)) Normal Equation
Structure
Fig. 1 Cross-Strip Numbering (CSN).

For the sample network, the numbering
will be from 1 through 6 across the first
photos of the strips, 7 through 12
across the next set, etc., as shown in
figure 1a. The resulting banded normal
equation structure, figure 1b, should be
familiar to nearly everyone familiar with
photogrammetric bundle adjustment
methods. The bandwidth of
B =2N+3=15, where N is the number
of strips, and additional fill of F' =156
are near optimum.

Cuthill-McKee Algorithm

The first step in any bandwidth reduc-
tion algorithm is the selection of a
starting node. The choice that will lead
to the minimum bandwidth is a node of
low degree, but not necessarily one of
the nodes of minimum degree. In
choosing a starting node for the Cuthill-
McKee algorithm, two possible upper
bounds for the degrees of favorable
candidates are suggested: the median
degree of all nodes and the mean of the

minimum and maximum degrees en-
countered in the total set. Once chosen,
the starting node is assigned number 1,
and all nodes adjacent to it are num-
bered in sequence in order of increas-
ing degree. Ties are broken arbitrarily.
Next, all unnumbered nodes adjacent to
node 2 are numbered sequentially in
order of increasing degree. The first
such node is assigned the number
following the highest number assigned
to the nodes adjacent to node 1. This
procedure is then repeated for node 3,
node 4, and so forth, until all nodes are
numbered.

The numbering of our sample network
that results from this scheme is shown
in figure 2a. This numbering is not
unique, because any of the four corner
photographs used as starting node
would have produced a equivalent
normal equations data structure to that
shown in part b of the figure. Further-
more, a number of ties were broken
arbitrarily, as specified by the algorithm,
and these choices have influenced the
structure. In fact, the bandwidth and fill
would have increased if certain of these
ties had been resolved differently. It is
evident that the bandwidth, already
greater than that of CSN, will continue
to grow as more strips are added, but
not if the length of the strips are in-
creased. The bandwidth will be given
by B=4N - 3.

113,5(13[19(31(36(43
2.6 ,8|14|20|32(37]44
417 19|15[21|33(38(45

1@,11,12|22|24|34|33(46
16,17,18(|23|25|35(4@(47
26,27,28(29|30|41|42(48

(a)

Numbering of
Photographs

4 ://A‘ "",’//////4

(b) Normal Equation

Structure

Fig. 2 Cuthill-McKee Algorithm.
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Reverse Cuthill-McKee Algorithm
(RCM)

George (1971) discovered that reversing
the numbering that results from the
Cuthill-McKee algorithm will always
reduce the profile of the normal equa-
tion matrix. Since reversing the order
will not change the bandwidth, this
Reverse Cuthill-McKee algorithm will
nearly always reduce the fill.

Figure 3a shows the reverse of the
photo numbering scheme of figure 2a,
and the associated data structure (fig.
3b) shows the expected reduction in F’
to be impressive — 184 as opposed to
254 for conventional Cuthill-McKee.
This procedure should certainly be
considered to be the more advan-
tageous, but does not compare very
favorably to CSN in the sample case.

48146,44,36,30,18,13, 6
47143141,35,29,17,12, 5

45,42,40,34,28,16,11, 4

39,38,37,27,25,15,1@, 3
33|32,31/26,24,14,9 |2

23122,21,2@,19,8 ;7,1
(a)

Numbering of
Photographs

(b) Normal Equation
Structure
Fig. 3 Reverse Cuthill-McKee Algorithm

(RCM).

Algorithm of Gibbs, Poole,

and Stockmeyer

Gibbs et al. (1976) suggest an algorithm
which they claim typically produces
bandwidth and profile which are com-
parable to those of RCM, but accom-
plishes the reordering in significantly
less computation time. A complete
description of this algorithm is beyond
the scope of this paper. Briefly, the
method consists of: 1) finding a pair of
nodes that are nearly maximal distance
apart by generating level structures; 2)
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combining the level structures rooted in
these two nodes into a new level
structure whose width is usually less
than either of the original ones; and 3)
numbering the nodes within each level
of the new structure using a procedure
similar to the Cuthill-McKee algorithm.
When applied to simpler networks in
which each point is connected to just
the eight neighbors surrounding it, this
algorithm provides the ideal cross-strip
ordering and gives rise to the hope that
this will be an efficient automated
procedure for CSN, but for photogram-
metric networks the results are disap-
pointing. When applied to the sample
case, a bandwidth of B=20 (one less
than RCM) and F=185 (the same as
RCM) result. As promised by its authors
the algorithm is a slight improvement
over RCM and is obtained in a fraction
of the computing time; however, it does
not compare favorably with CSN.

Banker’'s Algorithm

The banker's algorithm, proposed by
Snay (1976), was devised as a means
of obtaining near minimal column
profile. Once a starting node has been
selected, all nodes adjacent to it (its
neighbors) are added to a list of hope-
fuls. All nodes adjacent to either the
starting node or hopeful nodes are then
added to a list of candidates, unless
they are already selected or are already

1|7 |13|19|25|33}32,31
14 36,35,34
39,38,37
4 (10|16|22(28]42,41,40
S{11|17|23]29]45]44 43
6 |12(18(24(30|48,47 46

|
|
|
|

mn
@
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n
\N]
rno
(op)]

I
|
|
|
|
|
|
|
|
|

w
w
wn
n
n
~NJ

Numbering of
Photographs

(b)

Normal Equation
Structure

Fig. 4 Banker's Algorithm.
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candidates. The next node to be select-
ed from the list of candidates is the one
with the minimum number of neighbors
that have neither been selected nor
added to the hopeful list. In case of ties,
nodes on the hopeful list are chosen.
Otherwise, ties are broken arbitrarily.
When a new node is numbered, all of
its neighbors are added to the hopeful
list and any of their neighbors not
already included are added to the
candidate list. This procedure is repeat-
ed until all nodes are numbered.

The ordering shown in figure 4a is not
unique because of the arbitrary tie
breaking procedure employed. The
data structure (fig. 4b) obtains F' =138,
a significant improvement over the 156
of CSN, but at the expense of a band-
width of 27. Both bandwidth and fill
would increase if additional strips were
added, here B=4N + 3, but increasing
the length of the strips would not affect
bandwidth and the increase in F" would
be comparable to that with CSN. This
appears to be the best algorithm, of
those tested, for reducing the profile of
a photogrammetric network, but is a
poor choice for bandwidth reduction.

A Heuristic Approach

The author, having searched in vain for
an algorithm that would improve upon
CSN, or even duplicate its results in the
ideal case, did not want to leave the
reader with only negative results. If we
assume that most networks will by
design approximate the ideal case, then
any algorithm that will reproduce CSN
under ideal circumstances should be
worth pursuing. The following algo-
rithm, which has proved to be quite
satisfactory in dealing with real net-
works, was developed in an attempt to
construct a set of rules that will cause
the computer to produce the CSN
ordering:

1) Choose a starting node and label it
number 1. Any of the four nodes of
minimum degree is obviously a valid
choice for the theoretical network
under consideration.

2) Form a list of candidates that con-
sists of all neighbors (adjacent
nodes) of the starting node.

3) Choose from the candidate list the
node with the fewest neighbors that
have not yet become candidates.

a. Ties are broken by choosing the
candidate with the maximum num-
ber of neighbors that are already on
the candidate list.

b. If a tie still exists, choose the candi-
date whose sponsor (see step 4) has
the lowest number.

c. Ties that still exist are to be broken
arbitrarily or by a rule, or set of rules,
specified by the user (see discussion
following step 8).

4) Assign to this node the next number
in sequence and add to the candi-
date list all of its neighbors that are
not already candidates. Tag each of
these new candidates with the num-
ber assigned to the node that caused
them to become candidates (their
Sponsor).

5) Repeat steps 3 and 4 until all neigh-
bors of the starting node have been
numbered.

6) Choose from the candidate list the
node whose sponsor has the lowest
number. In the event of a tie, select
the candidate of minimum degree.

7) Follow the procedure given in step 4.

8) Repeat steps 6 and 7 until all nodes
are numbered.

For this algorithm to meet its stated
objectives, to teach the computer to
duplicate the manual sorting process,
the four equally valid choices for a
starting node are known in advance.
Having made this choice, however,
there does not seem to be a simple
means of choosing node number 2
without searching down two paths to
find which is longer. There are two
candidates for the number 2 position
that are indistinguishable through all the
tie breaking procedures in step 3. One
leads to CSN while the other will
produce along-strip numbering.

There are a number of additional tie-
breaking procedures that could be
applied and the most advantageous
and/or efficient choice will depend on
the set of circumstances. Some sug-
gestions are:

1) Choose one of the candidates and
proceed through step 5. At this point
the highest number assigned is the
local bandwidth of node 1. Record
this number and repeat these steps
using the alternative candidate. The
candidate that gives the smaller local
bandwidth for node 1 is the correct
choice.

2) Specify in advance a maximum
acceptable bandwidth fer the specif-
ic network or to apply to all net-
works, if determined by physical
limitation such as storage. Choose
one of the candidates and proceed.
If a number larger than the specified
maximum is reached before step b is
complete, stop and choose the
alternate candidate. If the specified
maximum must not be exceeded for
some reason, the algorithm should
be instructed to stop and take an
alternate route if any local band-
width becomes too large. The
growth of the local bandwidth can
be monitored at ail times by check-
ing the difference between the num-
ber assigned to a node and the
number of its sponsor.
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3) Let the user choose the first two
nodes, because he will certainly
know which are the along- and
across-strip directions, if the network
length is much greater than its width.

Conclusion

Of the algorithms investigated, the
bandwidth reduction methods are the
most convenient to employ because
most software for block bundle adjust-
ments has been designed for banded
matrices. For networks of moderate
size, any of the bandwidth methods will
suffice, if some inefficiency in computer
utilization can be tolerated. All of the
tested algorithms need additional tie-
breaking rules, however, to perform as
well as the idealized applications given
in this paper.

If storage is not as important a consid-
eration as speed, the banker’s algorithm
appears to be a good choice. If most
networks are expected to be of the
densification type, having side overlap
of 60 per cent or more, then the heuris-
tic algorithm seems to be a better all-
round choice.
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Triangulation spatiale avec SPOT

G. de Masson d’Autume

1. Introduction

Le satellite SPOT, dont le lancement est
prévu pour octobre 1985, est muni de
deux imageurs <a défilementy HRV1 et
HRV2 pouvant fonctionner en mode
panchromatique ou multispectral. Le
récepteur est constitué par une barrette
de détecteurs a transfert de charge, ou
CCD, disposés linéairement dans le
plan focal d'un objectif dont la distance
focale est de 1082mm. En mode
panchromatique, la barrette contient
6000 détecteurs de 13 x 13 ym.
Laltitude moyenne du satellite est de
830 km et sa vitesse de 7 km/sec. A un
instant donné, lI'ensemble des points de
I'espace-objet dont I'image se forme sur
I'axe de la barrette est contenu dans un
plan dit «plan de viséey, approximative-
ment vertical et normal au déplace-
ment. La partie utile de la trace du plan
de visée sur la surface terrestre balaie
une bande de terrain de 50 a 70 km.

A des intervalles de 1,504 ms, corres-
pondant a un déplacement de 10m
environ, les charges accumulées dans
I'intervalle par chacun des détecteurs
sont enregistrées sous forme d'un
entier compris entre O et 255. Les 6000
valeurs constituent une ligne de I'image
numeérique.

Un miroir orientable télécommandé
permet de faire varier linclinaison
latérale du rayon central de -27° a
+ 27° par pas de 0,6° Des images
différentes d'une méme région peuvent
donc étre enregistrées a partir de
plusieurs orbites, I'angle d'intersection
des rayons pouvant atteindre pres de
60°. Cette particularité, jointe a une
résolution au sol voisine de 10m,
permet d'envisager l'utilisation de SPOT
pour la triangulation spatiale, c'est-a-
dire le calcul des coordonnées de
points inconnus a partir d'un petit
nombre de points connus, exactement
comme dans l'aérotriangulation.

2. Notations

Les référentiels utilisés seront en prin-
cipe désignés par une lettre: G,S, |, ...
Par convention (AB) est la matrice-
rotation qui donne les composantes Vg
du vecteur V dans le repere B a partir
des composantes Va dans le repére A
par la formule:

Vg=(AB) Va (1)

Une rotation quelconque peut étre
représentée par un vecteur w dont la
direction est celle de I'axe de rotation et
le module la valeur de langle en
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radians. Dans un changement de
repére, les vecteurs-rotation sont trans-
formés par la formule (1).

Les rotations «élémentaires), effectuées
autour des axes d'un repére cartésien
orthonormé, seront notées (i, a), i étant
le numéro de laxe et a la valeur de
l'angle. Les notations o, B, y et tr.l
seront aussi utilisées.

3. Référentiels utilisés

- Repére inertiel (pour mémoire)

- G: Repeére cartésien géocentrique
international 1980.

- S: Repere orbital local (fig. 1)

X

Fig.1 Définition du repere orbital local dans
le référentiel inertiel.

339



	Automated data ordering in photogrammetry

