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Le fractionnement des calculs de compensation
et la détermination des poids en cas de covariance

Par A. Ansermet

Considérations préliminaires

Au cours de ces dernières années certaines tendances se sont
manifestées visant à simplifier les calculs de compensation soit en ayant
recours à des symboles ce qui est maintenant courant dans tous les
domaines de la technique, soit en fractionnant les opérations. Les calculateurs

se préoccupent en outre davantage que par le passé de rechercher
dans quelle proportion les valeurs initiales (poids, etc.) sont améliorées
grâce à la compensation ([8], p. 395-397). Ces calculs sont, il est vrai,
parfois un peu fastidieux.

Le fractionnement, en matière de compensation, peut revêtir des
formes multiples dont certaines sont bien connues. Remarquons en outre
que grâce à de simples transformations linéaires on peut passer d'un
mode de compensation à un autre.

En partant d'un système initial tel que

— fi + vt a;x + bty +' CiZ + (i 1, 2 n) (1)

on peut grouper ces équations par deux, trois, etc., ce qui modifie le
caractère du calcul.

Le système (1) a trait à des observations mutuellement indépendantes;

si ce n'est pas le cas, on crée ce que parfois l'on appelle une
dépendance stochastique dont un exemple concret sera développé plus loin.
Ce problème devient alors complexe; la corrélation ou la covariance entre
les éléments initiaux devient fonction de coefficients appelés tantôt co-
multiplicateurs, tantôt cofacteurs. Il n'est pas toujours facile d'attribuer
à ces derniers des valeurs suffisamment précises et les calculs deviennent
en général moins simples.

Ce genre de problèmes avait fait sans doute depuis assez longtemps
l'objet de recherches, et il faut présumer qu'il n'avait pas échappé
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notamment à l'esprit perspicace de C. F. Gauss; mais ce titan de la science
mathématique ne se souciait guère de livrer à la publication les résultats
de toutes ses investigations.

Parmi les moyens auxiliaires de calcul, on sait que l'emploi de
symboles joue un certain rôle. L'algèbre matricielle en particulier, qui fut
créée surtout en vue de son application en physique, rend des services
dans le domaine des compensations. L'établissement de formules, le
calcul littéral sous ses diverses formes, tirent profit de l'emploi de
symboles. Le calcul matriciel ne permet du reste pas, par lui-même, de
résoudre des problèmes que l'algèbre classique ne saurait résoudre.

Quant au calcul numérique proprement, il ne subit guère de
simplifications; on est ramené à la règle connue de Cramer si les matrices à

inverser sont quelconques et aux méthodes de Gauss-Doolittle, v. Gruber,
Cholesky, etc., si les matrices sont symétriques. Il ne faut donc pas que
les praticiens se fassent trop d'illusions à la veille d'appliquer ces moyens
auxiliaires de calcul.

Compensations fractionnées

Parmi les formes nombreuses qui peuvent se présenter considérons
le cas simple d'observations médiates scindées en deux groupes. Le
premier groupe n'ayant pas donné satisfaction quant à la précision des

résultats, on a recours à de nouvelles mesures dont le nombre peut être
inférieur, égal ou supérieur à celui des inconnues. Pour le premier groupe
on a:

(2)

Il s'agit d'un point déterminé par des mesures linéaires, les inconnues
étant des corrections à apporter à des valeurs provisoires des coordonnées
(X0, Y0). On a immédiatement:

[paa] [pbb] 2.25, [pab] 0; Qxx Qvy — 4/9

et pour les quatre binômes (— fi + v{) on a:

Qu Q22 Q.Z Qu 4/9

Quant à l'erreur quadratique moyenne, elle se déduit de:

m2 ^ [pvv] : 2

Dans certains cas, il faut déterminer aussi les valeurs Q12, Q13, Q23

(— /i + »i) y (— /2 + v2) 1.414 dx

Qu y Q22 + 2 Ö12 2 Qxx ou Ö12 0

ce que l'on pouvait présumer

232

— /1 + «1 y 0.707 dx + 0.707 dy poids px 1

— /2 + "2 y 0.707 dx — 0.707 dy poids p2 1

— /3 + ^3 y 0.8 dx + 0.6 dy poids p3 1.25
— h y Vt y 0.6 dx — 0.8 dy poids p4 1.25



(— /i + v,) y (— /3 + Pa) 1-507 dx

2

Qll + Ö33+2Q13

1.307 dy

(1.507 + 1.307)
9

d'où l'on déduit Q13; on fait de même pour Q23.

2e phase des calculs. Une première solution consiste à englober les
mesures primitives et les nouvelles, supposées au nombre de trois. Les
calculs effectués pour résoudre le système (2) ne sont pas inutiles quand
on passe au système (3). Nous aurons deux surcorrections (dx), (dy) et 7

valeurs v\, v'2 v'7
m'2 <û [pv'v'] : 5

La comparaison des m et m' présente de l'intérêt.
Ecrivons la matrice des coefficients de (dx) et (dy)

(3)

+ 0.707 y 0.707 Pi 1 [pab] 0

+ 0.707 — 0.707 P2 1 [paa] [pbb] 4.5 9/2
+ 0.80 + 0.60 p3 1.25 Qxx Q„y 2/9
+ 0.60 — 0.80 p4 1.25 Qll Ö22 • • • Ö77 2/9
+ 0.643 + 0.766 p5 1.5 l:Pi (i =1,2 7)
+ 0.342 — 0.940 Pe 1-5 Au point calculé on a un cercle
— 0.985 + 0.174 p7 1.5 d'erreur de rayon égal

à m':\/4.5
1 1.25 1.5 9

Contrôle: S [P'-P]\ 2X Jr: +4.5
2x yy +3x j\ a k

2
4.5 4.5 4.5

(2 inconnues)
Une autre solution, mais qui ici est moins à recommander, consiste

à combiner les trois dernières équations avec des éléments fournis par la
première phase des calculs ([4], p. 96).

Dans le système d'équations initiales on peut rencontrer simultanément

des inconnues x, y, z et les vlt v2, v3 Ce cas est connu
(voir [6]). Le calcul des Q12, Q13, Q23 Q67 s'effectue aussi sans
difficulté. C'est en fonction de ces coefficients que l'on détermine les écarts
dits rectangulaires m12, m13, m23

m212 : m\3 : m223 Q12 : Q13 : Q23

Les Q de la seconde phase des calculs ne sont pas les mêmes que ceux
de la première phase.

Observations initiales mutuellement dépendantes

Le problème posé par la compensation de telles mesures devient ici
plus complexe. Il convient de faire intervenir la notion de covariance
laquelle nécessite l'emploi d'éléments exempts de dimensions (comulti-
plicateurs ou cofacteurs). Une remarque préliminaire s'impose: en
matière de compensation, aucune solution n'est absolument exempte
d'arbitraire, que l'on applique ou qu'on s'écarte du principe des moindres
carrés. La méthode matricielle peut intervenir ici comme auxiliaire du
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calcul, mais il ne faut pas exagérer le rôle qu'elle joue. Le calculateur
aura surtout à effectuer des multiplications et des inversions de matrices.
Avant de poursuivre, il convient de définir de façon aussi explicite que
possible ce que l'on entend par la corrélation. Il s'agit d'exprimer par des
valeurs numériques le fait que des observations ne sont pas indépendantes

mutuellement; ainsi que le fait remarquer JR. Hugershoff (Kor-
relationsrechnung, Sammlung Wichmann), on ne peut en général fournir
que des valeurs présumées, probables («stochastiques»). Si des mesures
sont effectuées dans un court intervalle de temps, dans les mêmes
circonstances (température, pression, humidité), il faut craindre une
corrélation caractérisée par des coefficients (comultiplicateurs) plus élevés

([4], p. 85). Certains praticiens préconisent d'avoir recours à une
précompensation; cette première phase des calculs fournit alors des éléments
pour établir la matrice dite des comultiplicateurs. Une telle solution
(Vorausgleichung) revient à fractionner le problème; ce n'est pas nouveau.

Ces diverses considérations montrent que le problème est complexe ;

le but du présent article n'est pas de le traiter dans son ensemble. A l'aide
de la méthode matricielle on se bornera à traiter un cas concret du type
standard. Se basant sur les résultats obtenus, en faisant abstraction ou
non des éléments hors-diagonale dans la matrice, le lecteur pourra se

former une opinion. C'est le langage des chiffres qui exprime le mieux
le rôle joué par la covariance.

Dans le problème traité si-dessus où n 7 les matrices des poids et
comultiplicateurs sont diagonales, cas fort simple de matrices réciproques

1 0 0 0 1 0 0 0

0 1 0 0
1.25

1.25
1.5
0 1.5 0

0 1 0 0

0.8
0.8

2/3
2/3 0

0 0 0 0 1.5 0 0 0 2/3

elles sont de plus carrées, symétriques et non singulières (déterminants
non nuls). Une matrice est un opérateur; il ne faut pas confondre avec un
déterminant.

Produit matriciel. Considérons les matrices A, rectangulaire à 6

éléments, et B, carrée à 9 éléments, ainsi que leur produit C ([4], p. 113).

A„ A21

Su B12 B13

A12 A22
B21 B22 B23

^13 ^23
Bsi #32 #33

c„ C12 ^13
c21 C22 C23

Les éléments de C seront:

CL1 — AuÌJn -f" -^12-021 + -^13^*31

C12 — -A 11-" 12 ~T -A-12"22 ~T -^13-^32

W3 -Allais H~ -^12^23 H~ -^13^33
(-•21 — -^21^*11 H~ -^-22^21 ~T -^23^31
C*22 ~ -A2l-t* 12 T" -^22^*22 T" -^23^*32

^23 ~ ^21^*13 t -^-22-^23 T -^23^*33

La
multiplication
de matrices
n'est pas
commutative.
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Réciprocité des matrices. Il n'existe pas, à proprement parler, de division

en calcul matriciel. Par contre, on peut définir l'inverse d'une
matrice. En compensation le cas le plus courant porte sur la matrice
symétrique non singulière en vue d'effectuer une transformation linéaire, c'est-
à-dire une élimination par la méthode usuelle des coefficients indéterminés

([1], p. 295); considérons le cas particulier suivant très simple pour
faciliter le raisonnement:

ax, y bx2 y bx3 y,
bx, y ax2 y bx3 y2
bxt + bx2 y ax3 y3

d'où les matrices réciproques:

ce qui exige:

f x, cyx + dy2 y dy3
dyx y cy2 y dy3
dyi y dy2 y cy3

a b b

b a b

b b a

et
c d d
d c d
d d c

ac y 2 bd 1

\ bc + (a y b) d 0

et si on a n lignes et n colonnes au lieu de trois:
ac + (n — 1) bd 1

bc y {a y (n — 2) b} d 0

Dans les calculs de compensation, la matrice de gauche joue un grand
rôle; elle sera dite des comultiplicateurs ou cofacteurs, et sa réciproque
sera celle des poids. Les exemples ci-après permettront de mieux saisir
ces notions.

(4)

Application. Considérons le système très simple:

— fi + Vi

avec la matrice des poids:
atx + bty (i 1, 2, 3) (5)

PPP
p' p p'
P' P' P_

qui est l'inverse de celle des comultiplicateurs et admettons tout d'abord
que les p' soient nuls. Multiplions la matrice des coefficients a,-, ô; par
celle des poids:

puis multiplions ce
premier produit par la
matrice des coefficients:
Le second produit
fournit les coefficients
des équations normales
relatives au système (5)
valeurs familières

produit

«1 h pa. pbx

p
«2

P'
b2

P' ai
pa2 Pb2

P'
«3

P

h
P' a2

pa3
h
Pb3

J>' P' P _a3 b3

Pai
Pbi

pa2
P&2

pa3

Ph_
[paa]

pab]
[pab]

~

[pbb]
_

second
produit
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Admettons les p' différents de zéro et formons les mêmes produits;
les résultats obtenus seront ensuite interprétés ainsi que le rôle joué par
les p'. Le premier produit devient alors:

pa,
pb,

+ p' (a2 y a3) pa2 y p' (ax + a3) pa3 + p' (a

y p' (b2 y b3) pb2 y p' (bx y b3) pb3 y p' (b
i + a2)

i + b2)

et le second produit:

Pai y P' (a2 y a3) pb! + p' (b2 + b3)

n h"1 ui
pa2 y p' (Oi + a3) pb2 y p' (bi + b3)

n bat-2 u2

pa3 y p' (a! y a2) pb3 y p' (bx y b2)

a3 b3

second
produit

[paa] y 2 p' (ara2 + a^ + a2a3)

_[pab] y p' (a! (b2 y b3) y a2 (b± y b3) y a3 (bt y b2))

[pab] y p' [b! (a2 + a3) + b2 (ax + a3) + b3 (ax

[pbb] y 2 p' (b,b2 y byb3 y b2b3)
y a2)]

ce sont les nouveaux coefficients des équations normales du système (5).
Or on sait que la matrice des comultiplicateurs des inconnues

compensées et celle du système d'équations normales sont réciproques.
Pour tenir compte des p' une solution consiste à rendre minimum

l'expression de forme biquadratique ci-après, adaptée au cas particulier:

[ppp] + 2 p' (vxv2 y vxv3 y v2v3) minimum (5')

Bien entendu dans de nombreux problèmes les p' ne sont pas tous égaux
mutuellement. Bornons-nous à écrire les termes en x2 et xy:

x2 { [paa] y 2 p' (a^a + a^ + a2a3) }

+ xy { 2 [pab] y 2 p' (a1b2 + a2b! + atb3 + a3bt + a2b3 + a3b2) } +

En rendant nulle la demi-dérivée par rapport à x on retrouve immédiatement

deux éléments du second produit matriciel; on procédera de même
en dérivant par rapport à y. On exprime sous cette forme la covariance.
Un point faible de la méthode est que la détermination des
comultiplicateurs repose parfois sur des bases quelque peu fragiles; de plus les
calculs numériques peuvent devenir assez touffus malgré l'emploi de
symboles.

Exemple numérique (problème standard)
Considérons le système:

fi bty (i 1, 2 7) (6)

qui sera traité par les deux méthodes, les p' étant tout d'abord nuls. Il
sera intéressant de comparer les résultats obtenus à posteriori.
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La matrice des coefficients a,-, o,-, c; est, pour des valeurs toutes
positives:

ai bt Ci

1 0 0
0 1 0 et pour les ~4 2 2

0 0 1 équations normales:
0 1 1 2 4 2
1 0 1

1 1 0 2 2 4
1 1 1

(p 1, p' 0)

d'où Q^ Qyy Qzz 0.375;

et pour les poids amplifiés:

111 1

— 0.375, —Pi P2 Pz Pi

Q:xy Qx

1

~P~.

Qyz 0.125

0.5, 0.375
P.

Contrôle:

S [p : P]' 3 x0.375 +3x0.5 + 0.375 3 (3 inconnues) (7)

Les poids initiaux sont amplifiés 2.33 fois en moyenne (moindres
carrés).

Comultiplicateurs à posteriori. Bien que ces éléments ne présentent
pas un intérêt primordial, il est aisé de les calculer.

Considérons Q67 par exemple; on a:

(— /6 + p6) + (— fr y p,) 2 x y 2 y + z ou, plus simplement
(— fi y v7) — (— /6 + p6) z

Ö66 + Ö77 — 2 Ö67 Qzz

0.5 + 0.375 — 2 Q67 0.375 Q67 + 0.25

Rôle des p'. Revenons aux équations (4) et admettons, en se basant sur
l'expérience et pour exprimer que les observations ne sont plus indépendantes

mutuellement:

1 b + 0.25 ([4], p. 79)

Les produits am2 et bm2 sont respectivement les carrés des écarts
quadratiques et rectangulaires à priori.

1

d'où pour n — 7, c 1.2 p, d — ss — 0.133 p' (1)

Formons le produit de la matrice rectangulaire des coefficients par celle
symétrique des poids à 7 x 7 éléments:
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1

1.2

— 0.133

— 0.133

— 0.133
1

— 0.133
1

— 0.133
1

— 0.133

Premier
produit

0.133
1

1.2

0.133
1

0.133

0.133
1

0.133
1

0.133

0.133 — 0.133 —0.133

0.133 — 0.1330.133
1

1.2 — 0.133 —0.133
1

0.133 1.2 — 0.133
1

0.133 — 0.133 1.2 — 0.133 — 0.133

0.133 —0.133

0.133 — 0.133

0.133 —0.133

0.133 — 0.133

0.133
1

0.133

0.133 — 0.133 1.2 — 0.133

0.133 — 0.133 — 0.133 1.2

0.8 —0.533 —0.533 —0.533
— 0.533 0.8 —0.533 0.8
— 0.533 —0.533 0.8 0.8

0.8
0.533
0.8

0.8 0.8
0.8 0.8
0.533 0.8

et en multipliant par la matrice des coefficients:

3.2 + 0.533 + 0.533
0.533 3.2 + 0.533
0.533 + 0.533 3.2

10 0
0 10
0 0 1

matrice des
termes absolus

matrice des équations normales

et, en utilisant les q au lieu des Q:

qxx qyy Qzz 0.328; qxy qxz qgz — 0.047

et pour les binômes (— fi + v{):

lu 922 933 0.328

Ce problème standard est inspiré de la remarquable publication [4],
mais avec d'autres valeurs numériques, par suite d'une erreur de calcul
dans [4], p. 79.

?44 955 966 2 x 0.328 — 2 X 0.047 0.562

q17 3 x 0.328 — 6 x 0.047 0.702

et l'on peut calculer la valeur S, mais ce n'est plus un contrôle.

S 3 x 0.328 + 3 x 0.562 + 0.702 3.37 (8)

Ce résultat peut décevoir, le coefficient d'amplification est 7:3,37 2,08.
La comparaison des résultats sous chiffres (7) et (8) prouve que la mé-
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thode des moindres carrés ne sort pas amoindrie de cette confrontation.
Evidemment il s'agit ici d'un exemple numérique pris au hasard, et cette
valeur S est un élément d'appréciation dans un problème complexe.
Théoriquement une formule pour la somme S peut se concevoir lorsque
les observations ne sont plus mutuellement indépendantes, mais une
telle formule sera sans doute compliquée; c'est un critère.

Comultiplicateurs à posteriori. On se bornera ici au calcul de qi7 par
exemple; l'intérêt de ces éléments n'est pas capital

(— /e + P6) — (— f, y D.) — Z

9ee + 977 — 2 qe7 qzz

0.562 + 0.702 — 2 ç67 0.328 d'où q67 + 0.468.

Telles sont exposées, sous une forme élémentaire, quelques tendances
modernes en matière de compensation: l'emploi de symboles, la non-
indépendance des observations, le calcul des éléments à posteriori. Ce
dernier calcul est parfois un peu fastidieux, mais il revêt une importance
qui ne doit pas échapper au praticien ; il est intéressant de savoir dans quelle
mesure les valeurs initiales sont améliorées. Les considérations qui
précèdent seraient susceptibles encore de bien des développements. Il s'agirait

en particulier d'établir une formule pour la somme S dans le cas
général où il y a dépendance stochastique entre les quantités observées.
L'auteur de ces lignes se réserve de revenir sur ce problème. En attendant
constatons que pour les applications géodésiques cette notion de
covariance présente assez peu d'intérêt.
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