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Théorie des erreurs de 1’observation
des variables secondaires

par Dr W. K. Bachmann

I. Généralités

La méthode des moindres carrés a surtout été créée pour les géo-
désiens. Quoique les traités sur la théorie des erreurs citent souvent des
exemples tirés d’autres domaines que celui de 1la géodésie, ceux-ci gardent
néanmoins un caractére essentiellement géodésique. Les types d’obser-
vation sont: '

a) observations directes,
b) observations médiates,
¢) observations conditionnelles.

Dans certains problemes, et notamment en géodésie, on rencontre égale-
ment des combinaisons de ces types. On est dés lors amené a se demander
si fous les problémes d’erreur sont assimilables a I’'un des types sus-men-
tionnés ou 4 I’'une de leurs combinaisons. Nous allons montrer qu’il n’en
est nullement ainsi, et que la technique nous pose toute une série de pro-
blemes d’erreur d’un type tout autre. A titre d’application des formules
que nous développerons et dans le but de faciliter la lecture de la pré-
sente publication, nous traiterons des exemples pratiques a la fin de cet
eXposé. ' '

Pour ce qui a trait aux problemes géodésiques, il y a lieu de remar-
quer que l’on a toujours recours aux observations indépendantes, afin de
pouvoir appliquer la loi de 1a propagation des erreurs. Dans d’autres do-
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maines par contre, tels que la photogrammeétrie, I’optique, la mécanique,
la météorologie, etc., on ne sait souvent pas exactement ce qu’il faut
entendre par «observation», d’ou il résulte de nombreuses difficultés.

Dans la théorie des erreurs, on considére généralement les deux ex-
pressions «observation» et «mesure» comme synonymes. En abordant les
nouveaux types de problémes que nous envisageons, nous devons faire
une distinction tres nette entre les observations et les mesures, si nous
ne voulons pas étre amenés a des résultats erronés. Les mesures s’effec-
tuant toutes 4 ’aide d’étalons, elles sont exemptes d’erreurs. Les observa-
tions par contre sont toujours entachées d’erreurs.

Nous devons en outre introduire deux sortes de variables. Nous ap-
pellerons une variable primaire resp. secondaire suivant que nous pouvons
agir directement sur elle ou non. 1l est essentiel de remarquer que seules les
variables primaires peuvent étre mesurées; les observations par contre peuvent
se rapporter tout aussi bien auzx variables primaires qu’aux variables
secondaires.

Dans tous les problémes d’erreur, les opérations «observation» et
«mesure» s’enchainent. Une variable observée ou seulement mesurée
n’est en effet encore d’aucune utilité pratique.

Attirons encore ’attention du lecteur sur le fait que la théorie des
erreurs courante ne traite que le cas de l'observation des variables
primaires. Les mesures se rapportant aux mémes variables, ces deux
opérations peuvent étre assemblées en une seule, et une distinction entre
«observation» et «mesure» se révele dés lors inutile.

En observant par contre les variables secondaires la distinction
entre «observation» et «mesure» devient indispensable. Pour ce type de
problémes, les opérations se compliquent trés rapidement si le nombre
des variables augmente. On est alors obligé de disposer des opérations
de telle sorte que le probléme puisse étre scindé en plusieurs parties,
comportant chacune un nombre inférieur de variables. Aussi ne traiterons-
nous ici que les problemes a deux dimensions, vu que ce sont les seuls
qui puissent intéresser le praticien. En procédant ensuite par enchaine-
ment, nous avons la possibilité d’aborder des problémes 4 un nombre
quelconque de variables. :

Etant donné que nous nous occupons uniquement du calcul des
erreurs, nous pouvons encore simplifier quelque peu les notations habi-
tuelles. Les variables primaires X, Y, etc. étant mesurées, il n’y a que
les valeurs voisines de ces mesures qui nous intéressent. Nous supposons
en outre les variables secondaires €,, €,, etc. voisines de zéro. Dans ces
conditions, toute dépendance fonctionnelle entre variables primaires et
secondaires peut étre donnée par des relations linéaires de la forme

€& =a; (X —Xo) + 8 (Y— Yo + ...

€, = a3 (X — X, : (Y — Y,) +
o o (XX + B

en = an (X — Xo) + Bn (Y — Yo + ...
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ol a;, @ ... apn; Bis Bas -« Pns Xo» Yy, ... sont des constantes. Sou-
vent, nous poserons aussi

2) E=X—X, 7=Y—Y,

ce qui nous définit les nouvelles variables &, n, ... voisines de zéro.
Introduisons en outre les notations habituelles, de Ia méthode des

moindres carrés:

g = erreur moyenne a craindre sur 'unité de poids
ix = erreur moyenne a craindre sur X
Px = poids de I'inconnue X

1
Qxx = o = coefficient de poids de X

On sait que 'on a

—— 1
(22) #X=i\/QXX.u—_—i\/—-P—§,u

Rappelons pour terminer la méthode symbolique du calcul des coefficients
de poids. Si 'on a observé les variables primaires f et g reliées aux va-
riables secondaires = et y par les relations

{ f=ax+ by

3
bh g=ax + by

la méthode symbolique nous donne
Qr = a; Qx + b, Qy Qg = a, 0 + b, Qy

d’ou nous tirons

‘Qﬁ = @, Quz + 2, b, Qxy + b,? Quy
4) .Qgg = @ Quz + 2 a3 b, Q:ry + by? ny
Qtg = a3 @ Qux + (ay by + a3 by) Quy + by by Qyy

I1I. Problémes ¢ deux inconnues

Soient €, et e, les deux variables secondaires observées qui sont
reliées aux variables primaires £ et % par les relations

{ 51:a1§+ﬁ17)

5
©) ,€2=azf+ﬁz‘f]

ol a;, az, By, B: sont des constantes données.
Désignons le poids des observations par p, resp. p,. Quel que soit
le mode d’observation que nous utilisons, nous devons tout d’abord
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éliminer 'une des inconnues £ et y dans les équations (5). L’élimination
de 7 nous conduit a la relation

(6) 182 € — 31 € = (a, B.‘a — Qg ﬁl) f

ou en posant

a, ﬁl

(7) A = nous obtenons
Qg 32

(8) A-§=ﬁ2€1—31€2

Calculons le coefficient de poids en utilisant la méthode symbolique

4. Qg - Bz Qel_ﬁl Qez

(9) A2 ) Qfg - Baz Q€1€1 = Bl B2 Q€1€2 + Blz Q€2€2
Mais nous avons

10 . 1 - = =B
49 Q=7 %6~ % %a” 3 %aa"

et la formule (9) devient ainsi

1 Bs? B’ D2Be? + P_lﬁlz [P BA

- e — -
pg P1 D2 P1DP: P1D:
P1P2
11 — 8 i
() P =T ppA

La valeur de &, ainsi trouvée étant la méme que celle donnée par la
méthode des moindres carrés, nous avons encore

(12) pg =[paa-l];

la vérification numérique est immédiate. Introduisons un signe conven-
tionnel caractérisant cette détermination de £ Nous écrivons

(13) P =0+ 7)]
P &= a; &+ Py

ol le signe ] ¢ indique que l'inconnue ¢ a été déterminée a ’aide des
deux observations e, et €, moyennant élimination de . Au point de
vue de la théorie des erreurs, les équations (13) peuvent étre remplacées
par une observation médiate équivalente:

1 €1=a1§+ 1_
p Ban = p; ¢

= ¢
P2 52*“25‘*‘32’7

(14)
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ou ¢’ est variable primaire et ¢ variable secondaire. Tout se passe donc
comme si I'inconnue £ avait été déterminée directement avec le poids pg¢

donné par la formule (11).

Pour la détermination de %, nous avons maintenant plusieurs pos-
sibilités. Procédons tout d’abord par élimination de ¢ entre les deux
¢quations (5). Fort de ce qui précéde et quel que soit le mode d’élimination
adopté, nous avons toujours

P1 51:°~1§+B17)]
P: € =a &+ & 7

Il importe de remarquer qu’en procédant ainsi, il n’existe aucune
corrélation entre ¢ et n. En effet, en éliminant », la valeur de ¢ est
indépendante de 7, et en éliminant ¢, la valeur trouvée pour 7 est in-
dépendante de £. L’ensemble des opérations envisagées pour la déter-
mination de £ et de 5 peut donc étre donné par les formules équivalentes

(15) = py=[pPBB-1 & =1

(16) p, & =a §+ ﬁl"?]

P2 €2=azf+ﬁz77

Une autre méthode de détermination pour » consiste dans I’annu-
lation de ¢, 4 I'aide de n, I'inconnue ¢ ayant préalablement été déter-
minée. Au point de vue de la théorie des erreurs, cette détermination de
7 est équivalente A I’observation médiate

P1 €1=a1§+ﬁl’7.

Si 5 est déterminée de cette derniére fagon, nous écrivons pour I’ensemble
des opérations servant a trouver ¢ et 5

P €1=a1§‘|‘ﬁl"l]fﬂ
P &= af + B

ou la position de n indique que la variable secondaire ¢; a été utilisée
seule pour sa détermination. En remplacant (17) par des observations
médiates équivalentes, nous obtenons

(17)

(18) P1 & =a1§+ﬁ1")] M _ P & =a; &+ By

P2 € =a &+ Bay —p§=[pad-1] & =&

Il résulte des équations (18) que ce dernier mode d’opération entraine
généralement une corrélation entre les inconnues.

Pour le calcul des coefficients de poids et de corrélation des incon-
nues, il suffit d’écrire les équations aux poids en partant des observations
meédiates équivalentes et. ceci en suivant la marche habituelle de la
méthode des moindres carrés.
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Les coefficients fo’ an, an étant ainsi obtenus, nous pouvons

calculer les erreurs moyennes résiduelles a craindre sur ¢; et ¢, apres la
détermination des inconnues. Les calculs montrent que ces erreurs rési-
duelles sont généralement plus fortes que les erreurs moyennes d’ob-
servation de ¢, et e,. On est alors obligé de déterminer les inconnues .,
plusieurs fois et de moyenner les résultats. En ce qui concerne les détails
de ces calculs, nous nous référons i la publication: «Théorie des erreurs
de I'orientation relative» par Dr W. K. Bachmann.

Dans les lignes qui précédent, il était souvent question de I’élimi-
nation de l'une des inconnues ¢ et » entre les équations (5). Précisons
comment on procede pratiquement a cette élimination. Si £, 5 sont des
variables secondaires et ¢,, €, des variables primaires, nous avons af-
faire 4 un probléme d’observations médiates et I’élimination en question
s’effectue par voie numérique. Par contre, si ¢,, €, sont des variables
secondaires et £, » des variables primaires, 1’élimination de n devient
un peu plus compliquée. Ecrivons les équations (5) sous la forme

19 { & = a; (X — X¢o) + B (Y — YY)
(19) 32=a2(X‘_X0)+32(Y—Y0)

et déterminons successivement les valeurs X,, X, de X annulant e, resp.
€,. Nous avons dés lors

(20) [ 0 =0, (X;—Xo) +8:(Y—Y))

0 = az(Xz—Xo) + Bz(Y"“— Yo)
L’élimination de (Y — Y,) entre ces deux équations nous donne
(21) ay Bz (X1—Xo) = 0-231 (Xz‘—Xo)

et nous en tirons la valeur cherchée X = X, qui annulle simultanément
€, et e,

(al ﬁz_ g ﬁl) Xo = a, Bz Xl__' az 31 X,

ou en tenant compte de (7)

(22) X = X, = “14’92 X,

‘12431 X,

- Connaissant X, et X,, la formule (22) nous permet de calculer la valeur
X, que nous devons attribuer a la variable primaire X. L’inconnue Y
se détermine ensuite par I’un des procédés indiqués.

I11. Problémes a plus de deux inconnues

11 est facile de voir que les procédés de calcul que nous venons de
développer s’appliquent sans aucune difficulté aux problémes 4 un nombre
quelconque d’inconnues. Il faut toutefois remarquer que les éliminations
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se compliquent tres rapidement si le nombre des inconnues augmente,
de sorte qu’il est préférable de disposer des opérations afin de scinder le
probléme en plusieurs parties, comportant chacune un nombre inférieur
d’inconnues. Cela étant, il s’agit de calculer I'ellipsoide d’erreur relatif
A I’ensemble des opérations effectuées. On y parvient trés facilement en
partant des observations médiates équivalentes et en suivant les pro-
cédés de calcul habituels de la méthode des moindres carrés.

(A suivre.)

Meine Ansicht
iiber das Problem der Flurnamenschreibung

Von W. Leemann, a. Kantonsgeometer
Ehemaliges Mitglied der Ziircher Flurnamenkommission

Tritt man an das Problem der Flurnamenschreibung heran, so sieht
man sich zunichst vor die Hauplfrage gestellt, ob die Flurnamen grund-
satzlich in der Dialekiform oder schiftdeulsch geschrieben werden sollen.

Um einen Anhalt zur Beantwortung dieser Frage zu bekommen,
glaube ich am besten so vorzugehen, dal3 ich aus der groflen Mannig-
faltigkeit der Namenformen folgende Gruppen heraushebe:

a) Namen, die als Worter im Schriftdeutschen gar nicht vorkommen
oder deren Sinn wenigstens dem Laien dunkel ist. Z. B.: Ghei, Gniill,
Biigen, Beuggen, Lengg, Heuel, Reiti, Gern, Tellen, Hakeb, Schumbel,
Wichel, Schijen, Riseten, Beichlen, Steibis, Riischen, Liicheten, Ramse-
ren, Zuben, Chumen, Biitz, Hapfig, Schweig, Secki, usw.

b) Namen, die nur oder in der grof3en Mehrzahl in Dialektform ge-
schrieben werden. Z. B.: Riitli, Griit, Bifang, Mattli, Schwandeli, Béchli,
Gatterli, Gimmerme, Gibisniit, Vilztiir, Chrottenbach, Gsang, Gsteig,
Vrenelisgiartli, usw.

¢) Namen, welche sowohl in der Dialektform und Dialektvarianten
als auch schriftdeutsch geschrieben werden. Z. B.: Bungert, Bommert,
Baumgarten; Wingert, Winget, Weingarten; Ischlag, Einschlag; Ifang,
Einfang; Biiel, Biel, Biihl; Schiir, Scheuer, Scheune; Treichi, Trdnke;
Chriiz, Kreuz; Wyden, Weiden; Witi, Weite; Grueb, Grub(e); Hueb,
Hub; Hus, Haus; Hoéchi, Héhe; Bleichi, Bleiche; Hostatt, Hostet, Hostig,
Hofstatt; Schmitten, Schmiede; Stampfi, Stampfe; Herti, Hiarti, Hdrte;
Honegg, Hohenegg; Humbel, Hohenbiihl; Hamperg, Humbrig, Hohen-
berg; Chuchi, Kuchi, Kiiche; Spicher, Speicher usw.

d) Einfache Namen, wobei ein und dasselbe Wort schrlftdeutsche
und dialektische Bestandteile hat. Z. B.: Hdusli, Hduslen, Kreuzlen,
Stdudli, Schwdrzi usw.

e) Zusammensetzungen, in denen das eine Glied schweizerdeutsch,
das andere schriftdeutsch ist. Z. B.: Hohehiisli, Kiiherhiisli, Hubschiir,
Hisligut, Hausmittli, Hiihnerhiisli, Leuisstuhl, Triibseeli, Schwingruben,
Kiihtali, Kiihstelli, Miihleholzli, Wilefluh, Bliimlisalp usw.
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