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La photographie aura, sur le croquis, le grand avantage
d’indiquer suffisamment bien le relief du terrain et les détails
marquants, pour que les propriétaires puissent aisément recon-
naitre leurs propriétés et en fixer les limites.

Un agrandissement approprié peut étre facilement obtenu
de maniére a ce qu'on puisse faire figurer sur la photographie
une numeérotation parcellaire analogue a la numérotation cadas-
trale ou la désignation succincte des propriétaires.

Il nous parait donc que, sans calculs compliqués et sans
conditions spéciales, la photographie par avions peut remplacer,
avantageusement et a bon compte, la confection des croquis,
et que son utilisation dans le domaine du Registre foncier peut
certainement rendre de grands services. Ch. Reesgen.

Eine Ausgleichungsaufgabe.

Unter dem Titel ,Bestimmung einer Geraden aus den ge-
messenen Koordinaten ihrer Punkte“ behandelt Professor Eggert
in Heft 1 des Jahrganges 1918 der deutschen ,Zeitschrift fiir
Vermessungswesen“ eine Ausgleichungsaufgabe, die deswegen
ein gewisses theoretisches Interesse bietet, weil sie Anlafl gibt,
auf einen wichtigen Grundsatz bei der Behandlung von Aus-
gleichungsaufgaben hinzuweisen.

Wir werden auch Gelegenheit haben, die Eggert’schen Er-
gebnisse noch etwas weiter zu fithren, und eine, wie es uns
scheint, nicht ganz unwesentliche Interpretation jener Ergebnisse
zu leisten.

Wir stellen uns folgende Aufgabe:

In der Ebene sind n Punkte gegeben, welche auf einer
analytischen Kurve von bekanntem Charakter liegen sollen. In
Bezug auf ein beliebig gewihltes rechtwinkliges Koordinaten-
system werden die Koordinaten x und y jener n Punkte ge-
messen. Die Gewichte dieser Koordinatenmessungen fiir den
Punkt x;, y; seien p; und p. Durch eine Ausgleichung nach
der Methode der kleinsten Quadrate sollen die wahrscheinlich-
sten Werte der Konstanten in der Gleichung der vorliegenden
Kurve bestimmt werden. |

Fiir einen Punkt x, y, der auf unserer Kurve liegt, gelte
die Gleichung | |
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FABC....x,y)=0, (1)
wobei A, B, C Konstante sind.
Fiir einen Kreis z. B. wiirde die Gleichung (1) lauten:
(x—A)* + (y—B)*—C* =0,
wobei A und B die Koordinaten des Mittelpunktes, C der Ra-
dius des Kreises sind.
Fiir einen allgemeinen Kegelschnitt aber konnte die Glei-
chung z. B. in folgender Form geschrieben werden:
x?+ By?2+ 2Cxy +2Dx+2Ey + F=0,
oder auch
Ax2+ B'y?+ 2C'xy +2Dx + 2E‘y +1 = 0.
Bezeichnen wir die wahrscheinlichsten Verbesserungen der
gemessenen Koordinaten des Punktes P; mit v;und v/, so wer-
den die wahrscheinlichsten Koordinaten dieses Punktes bezeich-
net mit:
Xi=x T vi} Y=y + vi. (2)
Wir erhalten nun folgende n Bedingungsgleichungen:
FABC....x, Tv,y +Vv,)=0,
F@A B, C....x, Tv, y, TV, =0, (3)
F@A B C.... Xp T Vg, yn T V) = 0.
Schon verschiedentlich sind das vorliegende und &dhnliche
Probleme in der Weise zu l6sen versucht worden, dafl man den

Ansatz fiir den Punkt P; folgendermaBien machte:
F@ B C....xi, ¥i)=vi

i=n . .
und da man dann [v; vi],_, zu einem Minimum machte.

So geht z. B. Professor R. Schumann in ,Bestimmung einer
Geraden aus den gemessenen Koordinaten ihrer Punkte“ vor,
verdifentlicht in den Sitzungsberichten der Kaiserlichen Akademie
der Wissenschaften in Wien, Mathematisch-naturwissenschaftliche
KIl. Abt. Ila, 125. Band, 10. Heft, 1916, Seiten 1429 —1466.

Dieser Ansatz widerspricht dem Grundsatze der Methode
der kleinsten Quadrate, dafl die Verbesserungen v der gemes-
- senen Groflen, deren Gewichte mit p bezeichnet werden mogen,
der Bedingung [pvv] = Minimum unterworfen werden sollen;
es geht also nicht an, irgend welche Funktionen der gemessenen
QGroflen mit v.zu bezeichnen, und dann diese v der bekannten
Minimumsbedingung zu unterziehen. Gewif8 148t sich unter JUm-



— 243 —

stinden beweisen, dafi ein solcher Ansatz in Uebereinstimmung
mit der korrekten Anwendung der Methode der kleinsten Qua-
drate zu bringen ist (wir werden Gelegenheit haben, so etwas
filr unsere Aufgabe zu beweisen), aber a priori ist ein solcher
Ansatz zu verwerfen.

Um unsere Bedingungsgleichungen (3) linear zu machen,
wahlen wir fiir die Koeffizienten A, B, C.... Nédherungswerte
A,, B, C,.... von denen wir voraussetzen wollen, daf§ sie
nur um Groflen von der Ordnung der Messungsiehler von den
wahrscheinlichsten Werten abweichen.

A=A, +4A; B=B,+4B; C=C,+4C... (4

Entwickeln wir jetzt die Funktionen (3) nach dem Taylor’-
schen Satze, wobei wir voraussetzen, dal wir die hohern Glie-
der dieser Entwicklung vernachldssigen diirfen, so erhalten wir
zundchst fiir die erste Gleichung:

F (A, +4A, B,+ 4B, C,+4C, ....x, Tv, y, Tv,)=

aF oF
F (As By Cpoovs Xis V) T ("’A)JA T JB (61
Ao, Bo, Co,)u y1
oF oF oF
—f‘:EJC'i" 'f“a*vl'l"—yv’—o

Wir setzen zur Abkiirzung:
F (Ap By Cysies:Xp V) = W,

-------------

F (Ap By Cprvev Koy Ya) = Wa

(a F ] }
4 o (O .
0 A Ao, Bo, Co, ... X1, V1 : - A Ao, Bo, Co, . .. Xn yn
(3 F) 2F
77777 = = Dy
B Ao, Bo, Co, X1, V1 : B/ Ao Bo, Co, Xn, ¥n

A
(a F) ( F) )
5 = s mw = Cq
2C Ao, Bo, Cy, ... x5, 11 ' o C/ Ao, Bo, Co, .. . Xn, ¥n
2 ¥ F
19

--------------

°F - {3F) -
N . =i ' , =i,
X/ Ao, Bo, Co, ... Xn, yn ¢ YJ Ao, Bo,Co,...Xn,¥n J
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und erhalten damit aus (3) folgende n linearen Bedingungs-
gleichungen:

w, TadA+DbdB+cdC+..,.. TfHv, T v,=0
w, Ta,JA+b,dB+cdC+.... +fv, +iv,=0

--------------

Wo T andA +badB+cadC+ ... +fava +1va=0

(6)

Unter Beachtung dieser Bedingungsgleichungen (6) haben
wir nach der Methode der kleinsten Quadrate [p vv] + [p‘v, v]
zu einem Minimum zu machen. Damit ist unser Problem zuriick-
gefiihrt auf die allgemeinste Aufgabe der Methode der kleinsten
Quadrate, wie sie z. B. Helmert in seiner ,Ausgleichungsrech-
nung nach der Methode der kleinsten Quadrate“, Leipzig 1907,
2. Auflage, Seite 285 u. ff., ausfiihrlich behandelt.

Die in unserm Problem auftretenden Bedingungsgleichun-
gen (6) stellen aber einen relativ einfachen Spezialfall des all-
gemeinen Problemes dar, indem jede Bedingungsgleichung nur
zwei Verbesserungen enthélt, und jede Verbesserung nur in einer
Bedingungsgleichung auitritt. Dieser Umstand erlaubt uns, eine
einfache Losung zu erhalten.

Da es sich um eine Minimumsaufgabe ([pvv] + [p'v'Vv] =
Minimum) mit den Nebenbedingungen (6) handelt, so bilden
wir, unter Zuhilfenahme von unbestimmten Koeffizienten K,,
K, . .. K. (Korrelaten) die zusammengesetzte Funktion:

& =[pvv] T[p'v'V]

— 2K, (w, T a,4A + b, JB+CJC+ . o E v

— 2K, (w&,*l-a.:,JA-l-ngB-i—ceJC-i-...+f,3v2+f’2v'g)

B i oime s (7)
— 2Ka(Wn T an 4A + by dB+cudC+ ...+ favp T 10 v4)
und setzen:

() ¢ 2P
2;'(“_/,',“;{"\‘)20; Tém) 0: 5“@6———0; .....
od o od

__3-;__—0 - _::0’ v =0

2P 2P 2P

v = (; av, =0;..4. v = 0.
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Dies liefert folgende Gleichungen:

a, K +aK +...... + 2, Ky = 0
b K, +b, K, +...... + by Ky = (8)
(K +e, K, +...... + cn Ka = 0

P =LKy B% =Ky o= 9
p:1 vll o fll Kl; p‘g Vlg e flf_‘ [(l3 8 5 W P'n an — fln Kn ( )

Setzen wir die aus den Gleichungen (9) folgenden Werte
fiir die v und v’ in die Gleichungen (6) ein, so erhalten wir:

f1 f1 fii f,l
Wi a JA b B dC L (T K =0

1

1
i f, 1, -
w2+a2JA+b_2-_-fJB+c._,JC+....+(bg-f- : ) , ==
2

P’
............. (10)
O S (S
Wn+anJA+anB+CnJC+.-..+ p + p’ Kuzo
Wir setzen zur Vereinfachung:
1 ‘ 1
T T
P P’ P2 P’
. 1 o (11)
""""" fufo | fufa 5
Pn P'n
und erhalten damit aus (10):
Kl - — 4 glJA “blgljB_ClgldC—wl g1
K,=—ag4dA—-DgdB—0cgdC—w,g, (12)
Kn=—a3gn4A —bygn 4B —c¢chgn 4C — wy g

Setzen wir die Werte von (12) in die Gleichungen (8) ein,
so erhalten wir nach Multiplikation mit — 1:
[aag]dJA +[abg]dB +[acg]dC+ ... +[awg]=0
[abg]JA +[bbg]dB +[bcgldC+ ... +[bwg]=0 (13)
[acg]4A +[bcg]dB t+[ccgldC+ ... +[cwg]=0

Damit ist die Aufgabe gelost. Da die Gleichungen (13)
Normalgleichungscharakter haben, nennen wir sie die Normal-.
gleichungen der 4 A, 4B, 4C,....
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Wir setzen:
fv, T, v,
fyv, + 1, v,
fo vy + 0 vih = — A Gewicht g,

Da die x und y beobachtungstechnisch voneinander unab-
hdngig sind, konnen wir aus diesen Gleichungen die mittleren
Fehler und damit die Gewichte der Xk nach dem Gaufy’schen
Fehlerfortpflanzungsgesetz berechnen. Da das Gewicht von v, p,,
von v‘, -p‘, ist, so erhalten wir:

mil =f{em 2+ 1 ¥ m 2
2 2
WO b= R s s
P P
wichtseinheit ist; also folgt:

— %, Gewicht g,
—, Gewicht g, (14)

wenn p der mittlere Fehler der Ge-

2 _— ..o fl f| fll fli ’
m = t , woraus weiter folgt:

Ay P: P _
Giewictt von A, = -to = : =
ewicht von A, = 'mi, y N Pof - &
Py P’

gemdfl Gleichung (11).
Analog wird das Gewicht von X, gleich g, etc. Dies haben
wir bei den Gleichungen (14) schon angedeutet.
Unter Beachtung der Gleichungen (14) ergeben die Glei-
chungen folgendes:

M =w,ta dA+Db,dB+c 4C,... Gewicht g,
N=w,tadA+b,dB+ ¢ 4C,... Gewicht g,
.............. (15)
A= wp ta,dA + b, 4B + ¢, 4C, ... Gewicht g,

Fassen wir diese Gleichungen (15) als Fehlergleichungen
einer vermittelnden Ausgleichung mit den Unbekannten 4 A,
4B, 4C ... auf und geben ihnen die respektiven Gewichte g,,
g,y ... gn wie wir das schon bei den Gleichungen (15) ange-
deutet haben, so erkennen wir, dafl wir nach diesem Vorgang
dieselben Normalgleichungen (13) erhalten wie friiher.

Das Gleichungssystem (15), das mit n fingierten Beob-
achtungen operiert, deren Verbesserungen A, A, ... A, deren
Gewichte die Groflen g,, g, ... ga gemafl den Gleichungen (11)
sind, ist total dquivalent den urspriinglichen 2 n Beobachtungen
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X, ¥Vi» X, Yoy« .. Xn Yo mit den Gewichten p,, p’;, Psy P'ar + + -« -
Pn, Pn, indem es den Unbekannten JA, 4B, 4C, ... dieselben
Werte und Gewichte gibt, wie die urspriinglichen Beobachtungen,
was aus der Identitdt der Normalgleichungen folgt.

Nachdem dieser Beweis geleistet ist, konnen wir jetzt unsere
Aufgabe viel einfacher 16sen, indem wir von den Gleichungen (15)
unter Beachtung der Gleichungen (11) fiir die Gewichte aus-
gehen. Aber erst jetzt sind wir dazu berechtigt, nachdem die
korrekte Anwendung der Methode der kleinsten Quadrate uns
diesen Weg weist. In diesem Sinne sind unsere fritheren Be-
merkungen aufzufassen.

Gehen wir von den Gleichungen (15) aus, so kénnen wir
nach der Auflosung der Normalgleichungen (13) die numerischen
Werte der A, A,, ...k, durch Einsetzen der 4A, 4B, 4C be-
rechnen. Es stellt sich uns dann noch die Aufgabe, mit Hilfe
dieser GroBen auch die Verbesserungen v und v’ der urspriing-
lichen Beobachtungen x und y zu berechnen. Aus den Glei-
chungen (14) und (9) erhalten wir:

f, f i1
o Kl + : ‘ 1 K1 - _ll
Py P
fn fn : o ,}_ K.— %
Pn Pn
woraus unter Beachtung von (11) folgt:
B = =8 85 K = =k} svs s Ba™= =g (16)
Damit erhalten wir aus (9): -
f, , f,
Vlz_;):&)ﬁ; vlz_-I;Tligl)\l
I fs
Vo — — E); g, )‘-z; Vle — g‘g &s )\e (17)
iy . g - 1
Vo = — 7 €n An, = = n An
_ Pa gn An v D g
Es ist also:
o > " f]a fllz
p, vi T pyvii=ga2 |~ t+ —- = g A*
P P

------------
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Daraus erkennt man:
[pvv]+ [pv'v]=[gr}] (18)
Der mittlere Fehler der Gewichtseinheit wird daher:

o= |/ Py Fpvv]_ 1/ g3 2] (19)
n—u n—u
wo u die Anzahl der Unbekannten 4 A, 4B, 4C, ... ist.

Bis hieher sind wir im wesentlichen dem eingangs zitierten
Artikel von Professor Eggert in der deutschen ,Zeitschrift fiir
Vermessungswesen“ gefolgt.

Fiir die fingierten Verbesserungen A vermdgen wir nun eine
einfache geometrische Bedeutung nachzuweisen, womit das Er-
gebnis erst ins rechte Licht gesetzt wird.

Bezeichnen wir den Abstand des Punktes P; mit den Ko-
ordinaten x;, yi von der durch die Ausgleichung gelieferten
Kurve F(A,B,C,....x, y) = 0 mit p;, so kdnnen wir leicht
zeigen, daf}

M= p VEEF T st (20)
Der Abstand d des Punktes x;, yi von einem beliebigen
Punkte x, y der Kurve F (A, B, C,....x,y) = 0 ist
P=x—x)T (yi—y)>
Soll dies in den Abstand des Punktes x;i, y; von der Kurve
iibergehen, so muf} x, y so gewahlt werden, dal d? ein Mini-
mum wird.
Wir bilden daher die zusammengesetzte Funktion
V=@x—x?t({yi—y)?—2KF@A,BC...xYy)
und setzen '
ow ow
Ty =0 5_3; = 0.
Bezeichnen wir den auf der Kurve laufenden Punkt x, y,
der das Minimum von d?, d.i. p? erzeugt, mit Xi, E, SO
haben wir:

aF)m “

x—xtK (5, —0. yi—yi+K (a—f) =0. (@
X/ %, vi °y/5, '

Dazu kommt noch die Gleichung
F(AB,C,....x5, y)=0

da der Punkt x;, y; auf der Kurve liegt.
(Schluf} folgt.)
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