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1. Eine Uebersicht

1.1 Besonderheiten statistischer Analysen

Die Botanik und insbesondere die Vegetationskunde sind
Wissenschaften, die fir die Anwendung von Analysen der ex-
plorativen Statistik bekannt sind. Viele ihrer Fachleute ha-
ben sich allerdings kaum je solcher Hilfsmittel bedient. In
der Tat waren es stets kleinere Forschergruppen innerhalb
verschiedenster vegetationskundlicher Schulen, welche die
Anwendung statistischer Modelle auf vegetationskundliche
Daten studierten und entwickelten. Viele Praktiker verwen-
deten bisher mangels leistungsfdhiger Rechner subjektiv-
manuelle Methoden der Datenverarbeitung, die mit der Zeit
etwas vereinheitlicht wurden. ELLENBERGs (1956) Vorschriften
zum Ordnen einer Vegetationstabelle sind ein Beispiel. Mit
der Verfiigbarkeit schneller Rechenautomaten hat sich nun die
Situation gedndert. Selbst aus der Sicht des reinen
Anwenders lohnt es sich, nach Sinn und Leistungsfidhigkeit
statistischer Methoden zu fragen.

In allen nachfolgenden Ueberlegungen treten immer wieder die
Begriffe Pflanzensoziologie und Pflanzendkologie auf. Deren
Definition kann jedem einschlidgigen Lehrbuch entnommen wer-
den. Wesentlich ist, dass die Pflanzendkologie die Verbin-
dung sucht zwischen Standortsdaten einerseits und pflanzen-
soziologischen Daten andererseits. Wenn gelegentlich von
speziellen Datenstrukturen die Rede 1ist, so bezieht sich
dies nur auf die letzteren. Standdrtliche Daten dagegen un-
terscheiden sich von solchen anderer naturwissenschaftlicher
Disziplinen kaum und lassen sich mit dem normalen statis-
tischen Instrumentarium bearbeiten. Ein ausgesprochen
fachspezifisches Problem bildet dagegen wiederum - immer aus
der Sicht der Analyse - die Untersuchung des 2Zusammenhanges
zwischen pflanzensoziologischen und stand6rtlichen Daten.

Wer erstmals statistische Analysemethoden einsetzt, wird
feststellen, dass - im Gegensatz zu manuellen Methoden - die
Resultate exakt reproduzierbar sind. Meist spielt es keine
Rolle, in welcher . Reihenfolge die Daten in den



.-

Analyseprozess eingeschleust werden. Sofern die Methode
genau beschrieben wird, ist die Verarbeitung fir Drittper-
sonen bis ins Detail einsichtig. Ein weiterer Vorteil liegt
in der hohen Effizienz. Wird ein multivariater Datensatz
analysiert, also zum Beispiel eine Vegetationstabelle oder
eine Tabelle von Standortsdaten, so bearbeiten gute Methoden
alle Aufnahmen gleichzeitig und gleichberechtigt. Die Re-
sultate widerspiegeln deshalb die Gesamtdhnlichkeitsstruktur
des Datensatzes. Dies wiederum erkldrt den erheblichen
rechnerischen Aufwand, mit dem solche Analysen verbunden
sind. Dass dafiir Computer eingesetzt werden nmiissen, mag
einerseits als Nachteil gewertet werden. Andererseits hat
dies den willkommenen Nebeneffekt, dass sich langwierige Ar-
beitsschritte wie das Umschreiben wvon Tabellen und das
Zeichnen von Diagrammen automatisieren lassen., 1In der
vegetationskundlichen Forschung wird davon zunehmend und mit
bemerkenswertem Erfolg Gebrauch gemacht. Die neuere Fachli-
teratur bestdtigt diese Feststellung (vgl. =z.B. PODANI
1984). Sie wirft aber zugleich Fragen auf, mit denen sich
auch der Leser dieser Ausfihrungen konfrontiert sieht.

Auffdllig ist zundchst, dass es ausserordentlich viele ver-
schiedene Methoden gibt wund dass laufend neue entwickelt
werden. Warum diese Vielfalt? Jeder Methode entspricht ein
mehr oder weniger eigenstandiges geometrisches oder statis-
tisches Modell. Solche Modelle sind in fast beliebiger Zahl
formulierbar. Der Vegetationskundler sucht filir seine Daten
ein Modell, das die Struktur seiner Befunde moéglichst klar
abzubilden vermag. Seine Analysen sind deshalb erfolgver-
sprechender, wenn er unter vielen Modellen geschickt
auszuwdhlen versteht. Aus diesem Grunde ist es auch nicht
sinnvoll, im Interesse einer Vereinheitlichung ein einziges
Verfahren zu propagieren. Vielmehr ist immer ein - natiirlich
liberblickbares - Spektrum von Mdglichkeiten in Erwdgung =zu
ziehen,

In Anbetracht der Vielfalt der Methoden drangt sich auch die
Frage auf, weshalb fiir die Pflanzendkologie spezielle Metho-
den erforderlich sind. Die Antwort ergibt sich 1leicht aus
Erfahrung im Umgang mit solchen Daten. In der Praxis tritt
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immer wieder ein dhnliches Spektrum von Datenstrukturen auf,
welches eben filir das Fachgebeit typisch zu sein scheint. In

der Tat weisen Vegetationsdaten - im Vergleich zu
Datensdtzen anderer Wissenschaften (geografische, sozi-
alwissenschaftliche, okonomische Daten usw.) - einen hohen

Standardisierungsgrad auf. Dies 1liegt an den allgemein
gliltigen Naturgesetzen, denen die Vegetation unterworfen
ist, aber auch an der Verwendung weit verbreiteter,
teilweise standardisierter Erhebungsverfahren (vgl. z.B.
MUELLER-DOMBOIS und ELLENBERG 1974). Es ist auch als Vorteil
zu werten, dass die Daten nicht bereits bestehenden Statis-
tiken entstammen, sondern normalerweise auf einem rdumlich
und zeitlich nach wissenschaftlichen Kriterien festgelegten
Stichprobenverfahren basieren. Insbesondere multivariate
Verfahren arbeiten unter solchen Voraussetzungen optimal.

Inhomogenes Datenmaterial erfordert die Verwendung stark
standardisierender Methoden. Der weit verbreitete Produkt-
momentkorrelationskoeffizient ist ein Beispiel daflir. Gerade
bei diesem sind aus formalen Griinden fast immer Informa-
tionsverluste in Kauf zu nehmen. Bei der Analyse von Vegeta-
tionsdaten kann demgegeniiber eine Auswahl wenig standardi-
sierender und deshalb gut differenzierender Verfahren
eingesetzt werden. Weil die Stichprobenplanung als
Voraussetzung filir ein gutes Gelingen eine entscheidende
Rolle spielt, kann durch sie zugleich eine weitere Verbes-
serung der Effizienz vieler Methoden erzielt werden. Dies
ist der einzige Weg, um die Reproduzierbarkeit numerischer
Analysen voll auszuniitzen.

Schliesslich stellt sich die Frage, ob die beobachteten
Datenstrukturen allgemeingililtig oder bloss ein Abbild des
einigermassen willkiirlich gewdhlten Analyseverfahrens sind.
Die letzte Vermutung kann wohl flir strukturelle Details
eines multivariaten Datensatzes zutreffen. Flir die Interpre-
tation 1ist es in diesem Falle besonders wichtig, die genaue
Funktionsweise des Analyseverfahrens zu kennen. Hingegen
zeigt die Erfahrung, dass die meisten Methoden eindeutige
Zusammenhdnge und Strukturen aufzudecken vermdgen. Wer die
Moglichkeit zur Variation seiner Methoden besitzt, verfligt
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also zugleich {liber ein Instrument, um die Bestimmtheit
seiner Befunde abzuschatzen.

Statistische Analysen konnen nicht isoliert betrachtet wer-
den. Sie sind nur ein Schritt auf dem Weg zu wissen-
schaftlichen Erkenntnissen. Es ist nicht Absicht dieser Ar-
beit, auf alle methodischen Probleme einzugehen. So werden
z.B. die pflanzensoziologischen Aufnahmemethoden nicht
diskutiert. Die Planung von Stichprobenkonzepten ist jedoch
ein so wichtiger Schritt, dass ihr ein eigenes Kapitel
gewidmet ist. Doch zundchst sind einige einfilhrende Ueber-
legungen zu Datenstrukturen und Datenmodellen zu behandeln.

1.2 Das Untersuchungsobjekt: Die Stichprobe

Multivariate Analysenmethoden beschaftigen sich mit
Stichproben. Jede Stichprobe besteht aus einer kleineren
oder grodsseren Anzahl von Individuen (Stichprobenelementen),
welche sich mehr oder weniger voneinander unterscheiden.
Beispiele sind die Schiiler einer Schulklasse, die Baume
eines Waldstuckes, die Hiuser einer Siedlung usw. In der
Pflanzensoziologie bildet oft die Vegetationstabelle die
Stichprobe. Individuen sind floristische und dkologische
Aufnahmen. Ein Beispiel zeigt Abb. 1.1. Wir haben hier einen
multivariaten Datensatz vor uns. Im Gegensatz zu univariaten
Datensdtzen sind die Individuen grundsdtzlich durch eine
Vielzahl wvon Merkmalen (vgl. GAUCH 1982, 5.4 und 5) charak-
terisiert. Bei Stichproben menschlicher Populationen waren
analoge Merkmale Eigenschaften wie Kdrpergrésse, Haarfarbe,
Alter usw,.,, bei soziologischen Studien auch Bildung, Reli-
gion, Weltanschauung usw. In der Pflanzendkologie sind es
Artvorkommen {Abundanz, Dominanz}, Standortsfaktoren,
Lebensformen, phdnologischer Zustand und anderes mehr,
welche die Individuen charakterisieren. Entscheidend an der
eben dargestellten Sichtweise ist, dass Aufnahmen und Tabel-
len die fundamentalen Einheiten der Analyse bilden. Im
Gegensatz etwa 2zur Auffassung von BRAUN-BLANQUET (1964)
spielen Pflanzengesellschaften erst im Zusammenhang mit Er-
gebnissen eine wesentliche Rolle.
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Abb. 1.1 Beispiel einer Stichprobe, bestehend aus
duen, welche durch je 3 Merkmale charakterisiert sind.
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Die Abgrenzung der Grundgesamtheit als Gegenstand einer
Analyse ist ein wichtiger eigenstdndiger Schritt im Rahmen
einer Untersuchung (vgl. Kap. 2.2.1). Manchmal ist eine ein-
zige unstrukturierte Stichprobe Gegenstand einer Analyse.
Bei umfangreicheren Forschungsprojekten sind kompliziertere
Verhdltnisse jedoch die Regel. Dabei kann es sich als
sinnvoll erweisen, das gesamte Datenmaterial a priori in
Stichproben =zu unterteilen, welche einzeln analysiert wer-
den. Dies zeigt Abb. 1.2. Die beiden Datensdtze lassen
keinen 2Zweifel offen, dass sie in jeder Hinsicht (d.h.
bezliglich aller Merkmale) verschieden sind und deshalb ohne
weiteres getrennt analysiert werden konnen. Es gibt aber
ofters Situationen, bei denen die Aufteilung in verschiedene
Stichproben nicht von vornherein gegeben ist. Dabei lassen
wohl einige Merkmale eine bestimmte Unterteilung als
sinnvoll erscheinen, andere widersprechen dem Jjedoch.
Gleichzeitig mag es aber wenig sinnvoll sein, so zu handeln,
als ob eine unstrukturierte Stichprobe vorlidge. Die Unter-
suchung einer vermuteten Gruppenstruktur ist dann Gegenstand
der Analyse. Im Beispiel von Abb. 1.3 liegt die Gruppierung
dem vorgegebenen Merkmal "Exposition" zugrunde. Die daran
anschliessende Analyse soll dann zeigen, inwiefern die Kom-
bination der anderen Merkmale diese Vorgabe bestdtigen.

1.3 Strukturmodelle von Stichproben

Ziel multivariater Analysen ist die Untersuchung der Struk-
tur, dem Vorhandensein von Gesetzmidssigkeiten innerhalb der
Stichprobe. Man bildet zu diesem Zwecke geometrische Modelle
der Daten. Alle diese Modelle zielen darauf ab, die Daten-
struktur vereinfacht abzubilden. Der Preis, welcher fur
jede Vereinfachung zu bezahlen ist, besteht in einem Infor-
mationsverlust. Der Gewinn besteht darin, dass in der
Stichprobe vorhandene Gesetzmdssigkeiten klarer hervortreten
als in den Originaldaten.

Soll nun die Struktur einer multivariaten Stichprobe unter-
sucht werden, so geschieht dies durch den Vergleich ihrer
Individuen oder ihrer Merkmale. Dafiir stehen sehr unter-
schiedliche Methoden zur Verfiligung. Im allgemeinen wird man
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zundchst die Merkmale eines Individuenpaares einzeln ver-
gleichen und die so erhaltenen Ergebnisse zusammenfassen.
Abb. 1.4 zeigt zwei mdgliche Vorgehensweisen: Je nach Defi-
nition des Vergleichskoeffizienten liegt am Schluss ein Mass
fiir die Aehnlichkeit oder aber fiir die Undhnlichkeit (Dis-
tanz) der Individuen vor.

Die umfassende Analyse der Stichprobe erfordert nun eine
Bestimmung der gesamten Stichprobenstruktur. Man kommt dabei
nicht umhin, jedes Individuum mit jedem anderen zu ver-
gleichen. Schon bei bescheidenen Stichprobengrdssen ist
daher eine grosse 2Zahl von Vergleichskoeffizienten zZu
berechnen. Abb. 1.5 zeigt ein einfaches Beispiel. Die
Vegetationstabelle oben besteht aus vier Individuen. Unten
ist die sich ergebende Stichprobenstruktur dargestellt. Es
handelt sich um eine Aehnlichkeitsmatrix mit 16 Koeffizien-
ten. Da jeder Koeffizient je zwei mal erscheint, ist nur
etwas mehr als die Hialfte der Matrix zu berechnen. Die Zahl
der paarweisen Vergleiche, M, ergibt sich nach der Formel

M = N(N+1)/2.

Darin ist N die Anzahl Individuen. Flir die Tabelle in Abb.
1.5 erhalten wir:

M = 4(441)/2 = 10.

Der Aufwand zur Bestimmung der Stichprobenstruktur nimmt mit
steigender Stichprobengrosse rasch =zu. So ergibt sich fur
eine Vegetationstabelle mit 100 Aufnahmen

M = 100(100+1)/2 = 5050.

Die Aehnlichkeitsstruktur einer Stichprobe ist mit einer
solchen Matrix abschliessend definiert. Sie ist aber ihrer
Grésse wegen praktisch nicht {iberblickbar. Um sie =zu
analysieren, bedarf es spezieller Methoden, die in den
spdteren Kapiteln behandelt werden.

Flir pflanzendkologische Untersuchungen bedeutungsvoll sind
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Gradienten- und Gruppenstrukturen. Solche lassen sich recht
gut aus einer ausgewerteten, geordneten Vegetationstabelle
herauslesen. Abb. 1.6 zeigt einige einfache Beispiele. Ganz
eindeutige Verhdltnisse (A,C) treten in Wirklichkeit kaum
auf. Die Fdlle B und D sind eher typisch.

Ob sich eine Stichprobe in Gruppen aufteilen 1l&sst, wird
z.B. mit Hilfe sogenannter Gruppierungsanalysen (Cluster-
analysen) untersucht (Kap.5). Manchmal werden deren Resul-
tate in Form von Dendrogrammen pradsentiert (Abb. 1.7). Darin
sind auf der X-Achse die Individuen aufgetragen, wahrend die
Y-Achse die Unterschiedlichkeiten der Gruppen wiedergibt.
Die Stdrke der Gruppenstruktur ergibt sich aus dem
Verhdltnis der Aehnlichkeiten innerhalb der Gruppen zu jenen
zwischen den Gruppen. In Abb. 1.7, A 1ist eine klar
zweigeteilte Stichprobe dargestellt. Dendrogramm B zeigt
dagegen eine schwach ausgepradgte Struktur. Die Unterschiede
innerhalb der Gruppen sind hier fast ebenso gross wie
diejenigen zwischen denselben.

Um die Gradientenstruktur einer Stichprobe darzustellen,
greift man 6fters zur Ordination. Die Individuen werden da-
bei in einem zwei- oder dreidimensionalen Koordinatensystem
so dargestellt, dass sich ihre Aehnlichkeitsbeziehungen aus
den gegenseitigen Abstdnden moglichst genau herauslesen
lassen. Abb. 1.8 zeigt zwei Beispiele. Darin werden je zwei
Merkmale zur zweidimensionalen Darstellung von 8 Individuen
verwendet. Verfligt man {ber drei oder mehr Merkmale, so
lassen sich in dieser Weise nur Teile der Gesamtinformation
wiedergeben. Die Information ist stets an die Achsen gebun-
den., Die Beitrdge der Achsen zur Gesamtinformation verhalten
sich additiv. Trdgt beispielsweise die erste Achse 50%, die
zweite 30% und die dritte 20% der Information, so ist die
maximale Effizienz einer zweidimensionalen Ordination gleich
80%.

Oft wird erwartet, dass Vegetationsaufnahmen, die im Felde
einem einfachen Gradienten entstammen, in einer Ordination
auf einer geraden Linie erscheinen miissen (GAUCH 1982). Dies
ist nicht der Fall. Das Erscheinungsbild in Abb. 1.8 ist
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Abb. 1.6 Unterschiedlich strukturierte Vegetationstabellen.
Deutliche Gruppen (A), schwache Gruppen (B), deutlicher Gra-
dient (C), schwacher Gradient (D).
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mende Vegetationsdaten zeigen in der Ordination oft die hier
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dagegen typisch, indem die Aufnahmen auf gekriimmten, oft
fast kreisférmigen oder - im dreidimensionalen Raum -
spiraligen Linien angeordnet sind. Die genauen Ursachen
dafiir werden in Kapitel 7 gezeigt. Weniger klare Gradienten
ergeben Muster wie in Abb. 1.8, rechts, dargestellt., Die
Aufnahmen sind hier bandfdrmig angeordnet. Strukturen dieser
Art sind in der Praxis sehr hdufig zu finden. Schliesslich
konnen Ordinationen auch Gruppenstrukturen sehr differen-
ziert wiedergeben. Beispiele finden sich in Kap. 5.

1.4 Regressionsmodelle

Es gibt vegetationskundliche Untersuchungen, die sich mit
der Erforschung der Datenstruktur begnigen. Dank guter
Kenntnis der Standortsanspriiche der Arten koénnen solche
Resultate 06kologisch interpretiert und nutzbar gemacht wer-
den. Eine beliebte Méglichkeit bietet die Verwendung der
Zeigerwerte der Arten nach LANDOLT (1977) oder nach ELLEN-
BERG (1979). Man stiitzt sich in dieser Weise auf alt
bekanntes Wissen ab. Pflanzendkologische Forschung umfasst
aber auch die Messung von Standortsfaktoren. Ziel der
Analyse des Zusammenhanges zwischen Vegetation und Standort
ist die Bildung eines pradiktiven Modelles. Ein solches er-
laubt die Voraussage des Standortes (auf Grund der
Pflanzengesellschaft) oder der Pflanzengesellschaft (auf
Grund des Standortes) oder aber eines Standortsfaktors auf
Grund der Auspragung eines andern.

Ein einfaches pradiktives Modell ist die lineare Regression.
Sind die Ausgangsdaten als Punkteschwarm in einem zweidimen-
sionalen Koordinatensystem darstellbar, so wird versucht,
die Abhangigkeiten der Individuen durch eine Gerade zu
beschreiben. Abb. 1.9 zeigt einen solchen Fall., Wird dieses
Modell als gqiiltig akzeptiert, so kann bei vorgegebener
Neigung der zugehdrige pH-Wert abgelesen werden. Die hori-
zontalen Abstdnde der Punkte von der Regressionsgeraden
zeigen, welche Fehler bei einer solchen Aussage toleriert
werden missen. Abb. 1.9, unten, zeigt ein anderes Modell,
das dieselbe Datenstruktur genauer wiedergibt. Es handelt
sich um eine nichtlineare Regression. Die Pfeile weisen auf
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Stellen hin, an welchen die Voraussage mit derjenigen des
linearen Modelles identisch ist. Leider treten in der
Pflanzendkologie selten Datensdtze mit nur zwei Variabeln
auf, sodass sich mit der einfachen Regression die wenigsten
Probleme bewdltigen lassen.

Eine Moglichkeit, einen einfachen Vegetationsgradienten mit
dem Standort zu verknilipfen, bietet die multiple Regressions-
analyse. In Abb. 1.10 werden zwei Faktoren, der pH-Wert und
eine Mitteltemperatur, mit der Position von Vegetationsauf-
nahmen entlang eines Gradienten in Beziehung gesetzt. Die
L6sung 1ist geometrisch darstellbar. Sie besteht aus einer
Ebene, welche analog der Geraden einer einfachen
Regressionsanalyse optimal einem Punkteschwarm (Aufnahmen)
angepasst sein soll. Die eingezeichnete Aufnahme P demon-
striert die Aussagemo6glichkeiten des Modells: Werden ein
pH-Wert und eine Temperatur vorgegeben, so ldsst sich der zu
erwartende Vegetationstyp (d.h. seine Entfernung vom An-
fangspunkt des Gradienten) voraussagen.

Ein anderes, verwandtes Modell bietet die Mdglichkeit,
Stichproben mit Gruppenstruktur zu analysieren. In Abb. 1.11
wird diese diskriminanzanalytische L6sung dargestellt. Das
besondere an der Situation ist, dass sich der Vegetationstyp
weder aus dem pH-Wert allein noch aus der Temperatur voraus-
sagen lidsst. Beide Faktoren weisen innerhalb derselben
Vegetationstypen gleichzeitig hohe und niedrige Werte auf.
Wird jedoch eine giinstige Kombination von Messwerten gefun-
den, so lassen sie sich eindeutig auseinander halten. Das
Ergebnis ldsst sich geometrisch als neue Achse,

o
y = £(pH, C)

darstellen. Es kann aber auch verbal, mit Hilfe einer "Gram-

matik" (DALE 1980) ausgedriickt werden. Im vorliegenden

Beispiel konnte man formulieren:

- Bei hoher Temperatur und gleichzeitig niedrigem pH-Wert
tritt bevorzugt Typ A auf.
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Entfernung vom Anfangspunkt

Abb. 1.10 Multiple Regression zwischen der Position von Auf-
nahmen entlang eines Transsekten und den Standortsfaktoren
pH-Wert und Temperatur.

c | O Vegetationstyp A

O Vegetationstyp B
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Abb. 1.11 Diskriminanzanalytische Trennung eines Punk-
teschwarmes mit Hilfe zweier Standortsfaktoren.
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- Bei tiefer Temperatur und gleichzeitig tiefem pH- Wert
lassen sich die Typen A und B nicht auseinanderhalten.

= Uusw.

Die Ableitung praddiktiver Modelle flir pflanzendkologische
Anwendungen ist eine recht schwierige Angelegenheit. Wie in
Abb. 1.9 dargestellt, sind die wenigsten Strukturen 1linear.
Im Falle der zweifachen Regression (Abb. 1.10) ist somit zu
erwarten, dass die beste L6sung eine irgendwie gekrimmte
Fldche und nicht eine Ebene sein wird. Werden zur Modellbil-
dung eine grossere Zahl von Vegetationstypen verwendet, so
bedarf die Darstellung der diskriminanzanalytischen L&sung
einer Vielzahl von Dimensionen. Diese lassen sich nur schwer
gleichzeitig wveranschaulichen. Auch verbal ist eine solche
Losung schwierig zu fassen. Schliesslich werden in der Regel
sowohl die Vegetation als auch der Standort durch mehrere
Merkmale beschrieben (vgl. GAUCH 1982, S. 38). Es miissen
also Modelle gefunden werden, die Beziehungen zwischen zwei
multivariaten Datensdtzen zu untersuchen erlauben. Dieses
eigentliche Kernproblem der Vegetationkunde wird in Kapitel
9 ndaher erdrtert.
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