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Die Wahrscheinlichkeit als Grenzwert
der relativen Hauhgkeiten

Kritik des Grundbegriffes der Statistik

Von RN Dr. Artur PAVELKA, Prag

1. Komplementaritdt und statistischer Zusammenhang

Gesetze, die bloB statistische Zusammenhinge bestimmter Natur-
vorgidnge und Zustinde zum Ausdruck bringen, machen den Eindruck
einer Auflockerung des klassischen Gesetzesbegriffes, der in seiner ab-
soluten Genauigkeit und exakten Giiltigkeit das Ideal einer mathe-
matisch begriindeten Naturwissenschaft darstellte. Nur schweren Her-
zens haben sich die einzelnen Forscher von der Gedankenwelt der
klassischen Physik losgesagt, und auch dies geschah bloB schrittweise
und immer nur da, wo es unumginglich notwendig war. Es erforderte
die gewaltigen Leistungen eines de Broglie, um den Begriff der Materie-
wellen zu prigen, der jeder Materie Wellen zuordnet, wie dies das
Experiment auch tatsichlich bestitigte 1. Heisenberg muBte eine neue
Mechanik, die Matrizenmechanik aufstellen, die dann mit einem spe-
ziellen mathematischen Apparat das ganze Gebiet der Atomphysik zu
bearbeiten vermochte 2. Der durch die Matrizenmechanik drohende
radikale Bruch mit der klassischen Physik wurde unmittelbar nach
dem Erscheinen der Matrizenmechanik durch die Quantentheorie Schrd-
dingers gemildert, die gewisse Zusammenhinge mit der klassischen
Physik aufweist und durch die allgemeine wellenmechanische Differen-
tialgleichung auch formal klassische Wege verfolgt. Allerdings hat sich
auch in dieser wichtigen Gleichung die Notwendigkeit einer statistischen
Interpretation ergeben, sodaB sie in keiner Weise als eine Abwendung
von der statistischen Ausdrucksweise gelten darf® Am deutlichsten
tritt die Tragweite der begrifflichen Umwilzungen aber an der Leistung

1 Louis de Broglie, Ann. d. phys. (10) 3, 22, 1925.
2 Werner Heisenberg, Zeitschr. f. Phys. 33, 879, 1925.
3 Erwin Schriodinger, Abhandlungen zur Wellenmechanik. Leipzig 1927.



410 Die Wahrscheinlichkeit als Grenzwert der relativen Hiufigkeiten

des Vaters der Quantentheorie zu Tage. Niels Bohr war es, der bereits
im Jahre 1913 seine erste Formulierung quantentheoretischer Gedanken-
giange veroffentlichte und der bereits drei Jahre spiter imstande war,
die Trennungslinie zwischen klassischer und quantentheoretischer Be-
griffsbildung durch sein Korrespondenzprinzip zu formulieren 1. Ebenso,
wie sich aus dem Korrespondenzbegriff, als dem ersten Versuch eines
rein quantentheoretischen Gesetzes die weitere Entwicklung der Quanten-
theorie durch die oben angefiithrten Forscher ergab, hat Bokr auch das
Verdienst, die erste Phase der Entwicklung der neuen Quantentheorie
durch die Prigung des Begriffes der Komplementaritit gekront zu
haben 2. Bohr arbeitet bewuBt mit klassischen Begriffen und stellt
deren Unvertriglichkeit im Gebiete der Atomwelt in bestimmten Fillen
fest. Wenn dann die Benutzbarkeit esmnes klassischen Begriffes in einem
ausschlieBlichen Verhiltnis zu der eines anderen steht, nennen wir diese
beiden Begriffe komplementdr 3. In diesem Begriffe der Komplementari-
tdt ist die ganze Problematik der Quantentheorie verborgen, und Pawuli
ist geneigt, die moderne Quantentheorie in Analogie zur « Relativitits-
theorie » sachlich als eine « Komplementaritidtstheorie » zu bezeichnen 3,
Heisenberg gelangt dann in seinen allgemeinen Erwigungen iiber die
Quantentheorie zu der Feststellung, daB die Beschreibung des Natur-
geschehens in Raum und Zeit auf der einen Seite und die Beschreibung
des Naturgeschehens in seinem kausalen Zusammenhange auf der an-
deren Seite zwei komplementire Auffassungsweisen des Naturgeschehens
darstellen, die in der klassischen Physik miteinander vertrdglich waren,
in der Quantentheorie aber einander gegenseitig ausschlieBen. Eine
Uberbriickung beider Auffassungsweisen der Natur, nimlich der Raum-
Zeitbeschreibung und der kausalen Beschreibung ist einzig durch stati-
stische Zusammenhinge gegeben. So wird das statistische Naturgesetz
zum Ausdruck der von der Quantentheorie festgestellten Unstimmig-
keiten in der auf das atomare Gebiet angewandten Begriffswelt der
klassischen Physik.

Einen aufschluBreichen Einblick in die hier angedeutete Problematik
der Komplementaritit und ihre Losung durch das statistische Natur-
gesetz gibt uns Hersenberg, dessen diesbeziiglichen Ausfithrungen hier
wortlich wiedergegeben seien :

« Die Welt der aus der tiglichen Erfahrung stammenden Begriffe

1 N. Bohr, Phil. Mag. 26, 1, 1913.
2 N. Bohr, Atomtheorie und Naturbeschreibung. Berlin 1931.
3 Handbuch der Physik, XXIV/1, W. Pauli, 89. Berlin 1933,
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ist zum ersten Male verlassen worden in der Einsteinschen Relativitits-
theorie. Dort stellte sich heraus, da man die gewohnlichen Begriffe
nur anwenden kann auf Vorginge, in denen die Geschwindigkeit der
Lichtfortpflanzung als praktisch unendlich angesehen werden kann. Das
durch die moderne Experimentalphysik verfeinerte Erfahrungsmaterial
zwang also zu einer Revision der bisher iiberkommenen und zur Aus-
bildung neuer Begriffe ; aber unser Denken vermag sich nur langsam
dem erweiterten Erfahrungsbereich und seiner Begriffswelt anzupassen,
und daher erschien die Relativititstheorie anfangs abstrakt und fremd.
Wie aus dem bisher Gesagten hervorgeht, zwingen die Erfahrungen
aus der Welt der Atome zu einem noch viel weiter gehenden Verzicht
auf bisher gewohnte Begriffe. In der Tat beruht unsere gewdhnliche
Naturbeschreibung und insbesondere der Gedanke der Trennung einer
GesetzmiBigkeit in den Vorgingen der Natur auf der Annahme, dal
es moglich sei, Phinomene zu beobachten, ohne sie merklich zu beein-
flussen. Einer bestimmten Wirkung eine bestimmte Ursache zuzuordnen
hat nur dann einen Sinn, wenn wir Wirkung und Ursache beobachten
konnen, ohne gleichzeitig in den Vorgang stérend einzugreifen. Das
Kausalgesetz in seiner klassischen Form kann also seinem Wesen nach
nur fiir abgeschlossene Systeme definiert werden. In der Atomphysik
ist aber im allgemeinen mit jeder Beobachtung eine endliche, bis zu
einem gewissen Grade unkontrollierbare Stérung verkniipft, wie dies
in der Physik der prinzipiell kleinsten Einheiten auch von vornherein
zu erwarten war. Da andererseits jede raumzeitliche Beschreibung
eines physikalischen Vorganges durch die Beobachtung des Vorganges
bedingt ist, so folgt, daB die raumzeitliche Beschreibung von Vorgingen
einerseits und das klassische Kausalgesetz andererseits komplementire,
einander ausschlieBende Ziige des physikalischen Geschehens darstellen.
Dieser Sachlage entspricht in dem Formalismus der Theorie, daB8 zwar
ein mathematisches Schema der Quantentheorie existiert, daB dieses
Schema aber nicht als einfache Verkniipfung von Dingen in Raum und
Zeit gedeutet werden kann. Durch diese Komplementaritdt der Raum-
Zeitbeschreibung einerseits und der kausalen Verkniipfung andererseits
tritt ferner eine eigenartige Unbestimmtheit des Begriffes « Beobachtung »
auf, indem es der Willkiir anheimgestellt bleibt, welche Gegenstinde
man zum beobachtenden System rechnen oder als Beobachtungsmittel
betrachten soll. Im Formalismus der Theorie hat diese Willkiir zur Folge,
daB zur Deutung eines physikalischen Experimentes oft recht ver-
schiedenartige Methoden beniitzt werden konnen, wofiir spiter einige
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Beispiele gegeben werden sollen. Aber selbst wenn man die genannte
Willkiir in Kauf nimmt, gehort der Begriff « Beobachtung » streng
genommen der aus unserer tdglichen Erfahrung entnommenen Ideen-
welt an ; er kann auf atomare Erscheinungen nur iibertragen werden,
wenn man auf die in den Unbestimmtheitsrelationen angegebene Be-
grenzung aller raumzeitlichen Bilder achtet. Denn jede Beobachtung
ist an Raum und Zeit per definitionem gekniipft ; also hat dieser Begriff
seinen Sinn nur innerhalb der durch die Ungenauigkeitsrelationen an-
gegebenen Schranken. DaB es spezielle Fille gibt, in denen die Forde-
rungen des klassischen Kausalgesetzes in gewisser Anniherung mit einer
raumzeitlichen Beschreibung in Einklang gebracht werden kd&nnen,
wurde schon frither erwidhnt. Im allgemeinen jedoch kann man die
Sachlage etwa durch folgendes Schema charakterisieren :

Klassische Theorie Quantentheorie
Entweder Oder

Raum - Zeitbeschreibung | Raumbeschreibung Mathematisches
Schema nicht in
Raum und Zeit

Kausalitat Unbestimmtheitsrelationen Kausalitat

statistische Zusammenhinge

Erst wenn man versucht, sich dieser grundlegenden Komplementari-
tat von Raum-Zeitbeschreibung und Kausalitit in der Begriffsbildung an-
zupassen, kann man die Widerspruchsfreiheit der quantentheoretischen
Methoden (insbesondere der Interpretation der Transformationstheorie)
beurteilen. Die Anpassung unseres Denkens und unserer Sprache an
die Erfahrungen der Atomphysik ist allerdings, wie in der Relativitiits-
theorie, mit groBen Schwierigkeiten verkniipft. In der Relativitiits-
theorie waren dieser Anpassung die philosophischen Diskussionen
fritherer Zeiten iiber die Probleme Raum und Zeit sehr férderlich.
In dhnlicher Weise kann man in der Atomphysik Nutzen ziehen aus
den fiir alle Erkenntnistheorie grundlegenden Diskussionen iiber die
Schwierigkeiten, die mit der Trennung der Welt in Subjekt und Objekt
verbunden sind. Manche Abstraktionen, die fiir die moderne theore-
tische Physik charakteristisch sind, findet man schon in der Philosophie
vergangener Jahrhunderte besprochen. Wihrend diese Abstraktionen
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damals von dem nur auf Realititen bedachten Naturwissenschaftler als
Spiel der Gedanken abgelehnt werden konnten, zwingt uns heute die
verfeinerte Experimentierkunst der modernen Physik dazu, sie eingehend
zu diskutieren. » !

Im AnschluB an diese Ausfithrungen Hezsenbergs koénnen wir die
Problematik der gegenwartigen Physik in folgende Sitze zusammen-
fassen :

Die von der Quantentheorie aus der klassischen Physik iiber-
nommenen Begriffe fiihren in vielen Fillen zu einander ausschlieBenden
Begriffen, den komplementiren Begriffspaaren.

Die Vertriglichkeit komplementdrer Begriffspaare wird in der
Quantentheorie durch die Abgrenzung ihres klassischen Giiltigkeits-
bereiches erreicht.

Der Zusammenhang zwischen komplementidren Begriffen ist durch
eine statistische GesetzmiaBigkeit ausgedriickt. Eine GesetzmiBigkeit,
die von der Physik als kausal bezeichnet wird und die der GesetzmaBig-
keit der klassischen Physik entspricht, liegt hier nicht vor.

Das statistische Naturgesetz ist also in der Auffassung der modernen
Physik der einzige, formal mogliche Ausdruck fiir den Zusammenhang
zwischen den komplementiren Begriffen klassischen Ursprungs, aber
beschrinkter Giiltigkert.

2. Das aristotelische il 70 ToAL

Auf den Physiker, der sich des schweren geistigen Ringens, welches
die quantentheoretische Denkweise dem Kklassisch geschulten Forscher
abfordert, voll bewuBt ist, werden die einleitenden Worte zum fiinften
Kapitel des zweiten Buches der aristotelischen Physik den Eindruck
eines aufrichtigen Staunens nicht verfehlen. Es heiBt dort wortlich :
« Erstens nun, da wir sehen, daB einiges immer, anderes wenigstens
meistenteils, in der nimlichen Weise geschieht, so ist es augenfillig,
daB der Zufall oder das Zufillige als Ursache von keinem dieser beiden
(weder des notwendig und immer Geschehenden, noch des meistenteils
Geschehenden) genommen wird ; aber da es auch etwas gibt, was im
Widerspruch mit diesen beiden geschieht, und von solchem alle sagen,
es sei zufillig, so ist es augenfillig, daB der Zufall und das grundlos

1 W. Heisenberg, Die physikalischen Prinzipien der Quantentheorie. Leipzig
1930.

Divus Thomas 28
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von selbst Eintretende irgendetwas sind. »? Also keine Spur von einer
klassischen, deterministisch gedeuteten Auffassungsweise der Natur, in
der alles geschehen muB. Das &£ avayxng xal aet, das immer und
notwendig Geschehende ist hier keineswegs die einzige Art des Natur-
geschehens, neben diesem kommt auch das éxi mold¥ 2, das meistenteils
Geschehende zur Geltung und schlieBlich auch noch das mapa Tabre,
das auBer diesen Geschehende, nimlich der Zufall und das grundlos
von selbst Eintretende. Den Physiker interessiert hier die Anerkennung
dessen, was bloB meistenteils geschieht oder was dem Zufall anheim
gestellt ist; denn gerade so geartete Naturprozesse behandelt die
Quantentheorie statistisch, da die kausale Erfassung der klassischen
Physik nur die immer und notwendig auftretenden Ereignisse zu erfassen
und zu verstehen imstande ist.

Also keineswegs die einfache Denkweise der klassischen Physik,
sondern eine Vorwegnahme der statistischen Auffassung des Natur-
geschehens vor zweieinhalb Jahrtausenden !

Wie viel Miihe kostet es den Forscher, sich nur von der Auffassung
des Naturgesetzes der klassischen Physik frei zu machen. Hatte doch
die klassische Physik ihre Differentialgleichungen, nach denen alles
Geschehen bis ins kleinste Raum- und Zeitelement genau gefesselt war.
Alles muBte mit Notwendigkeit eintreten. Geschah dies einmal nicht,
dann wurde der Fehler in der Unvollkommenheit der physikalischen
Erkenntnis, in der Unvollkommenheit der Theorie gesucht, nie aber
wurde die Natur verdichtigt, sie kénnte sich irgendwelche Ausnahmen
aus dem immerwihrenden Zwange leisten. Und eben dies behauptet
das Wortchen érni mol¥ ; es geniigt also nach Aristoteles, daB sich etwas
meistenteils ereigne, und diese Hiufigkeit des Auftretens ist bereits
ein Kriterium der Naturverbundenheit des Ereignisses. Die Natur wird
hier verantwortlich gemacht fiir die Auflockerung des zwangliufigen
Geschehens ; ja die Natur wird hier durch die hiufig auftretenden
Ereignisse direkt charakterisiert. Wer dichte da nicht sofort an die
groBen Wahrscheinlichkeiten der statistischen GesetzmiBigkeit, die sich
als Gesamtheiten klassisch-kausal verhalten. Das sind ja die Heisenberg-
schen statistischen Zusammenhédnge, von denen wir soeben sprachen ;
die groBen Wahrscheinlichkeiten der Statistik, also die mit groBen
Wahrscheinlichkeiten auftretenden Ereignisse verhalten sich auch nach

1 Der deutsche Text ist der griechisch-deutschen Ausgabe entnommen :
Aristoteles, Acht Biicher Physik, Carl Prantl. Leipzig 1854. S. 77.
2 Nach Didot in der Leonina : énl T oAy,
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der Quantentheorie kausal im Sinne der klassischen Physik. Eben diese
Ereignisse groBer Wahrscheinlichkeiten werden durch das Kriterium
¢nt moAb durch den Philosophen unter die Naturereignisse eingereiht.

Nicht genug daran, auch die kleinen Wahrscheinlichkeiten werden
in Erwagung gezogen. Es sind dies die als zufillig bezeichneten Ereig-
nisse. Auch diese finden ihre Eingliederung in das aristotelische Bild
der Natur.

Man dichte, klassisch beeinfluBt, daB Aristoteles die Liicken-
haftigkeit bestimmter Naturablidufe hitte stérend empfinden sollen, da3
er in ihnen eine Unvollkommenheit der Natur hdtte erblicken miissen.
Man konnte auch erwarten, dafl er den Versuch hitte machen kénnen,
diesen scheinbaren Schonheitsfehler in der Erfassung des Naturge-
schehens zu iiberwinden. Nichts von all dem ist geschehen. Aristoteles
konstatiert, daB es in der Natur einfach so zugeht, daB es also neben
dem immer Eintretenden immer auch meistenteils Eintretendes und
schlieBlich sogar zufillig Eintretendes gebe.

Es geniigt aber keineswegs zu bemerken, daB er diese strukturelle
Tatsache der Natur einfach zur Kenntnis genommen hatte ; er leistete
viel mehr ; er vermochte diesen vielfiltig unterschiedenen Tatsachen-
bestand in das einheitliche System seines philosophischen Weltbildes
zu setzen, das in seinem gedanklichen Aufbau bis zum heutigen Tage
nichts an Geschlossenheit eingebiiBt hat. Wabhrlich ein guter Grund
fiir den Physiker, die aristotelische Gedankenwelt bei der Durchdringung
der statistischen GesetzmiBigkeit entsprechend zu wiirdigen.

Diese aristotelische Charakteristik des Naturgeschehens lifft uns
schiiefen, dafl in dem énl mwolb als Bestandieil der Naturauffassung das
aristotelische philosophische System die Losung der Frage nach dem Wesen
des statistischen Naturgesetzes wenigstens verhiillt enthalten mufp.

3. Das thomistische FREQUENTER

In Aufnahme der aristotelischen Physik kommentiert St. Thomas
das inhaltsreiche éni 6 moAy und bringt es im lateinischen Gewande
des Ausdruckes FREQUENTER mit derselben Ungezwungenheit und
Selbstverstindlichkeit, mit der er jeden einzelnen Satz des Philosophen
behandelt. Er teilt mit Aristoteles die Geschehnisse in der Natur in
drei Fille ein, circa primum ponit tres divisiones !. Der erste Fall ist

1 IT Phys. 1. 8, n. 2, satzweise kommt der ganze 2. Absatz zur Geltung,
der mit den Worten « quae negavit fortunam » endet.
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dadurch gegeben, daBl bestimmte Ereignisse immer eintreten, quarum
prima est, quod quaedam fiunt semper, und als Beispiel fiigt er hinzu,
ut ortus solis, also wie beim Sonnenaufgang. Der Sonnenaufgang ist
eben ein Ereignis, welches die tidgliche Erfahrung ohne jedwede Aus-
nahme bestitigt ; es stellt also eine bis dahin nie umgestoBene Erfah-
rungstatsache dar. Wissenschaftlich war diese Erfahrung durch die da-
malige astronomische Theorie {iber die Bewegung der Himmelskorper.
auch der Verstandeserkenntnis klar. Es stand also nichts im Wege,
dieses Geschehnis, das ja in der Tat seit Thomas’ Zeiten bis zum heutigen
Tag die damalige Erfahrung nur erhirtet, als ein notwendiges und immer
auftretendes Geschehen anzusehen. .

Der zweite Fall ist dadurch gegeben, daBl bestimmte Ereignisse
gleichsam hdufig eintreten, quaedam sicut frequenter, und als Beispiel
wird hier ein Ereignis aus biologischem Gebiete herangezogen, ut quod
homo nascatur oculatus, wie also zum Beispiel der Mensch mit Augen
geboren wird. Wir wiirden uns ausdriicken, daf} es sich um eine normale
Menschengeburt handelt. DaBl hier von bloBer Hiufigkeit und keines-
wegs von einem immer und von einer Notwendigkeit die Rede ist,
hingt wiederum mit der schon damals vorhandenen Erfahrung zu-
sammen, daB3 ab und zu auch einmal eine Abnormalitit, ein Mensch
ohne Augen geboren wird, wie wir spéiter zu hoéren bekommer. Dieser
Fall des scheinbar liickenhaften Gesetzes macht Thomas nicht irre,
entscheidend fiir ihn ist die Haufigkeit, welche geniigt, das Geschehen
der Natur zuzuschreiben. Wir wiirden heute unter gewissen Voraus-
setzungen von einer groBen Wahrscheinlichkeit sprechen, dal3 ein nor-
maler Mensch mit Augen geboren wird, womit unter anderem gesagt
sein will, daB die Méglichkeit einer Fehlgeburt nicht ausgeschlossen wird.

Eine solche abnormale Geburt eines Menschen ohne Augen fiihrt
Thomas als Beispiel fiir den dritten .Fall an, der sich von den beiden
vorhergehenden klar unterscheidet : sed quaedam fiunt praeter haec ;
es gibt Ereignisse, die sich den beiden ersten Fillen entziehen ; sie
liegen auBerhalb dieser beiden Fille, was dann niher erklirt wird mit
den Worten, idest ut in paucioribus, also dieser dritte Fall verwirklicht
sich in der Minderzahl. Und das einmiitige Urteil aller besagt, daB es
sich in einem solchen Falle um einen Zufall handelt, et omnes dicunt,
huiusmodi fieri a fortuna. Die kleine Anzahl der Geschehnisse deutet
an, daB es sich hier um einen von den beiden vorhergehenden unter-
schiedenen Fall handelt, um den Zufall. Es ist also durch diesen Fall
bewiesen, daB3 der Zufall etwas ist, unde manifestum est quod fortuna
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aliquid est. Ausdriicklich wird dann der Zufall der kleineren Haufig-
keit zugeteilt, cum esse a fortuna et esse in paucioribus convertantur,
Zufall und kleinere Hdéufigkeit bedingen sich gegenseitig. Die kleine
Hiufigkeit also ist es, die die Ansicht widerlegt, daB der Zufall zu
leugnen sei, et hoc inducit contra primam opinionem, quae negavit
fortunam.

So wird der Begriff FREQUENTER als Ausdruck der Hdiufigkeit
zum philosophischen Kriterium, nach dem alles Geschehen in der Natur
einzuteilen sein wird.

4. Die Miesessche Haiufigkeit

Mit einem bemerkenswerten Verstidndnis fiir den Héaufigkeitsbegriff
des Aristoteles leitet Richard von Mises sein Werk iiber die Wahrschein-
lichkeitsrechnung ein, indem er sagt: « Erscheinungen, die wir heute
mit der Wahrscheinlichkeitsrechnung erfassen, wie das Wiirfelspiel,
waren schon im Altertum bekannt. Einen bemerkenswerten Ansatz
zur Begriffsbildung gibt gelegentlich Aristoteles mit den Worten : ‘Das
Wabhrscheinliche ist etwas, was zumeist geschieht.”» Diese Stelle ent-
nimmt Mises nicht der Physik des Aristoteles, sondern, wie er selbst
angibt, der Ars rhetorica, A, 2, 1357 a 34: To pev yap cinds oty
o¢ &nl to mohd yryvéuevov L. Die angefithrte Stelle beweist, daB A7i-
stoteles micht nur den Begriff der Hadufigkeit kannte, sondern daB er
ihn direkt mit dem Begriff der Wahrscheinlichkeit in Zusammenhang
zu bringen wulflte.

Die historische Entwicklung des Wahrscheinlichkeitsbegriffes stand
aber keineswegs im Zeichen des Haufigkeitsbegriffes. Vielmehr war fiir
die nunmehr iiber ein Jahrhundert zuriickliegende Entwicklung der
Wabhrscheinlichkeitsrechnung die Laplacesche Definition maBgebend,
die folgenden Wortlaut hat: «Die Theorie des Zufalls ermittelt die
gesuchte Wahrscheinlichkeit eines Ereignisses durch Zuriickfithrung
aller Ereignisse derselben Art auf eine gewisse Anzahl gleich moglicher
Fille, d. i. solcher, iiber deren Existenz wir in gleicher Weise unschliissig
sind, und durch Bestimmung der dem Ereignis giinstigen Fille. Das
Verhiltnis dieser Zahl zu der aller méglichen Fille ist das MaB dieser
Wahrscheinlichkeit, die also nichts anderes als ein Bruch ist, dessen

1 Richard von Mises, Vorlesungen aus dem Gebiete der angewandten Mathe-
matik, I. Band, Wahrscheinlichkeitsrechnung. Leipzig 1931. S.1.
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Zihler die Zahl der giinstigen Fille und dessen Nenner die Zahl aller
moglichen Fille ist.»1!

Diese Definition hat sich in der Fachliteratur iiber hundert Jahre
erhalten und beginnt erst in der Gegenwart eingehend studiert und
vervollkommnet zu werden. Einer strengen Kritik unterwirft diese
Definition Mises, welcher darlegt, daB sie auf die Probleme der gegen-
wirtigen Statistik nicht anwendbar ist. Er sagt wortlich : « DaB hier
eine petitio principii vorliegt, da gleichméglich doch nur ein Deckwort
fiir gleichwahrscheinlich sein kann, ist noch der geringste Mangel dieser
Definition, die weder auf das Beispiel eines ‘falschen’ Wiirfels noch auf
das der Lebens- und Sterbenswahrscheinlichkeit anwendbar ist ; niemand
kann sagen, wo hier die gleichwahrscheinlichen Fille stecken. » 2 Mises
verkniipft den Wahrscheinlichkeitsbegriff aufs engste mit dem Begriffe
der Haufigkeit und kehrt so zur urspriinglichen aristotelischen Auf-
fassung des Wahrscheinlichkeitsbegriffes zuriick. Wenn wir den Unter-
schied zwischen der Laplaceschen und der aristotelischen Wahrschein-
lichkeitsauffassung klar herausheben wollen, kénnen wir sagen, daB
Laplace einen aprioristischen Wahrscheinlichkeitsbegriff schafft, Aristo-
teles hingegen, getreu seiner realistischen Einstellung als Naturwissen-
schaftler, prigt seinen Begriff auf empirischer Grundlage. Denn Hiufig-
keit setzt ja eine andauernde systematische Beobachtung voraus. In
der Neuzeit waren schon vor Laplace Anbahnungen zu einer Wahr-
scheinlichkeitsrechnung bemerkbar, die durch die Namen Blaise Pascal,
Pierre de Fermat, Jacob Bernoulli und Thomas Bayes gekennzeichnet
sind. Diese zeigen durchwegs Tendenzen zu einer empirischen Auf-
fassung des Wahrscheinlichkeitsbegriffes, indem sie ihn auf die Hiufig-
keit zuriickzufithren. Mises iiberwindet, in Anlehnung an englische und
franzosische Arbeiten 3, den vorherrschenden EinfluB der aprioristischen
Auffassung Laplaces und bietet eine systematisch auf dem Hiufigkeits-
begriff aufgebaute Wahrscheinlichkeitsrechnung. Der empirische Ein-
schlag, den das Mzisessche Werk dadurch bekommt, wird noch ver-
stiarkt durch die ausdriickliche Charakteristik seiner Wahrscheinlichkeits-
rechnung als einer naturwissenschaftlichen Theorie, die ebenso behandelt
werden will wie die Geometrie und die iibrigen Zweige der Mathematik,

1 P. S. de Laplace, Philosophischer Versuch iiber die Wahrscheinlichkeit, 1814.
Deutsche Ubersetzung, R. v. Mises. Leipzig 1932. S. 4.

2 Mises, 1. c. S. 3.

3 Leslie Ellis und A. A. Cournot nach Angabe von Mises, S. 4.



Die Wahrscheinlichkeit als Grenzwert der relativen Haufigkeiten 419

die wir in den Naturwissenschaften anwenden !. Das Werk erscheint
daher auch folgerichtig als erster Band der Sammlung von Vorlesungen
aus dem Gebiete der angewandten Mathematik. Gleichzeitig stellt die
Misessche Theorie den erstmaligen Versuch dar, dieses Gebiet der an-
wendbaren Mathematik in axiomatischer Form darzustellen.

Fiir uns bietet die Anlehnung an das aristotelisch-thomistische Haufig-
keitskriterium fiiy die Einterlung der Naturereignisse einen ausreichenden
Beweggrund, einige nachfolgende Kapitel den Grundziigen der Maisesschen
Wahrscheinlichkeitstheorie z2u widmen, 2umal sie auch methodisch durch
thren axiomatischen Aufbau einen bemerkenswerten Versuch darstellt.

5. Der Wiederholungsvorgang als Ausgangsobjekt
der Misesschen Theorie

Mises widmet dem Ausgangsobjekt ein eigenes Kapitel, betitelt
« Gegenstand der Wahrscheinlichkeitsrechnung ». Indem wir in dem
schon im ersten Teil dieser Arbeit eingefithrten Unterschied zwischen
dem unmittelbar gegebenen Objekt oder Ausgangsobjekt und dem
Gegenstand einer Wissenschaft unterscheiden, da dieser bereits von
geeigneten Erkenntnismitteln geformt sein mufl, miissen wir in dem
angefithrten Kapitel aus dem M7sesschen Buche eine Behandlung des
Ausgangsobjektes in seiner unmittelbaren empirischen Gegebenheit er-
blicken. Denn den Gegenstand seiner Theorie legt Mises tatsichlich
erst in den weiteren Kapiteln fest, wobei er schlieBlich in der von uns
beniitzten Terminologie bis zu dem Subjekte seiner Wissenschaft zu
gelangen trachtet.

Indem wir uns der angefiihrten terminologisch feinen Unterschiede
bewuBt bleiben, fithren wir wortlich die Definition des Ausgangsob-
jektes der Misesschen Theorie an. Sie lautet : « Gegenstand der Wahr-
scheinlichkeitsrechnung sind Massenerscheinungen oder Wiederholungs-
vorginge ; sie bestehen aus einer sehr groBen Zahl aufeinanderfolgender
Elemente (Beobachtungen), deren jedes als Merkmal (Beobachtungs-
ergebnis) eine Zahl (oder eine Gruppe von Zahlen) in ‘regelloser An-
ordnung’ aufweist. Die Einzelbeobachtung vollzieht sich nach einer
festen Vorschrift, die eindeutig iiber die Bestimmung des Merkmals
oder die eventuelle Ausscheidung der Beobachtung verfuigt. » 2

1 Mises, S. 22.
2 Mises, 1. c. S. 9. Die Anfithrungszeichen und die Klammern stammen von
Mises.
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Dieser Definition entnehmen wir vor allem, daB das Ausgangs-
objekt, wie wir iibrigens bereits wissen, eine Beobachtung, also eine
sinnliche Wahrnehmung erfordert. Wesentlich fiir die Theorie ist es
nun, daB jede Einzelbeobachtung nach einer festen Vorschrift zu einem
eindeutig bestimmten Ergebnis gelangen muf. Wenn wir also zum
Beispiel ein Merkmal beobachten, diirfen wir unter keinen Umstinden
zu dem Ergebnis gelangen, dall das Merkmal feilweise oder fast ein-
getreten ist oder daB es wmsicher ist, ob es eingetreten ist. Dieser
Verschwommenheit des Beobachtungsergebnisses muf3 eine feste Beob-
achtungsvorschrift vorbeugen. Wir kénnen uns dies an dem klassischen
Beispiel der Wahrscheinlichkeitsrechnung, dem Waiirfelspiel, veran-
schaulichen. Bei jedem Wurf muB3 das Ergebnis eine bestimmte Augen-
zahl bieten, wenn ein Spiel iiberhaupt mdglich sein soll. Wir kénnen
nicht fast eine Sechs werfen oder etwa das Ergebnis eines Wurfes als
zwischen Fiinf und Sechs liegend beurteilen. Das wire bei einem kugel-
dhnlichen Wiirfelgebilde der Fall, dessen Stabilitit nicht an die sechs
Flichen gebunden ist. Es muB auch festgesetzt werden durch die
Vorschrift, wie das Herabfallen des Wiirfels von der Versuchsfliche,
z. B. der Tischfliche zu beurteilen ist, ob diese Beobachtung ungiiltig
sein soll, da sie den Beobachtungsbedingungen nicht entspricht, oder
ob die Ablesung vielleicht auch auf dem FuBboden vorgenommen werden
soll, wohin der Wiirfel ausnahmsweise herunterfallen kénnte. In diesem
Zusammenhang ist es nicht wesentlich zu wissen, fiir welche Beobach-
tungsvorschrift oder noch besser fiir welche Bestimmtheitsvorschrift sich
der Beobachter entscheidet, weil er dadurch blo8 die Gesamtheit seiner
Ausgangsobjekte dndert, keineswegs aber den wesentlichen Charakter
des Beobachtungsprozesses gefihrdet. Dagegen wire das Zustande-
kommen einer Folge von Beobachtungsergebnissen unmdéglich, wenn die
feste Bestimmtheitsvorschrift nicht gegeben wiire.

Entgegen vielfach geduBerten Ansichten von Nichtfachleuten, die
die Vorstellung einer Unsicherheit, einer Unbestimmtheit, eines Nicht-
wissens und einer Ungenauigkeit mit dem Begriffe der Wahrscheinlich-
keit und mit allen seinen Anwendungen in Verbindung bringen, #st
es angezeigt, die fiir jede Statistik, nicht wur fiir die Misessche Theorie,
selbstverstindliche, notwendige Bedingung hervorzuheben, nach der jede
statistisch zu verarbeitende Beobachtungsfolge mit einem klaren Entscheid
enden muf, ob das beobachtete Merkmal aufgetreten ist oder nicht.

Diese Forderung ist vom philosophischen Standpunkte aus wohl
verstandlich, denn sie entspricht der ersten Bedingung jeglicher Wissen-
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schaft, von klaren Begriffen auszugehen. Die Vorbedingung fiir klare
Ausgangsbegriffe sind eben eindeutige Ausgangsobjekte als Ergebnisse
der Beobachtung.

An die Bestimmtheitsvorschrift der Einzelbeobachtung reiht sich
in der Definition die Voraussetzung, daB die Einzelbeobachtungen in
groBer Zahl vorliegen sollen, wenn man Wahrscheinlichkeitsrechnung
betreiben will. Durch diese Voraussetzung kommt die empirische
Erfassung des Gesetzes der groflen Zahlen zum Ausdruck, wonach die
Berechnungen mit Hilfe der Wahrscheinlichkeitsgr6Ben nur im Rahmen
groBer Zahlen, groBer Anzahlen von Ereignissen Geltung haben. Die
Annahme des empirisch aufgefaBten Gesetzes der groBen Zahlen nimmt
allerdings in die Theorie einen ganz eigentiimlichen Zug auf, der ent-
schieden einer philosophischen Erklirung, also einer philosophischen
Zuriickfithrung auf einfachere Begriffe oder Prinzipien erfordert. Dal
die Misessche Theorie diese Erklirung nicht gibt, kann bei ihrem
Charakter einer naturwissenschaftlichen Theorie nicht wundernehmen,
da sie sich traditionsgemidB mit der Ubereinstimmung zwischen Gesetz
und Erfahrung beschiftigt, nicht aber mit einer philosophisch tieferen
Erfassung der erarbeiteten GesetzmiBigkeiten. Wir wissen ja bereits,
daB wir uns in der Naturwissenschaft auf der rechten, der bloB akziden-
tellen Seite der Fundamentalanalogie befinden. Die mathematische Ab-
leitung, die Mises in der Form des historischen Beweises des Gesetzes
der groBen Zahlen nach Bernoulli deduktiv in seine Wahrscheinlichkeits-
rechnung einzufiigen weil, wird einer tieferen Durchdringung des sach-
lichen Inhaltes dieser der Natur innewohnenden Struktur nicht gerecht,
da er bloB im Rahmen seines axiomatischen Systems formal zum Aus-
druck bringt, was er durch die Voraussetzung der groBen Anzahl bei der
Bestimmung des Gegenstandes seiner Wissenschaft aus empirischer Not-
wendigkeit einfach vorweggenommen hat.

Wie schon die klassische Wahrscheinlichkeitsrechnung mat threm
inkonsequenten apriori -Wahyscheinlichkeitsbegriff, der letzten Endes denn
doch empirisch beeinfluft ist, es tat, so muf erst recht jede empivisch
verankerte Wahrscheinlichkeitsvechnung oder Statistik die grofe Anzahl
als Ausdruck des empirisch aufgefaften Gesetzes der grofien Zahlen hin-
nehmen, wobet es einer philosophischen Disziplin diberlassen bleibt, diese
Eigentiimlichkeit dev Natur néiher zu erkliven, da es sich keineswegs um
eime einsichtige Struktureigenschaft der Natur handell.

Die groBe Anzahl tritt in der Definition des Ausgangsobjektes bei
Mises in den Massenerscheinungen und in den Wiederholungsvorgingen
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auf. Diese zwei Begriffe machen den Eindruck einer Uneinheitlichkeit
der Definition. Denn Massenerscheinungen und Wiederholungsvorginge
sind verschiedene Objekte, die auch verschieden behandelt sein wollen.
Die Massenerscheinung bietet eine Gesamtheit, die auf einmal, also
in einem einzigen Zeitpunkt gegeben ist und ein rdumliches Neben-
einander bildet. Der Wiederholungsvorgang dagegen bildet ein zeit-
liches Nacheinander, das sich gegebenenfalls in einem einzigen Raum-
punkt abspielt. Die Einheitlichkeit der Definition erreicht nun Mises
dadurch, daB er die Massenerscheinung mit ihrem rdaumlichen Neben-
einander auf das zeitliche Nacheinander des Wiederholungsvorganges
iiberfithrt. Der Charakter der in der Natur auftretenden Massen-
erscheinungen bietet zwei verschiedene Wege fiir deren Uberfithrung
auf Wiederholungsvorginge. Wir brauchen die Massenerscheinungen nur
ihrer Entstehung nach genauer zu untersuchen. Wir finden dann, daB
eine Gruppe von Massenerscheinungen das Ergebnis einer zeitlichen
Folge von Einzelvorgingen ist, die auf einem begrenzten Raumgebiet
enden und nur deshalb als rdumliches Nebeneinander einer Massen-
erscheinung angesprochen werden, weil die durch die Einzelvorginge
hervorgebrachten Strukturelemente in einem raumlichen Nebeneinander
andauern. In diesem Falle geniigt es, anstatt der Massenerscheinung in
ihrer Vollendung die Entstehung zu verfolgen, die in den aufeinander-
folgenden Einzelvorgingen einen Wiederholungsvorgang bietet.

Bei der zweiten Gruppe von Massenerscheinungen kénnen wir auch
bei der Entstehung der einzelnen Elemente kein zeitliches Nacheinander
feststellen, und da wir sonst keine Unterlage fiir die Aufweisung eines
zeitlichen Nacheinanders besitzen, bleibt uns nichts anderes iibrig, als
daB wir das rdumliche Nebeneinander Punkt fiir Punkt abtasten und
so eine kiinstliche Zeitfolge erhalten. Um auch in der sprachlichen
Ausdrucksweise die Einheitlichkeit des Ausgangsobjektes zu betonen,
beschrinkt sich Mises auf den Begriff der Beobachtung und des Be-
obachtungsergebnisses, anstatt von Elementen und Merkmalen zu
sprechen, und das Beobachtungsergebnis ist tatsichlich das, was bei
beiden Gruppen als zeitliches Nacheinander einen Wiederholungsvor-
gang irgendwie realisieren kann. Es werden also gerade diejenigen
Ausdriicke, die in der angefithrten Definition als bloBe Erginzungen
oder Erliuterungen in der Klammer standen, zu den eigentlichen Aus-
gangsobjekten. Es wiire also richtiger, wenn Mises gleich in der Defini-
tion des Ausgangsobjektes von der Einzelbeobachtung an einer Massen-
erscheinung und von der Einzelbeobachtung eines Wiederholungsvor-
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ganges sprache, deren Ergebnis dann eine Folge von Einzelbeobach-
tungsergebnissen wire. |

Die Wahrscheinlichkestsrechnung begniigt sich also aus Griinden der
mathematischen Einfachheit und Einheitlichkeit mit blofien Beobachtungs-
ergebnissen, die als merkmalbestimmie Folgen das Ausgangsobjekt dieser
Wissenschaft bilden.

6. Die Wahrscheinlichkeit als Grenzwert

Damit wir vom Mzsesschen Ausgangsobjekte der Folge der Beob-
achtungsergebnisse zum Gegenstand seiner Wahrscheinlichkeitsrechnung
gelangen, miissen wir noch zwei Forderungen hinzunehmen, von denen
die erste in diesem Kapitel besprochen werden soll. Sie lautet :

« Es muB3 moglich sein, sich die Folge der Einzelerscheinungen oder
Beobachtungen (Elemente) unbeschrinkt fortsetzbar zu denken, und es
miissen die relativen Hiufigkeiten fiir das Auftreten der gegebenen
Merkmale bestimmte Grenzwerte besitzen. Diese Grenzwerte sind es,
die man als die (mathematischen) Wahrscheinlichkeiten fiir das Auf-
treten der beiden Merkmale anzusehen hat. » 1

Diese Forderung ist hier in ihrer einfachsten Form fiir ein bestimmtes
Merkmal angefithrt. Das Merkmal kann entweder auftreten oder es
kann auch nicht auftreten, und in diesem Sinne sind dann das « Auf-
treten » und das « Nichtauftreten » zwei Merkmale, eben die beiden Merk-
male, von denen in der Forderung die Rede ist.

Die Forderung verlangt nicht, daB die Folge der Einzelerscheinungen
unendlich viele Glieder tatsdchlich hat, sondern sie verlangt, daB sie
unbeschrinkt fortsetzbar ist, daB also zu den bereits vorliegenden
Gliedern immer wieder nach Belieben neue Glieder hinzugeschaffen
werden konnen. Diese unbeschrinkte Fortsetzbarkeit der Folge driickt
also die Forderung einer realen Moglichkeit aus, die ja in der Tat bei
den Experimenten in gewissen Variationsgrenzen gegeben ist. Die
Forderung einer solchen realen Méglichkeit spielt in der Experimental-
physik an und fiir sich, also ohne einen Zusammenhang mit der Wahr-
scheinlichkeitsrechnung, eine wichtige Rolle. Die Forderung der immer
wieder moglichen Wiederholung eines Experimentes ist in der Experi-
mentalphysik geradezu das Kriterium fiir die Beurteilung, ob das
beobachtete Ereignis tatsdchlich in seinen Entstehungsbedingungen voll

1 Mises, S. 10.
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erfaft ist und ob sein Auftreten nicht auf eine zufillige experimentelle
Zusammenstellung zuriickzufithren ist. Eine neue Beobachtung, ein
neuer « Effekt » kann in der Physik niemals als gesichertes experimen-
telles Gut anerkannt werden, wenn es nicht gelingt, in allen Laboratorien
der Welt die Beobachtung nach den Angaben des ersten Beobachters
nach Belieben zu wiederholen. So hat die Forderung der unbeschrinkien
Fortsetzbarkeit der Folge von Beobachtungsergebnissen wvon Seiten des
physikalischen Experimentes thre volle Berechtigung.

Aber auch philosophisch ist die Forderung einer unbeschrinkten
Moglichkeit durchaus zuldssig. Denn gerade die Begriffe des Unend-
lichen und der bloBen Moglichkeit sind aufs engste verkniipft, sodaB
Thomas vom Unendlichen ausdriicklich sagt, daB es gleichsam in der
Moglichkeit sei, relinquitur igitur quod infinitum sit tamquam in po-
tentia ens 1. Das, was unbegrenzt, unbeschrinkt ist, hat eben iiber-
haupt keine andere Realitit als die der dauernd offenstehenden Mog-
lichkeit. So hat die Forderung der unbeschrinkten Fortsetzbarkeit auch
thre philosophische Berechtigung, da die Begriffe Unbegrenztheit und
Miglichkeit eimander entsprechen.

Bei Mises entspringt nun die Folgerung der unbeschrinkten Fort-
setzbarkeit der Beobachtungen einem mathematischen Bediirfnis. Gliick-
licherweise ist dieses mathematische Bediirfnis auf die angefithrte Weise
im besten Einklang sowohl mit der experimentalen Praxis als auch
mit der philosophischen Begriffsbildung. Mises sucht ndmlich den Uber-
gang von der Beobachtungsfolge zum mathematischen Grenzwert. Er
beniitzt dazu den Begriff der relativen Haufigkeit. Die relative Hiufig-
keit ist ein verhdltnismiBig sehr einfacher und heute in der Physik
voll eingebiirgerter Begriff. Wenn wir zum Beispiel bei der #-ten Beob-
achtung angelangt sind und wenn in dieser Beobachtungsfolge das aus-
gewihlte Merkmal insgesamt #,-mal aufgetreten ist, dann ist der

Bruch %3 die relative Haufigkeit des Auftretens des ausgewihlten

Merkmales in der aus #-Gliedern bestehenden Beobachtungsfolge. Neben
der Beobachtungsfolge entsteht so eine ihr zugeordnete Folge von
relativen Hiufigkeiten. Es ist klar, daB es immer nur soviel Glieder
der Folge der relativen Hiufigkeiten geben kann, als es Glieder der
Beobachtungsfolge gibt. Die Anzahl der Beobachtungen ebenso wie die
Anzahl der beobachteten Ereignisse kann immer nur endlich sein. Also
ist auch die Folge der relativen Hiufigkeiten immer endlich.

1 JII Phys. 1.10, n. 3
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Der Grenzwertbegriff verlangt aber eine unendliche Anzahl von
relativen Haufigkeiten. Mises stellt sich ndmlich den Grenzwert der
relativen Haufigkeiten so vor, wie bei den unendlichen Reihen. Von
dem Grenzwert einer unendlichen Reihe sprechen wir dann, wenn wir
bestimmte Konvergenzkriterien erfiillt finden, die sich auf die Kenntnis
aller unendlich vielen Glieder der Reihe stiitzen. Wir kennen nidmlich
die Konstruktionsvorschrift, wie ein beliebiges Glied der Reihe berechnet
werden kann. Und in diesem Sinne « kennen » wir die unendlich vielen
Glieder der Reihe, oder in anderer Ausdrucksweise, die Reihe ist uns
in allen ihren Gliedern gegeben. Die Unendlichkeit der Reihe ist hier
durch die Moglichkeit der Berechnung eines beliebigen Gliedes der
Reihe gegeben. In einem solchen Falle ist dann der Grenzwert verhilt-
nismiBig einfach zu berechnen, denn es ist dies die Zahl, zu der sich
die einzelnen Glieder der Reihe nihern, ja sogar beliebig nihern, ohne
sie jemals zu erreichen. Die Berechnung eines solchen Grenzwertes
erméglicht die Konstruktionsvorschrift, die durch das allgemeine Glied
der Reihe gegeben ist.

Ein so definierter mathematischer Grenzwert ist nun bei der Folge
der relativen Haufigkeiten nicht errechenbar, da uns das allgemeine

Glied als Konstruktionsvorschrift fehlt. Der Bruch %" ist im Zihler

empirisch durch die Ergebnisse der Beobachtungen” bestimmt, ist also
im vorhinein mathematisch nicht erfaBbar. Die Hiufigkeiten iiber-
raschen uns in ihren Schwankungen immer wieder. Mises hilft sich nun
so, daB er einfach die Existenz eines derartigen Grenzwertes fordert.
Das Kriterium fiir die Zulédssigkeit einer derartigen Voraussetzung ist
dann die praktische Bewidhrung des errechneten Ergebnisses. DaB sie
sich im Rahmen der bisherigen Ergebnisse der Wahrscheinlichkeits-
rechnung bewihrt hat, ist eine Tatsache.

Mathematisch ist die Annahme der Existenz eines derartigen Grenz-
wertes von groBter Bedeutung. Denn wenn es mdglich ist, einer vor-
gelegten Hiufigkeitsfolge eine bestimmte Zahl eindeutig als mathe-
matischen Grenzwert zuzuordnen, dann tritt an Stelle des allgemein
unausdriickbaren Verlaufes der Folge diese feste Zahl, die den Aufbau
einer exakten Theorie ermoglicht. Die Frage, ob eine solche Annahme
mathematisch berechtigt sei, ist gleichbedeutend mit der Frage, ob sie
nicht zu einem Widerspruch fithrt. Bisher wurde ein derartiger Ein-
wand mathematisch noch nicht erbracht.

Philosophisch 148t sich der Begriff des Grenzwertes an dieser Stelle
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noch nicht analysieren, aber die Tatsache, daB durch diese Zahl eine
gewisse Stabilitdt in den Schwankungen der einzelnen relativen Hiufig-
keitswerte zum Ausdruck kommt, steht auBBer Zweifel.

Der Grenzwert ber Mises ist also eine in threr Existenz vorausgesetzte
Zahl, deven naturstrukturelle Bedeutung auf stabile natiirliche Elemente
hinweist, die ansonsten aber an dieser Stelle noch nicht durchblickt wer-
den kann.

7. Das Regellosigkeitsprinzip

Die zweite Folgerung, die Mises an das Ausgangsobjekt, an seine
Beobachtungsfolge stellt, um es als Gegenstand der Wahrscheinlichkeits-
rechnung ansprechen zu koénnen, lautet: « Wird aus der gesamten,
unendlich gedachten Folge der Elemente eine unendliche Teilfolge so
gebildet, daB iiber die Zugehorigkeit eines Elementes zur Teilfolge ohne
Kenntnis seines Merkmales, nur nach der Stellung, die dieses Element
in der Gesamtfolge hat, entschieden, so miissen auch innerhalb der
Teilfolge die relativen Haufigkeiten des Auftretens der beiden Merkmale
Grenzwerte besitzen, und zwar dieselben wie in der Gesamtfolge. » 1

Mises fordert also eine Unempfindlichkeit des Grenzwertes einer
Auswahl aus der Beobachtungsfolge gegeniiber. Die empirische Folge
soll so beschaffen sein, daB es keine mathematische Formel, kein mathe-
matisches Gesetz geben soll, das irgendeine RegelmidBigkeit in dem
Auftreten der Folge aufdeckte. LieBe sich ndmlich eine solche Regel-
miBigkeit in der irgendwie beliebig ausgewihlten Teilfolge entdecken,
dann lieBe sich eine derartige Auswahl an Hand der entdeckten Regel-
miBigkeit durchfithren, daB die Héufigkeit fiir das Auftreten des
betreffenden Merkmales sichtlich gréBer wire. Das aber hitte die
Steigerung des Grenzwertes zur Folge. Beobachtungsfolgen, in denen
man mit Erfolg diese Auswahlmethode zur Anderung des Grenzwertes
vornehmen konnte, sollen also nach dieser zweiten Forderung aus der
Misesschen Wahrscheinlichkeitsrechnung ausgeschlossen sein.

ErfahrungsgemdB gibt es nun tatsichlich Ereignisfolgen, die wir
mit keiner bekannten mathematischen Formel zu erfassen imstande
sind. Das ist zum Beispiel bei den Gliicksspielen der Fall. Wir kennen
kein System, nach welchem ein Spieler seinen Gewinn bei einem Wiirfel-
spiel oder bei der Roulette beliebig steigern kénnte.

1 Mises, 1. ¢. S. 12.
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Die Unmoglichkeit, in einem derartigen Spielverlauf ein brauch-
bares Gesetz aufzudecken, liBt solche Ereignisse als von jeglicher
Regel losgeltst erscheinen. Positiv kommt dann diese Unméglichkeit
bei Mises dadurch zum Ausdruck, daB er fiir das Verhalten derartiger
Ereignisse ein eigenes Prinzip, das Regellosigkeitsprinzip, verantwortlich
macht. Als ob diese Ereignisse von einem eigenen Prinzip in ihrer
Regellosigkeit erhalten wiirden. In Anlehnung an die Gliicksspiele
nennt M7ses das Prinzip der Regellosigkeit auch das Prinzip vom aus-
geschlossenen Spielsystem.

DaB die mathematische UnerfaBbarkeit bestimmter Ereignisab-
laufe direkt auf ein Prinzip zuriickgefithrt wird, ist ein Schritt, den
Mises dem Problem des Perpetuum mobile an die Seite stellt. Die
erfahrungsgemidBe Unmoglichkeit, ein Perpetuum mobile zu konstru-
ieren, fithrte in der Physik letzten Endes zur Formulation des zweiten
thermodynamischen Hauptsatzes, also eines physikalischen Prinzipes.
Analog soll nun die erfahrungsgemiBe Unmdéglichkeit einer mathema-
tischen Erfassung bestimmter Beobachtungsfolgen durch die Formu-
lation des Prinzipes der Regellosigkeit gelost werden. Das Prinzip der
Regellosigkeit hat dann zur Folge, daB in der Misesschen Wahrschein-
lichkeitsrechnung ausschlieBlich bloB: derartige Ereignis- und Beobach-
tungsfolgen zuldssig sind, die das Regellosigkeitsprinzip erfiillen.

Ob es Mises tatsidchlich gelungen ist, dieses Regellosigkeitsprinzip
mathematisch einwandfrei zu formulieren und ob dies iiberhaupt eine
l6sbare mathematische Aufgabe darstellt, wollen wir vorerst nicht
weiter untersuchen. In formaler Hinsicht ermdglicht dieses Prinzip
jedenfalls die Definition des Multiplikationstheorems der Wahrschein-
lichkeitsrechnung. Mag auch fiir Mises dieser formale Grund fiir die
Formulierung des Regellosigkeitsprinzipes ausschlaggebend gewesen
sein, uns interessiert hier vor allem die sachliche Tragweite des Regel-
losigkeitsprinzipes. Wir wollen wissen, was iiber die Natur der empi-
rischen Beobachtungsfolge durch das Regellosigkeitsprinzip vorausge-
setzt wird. Uns interessiert es, zu erfahren, welcher Art die Natur-
ereignisse sein miissen, damit sie fiir Mises iiberhaupt bearbeitbar
werden, um so als Gegenstinde in seine Wahrscheinlichkeitsrechnung
eingehen zu konnen. '

Es ist nicht so ganz einfach, den positiven Inhalt eines gegebenen-
falls in der Natur vorherrschenden Regellosigkeitsprinzipes fiir bestimmte
Ereignisse herauszuschilen. Ein solches Regellosigkeitsprinzip miiBte
notwendigerweise eine Auswahlarbeit leisten, indem es jedesmal nur
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solche Ereignisse zusammenwiirfelte, die keinen ursichlichen Zusam-
menhang untereinander haben. Denn ein ursichlicher Zusammenhang
fithrt zu einem bestimmten Nacheinander der Ereignisse, und dies wire
dann durch eine Regel erfabar. Die Auswahlarbeit des Regellosigkeits-
prinzipes kdme dann einer Sammelvorrichtung gleich, die alles erfaBt,
was von den ursichlich verkniipften Reihen nicht erfaBt werden konnte
und daher nicht erfaft wurde. Diese Sammelvorrichtung wire dann
imstande, eine Reihe ursichlich unzusammenhingender Einzelglieder zu
konstituieren, eine Reihe von ausgesprochenen Zufillen, wie man sich
in der Wahrscheinlichkeitsrechnung auszudriicken pflegt. Schon die
klassischen Anfinge dieser mathematischen Theorie kennen den Begriff
des Zufalls. Laplace nennt seine Theorie ausdriicklich eine Zufalls-
theorie. In Verfolgung dieses Zufallsbegriffes, dieses Zustandes einer
Loslésung von jeglicher ursidchlichen Verkniipfungen diirfte nun Mises
gefolgt sein und hat dann im Rahmen seiner Entwicklung der Ereignis-
reihen auch die Zufille zu Zufallsreihen ausgebaut. Das Regellosigkents-
prinzip st fiir Mises das bildende Prinzip seiner Zufallsvethen, denn zu
solchen werden alle seine Ereignisreihen durch das Regellosigkeits-
prinzip gestempelt.

Nun haben wir bereits im Kapitel « Das thomistische Frequenter »
an Hand des Textes der Physik gezeigt, daB Thomas den Zufall selbst
als eine Gegebenheit der Natur anerkennt ; der Zufall ist fiir ihn ein-
fach da !. Wir konnen uns auch wohl Zufallsreihen denken, indem zum
Beispiel in einer Ereignisfolge zwei Merkmale abwechseln, sagen wir
z. B. die Merkmale A und B. Andere Merkmale gebe es in der Ereig-
nisfolge nicht. Ein Ereignis tritt ein, wenn das Auftreten von einem
der Merkmale gegeben ist. Nehmen wir an, dall das Merkmal A sehr
haufig auftritt, von diesem urteilt dann Thomas, dall es den Gesetzen
der Natur entsprechend auftritt, kurz ausgedriickt, daB es sich kausal
verhalte. Wenn aber das Merkmal A hiufig auftritt, so muB3 not-
wendigerweise das Merkmal B sehr selten auftreten, muB also eine
sehr geringe Hiufigkeit aufweisen. Von diesem Merkmal wird Thomas
urteilen, daB es zufallig auftritt. Wir konnen jetzt gar wohl die Zufalls-
reihe aus der Kausalreihe sozusagen herausheben, und in diesem Sinne
haben wir dann eine herausgehobene Kausalreihe und eine heraus-
gehobene Zufallsreihe vor uns. Das sind aber eben herausgehobene
Reihen, und keineswegs naturgegebene Reihen. Von Natur aus gibt

1 Siehe S. 75.
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es keine selbstindigen Zufallsreihen. Das wiirde bedeuten, daB das
Merkmal mit geringer Hiufigkeit hdufig auftreten miiBte, was ein
Widerspruch ist. Es miissen ndmlich immer zwei Reihen verflochten
sein : eine Reihe mit groBer Hiufigkeit und eine mit kleiner Hiufigkeit.
In diesem Sinne braucht die Zufallsreihe mit der kleinen Hiufigkeit
ihre Verflechtung in eine Ursachenreihe mit entsprechend groBer Hiufig-
keit. Anders ist das Zustandekommen von Zufallsreihen mit kleiner
Hiufigkeit nicht denkbar. Eine naturgegebene reine Zufallsreihe, wo
also die Einzelereignisse sich als reine Zufille aneinanderreihen, hat
keinen Platz mehr fiir eine Verflechtung mit einer anderen Reihe. Dem
Begriffe der Misesschen reinen Zufallsreihe fehlt also die Voraussetzung
der Ursachenreihe ; ja eine solche Zufallsreihe schlieBt diesen fiir sie
primdren Begriff direkt aus und zerstort sich so selbst als kontradik-
torisch. Der Begriff der Misesschen reinen und dadurch selbstindigen
Zufallsreihe ist logisch nicht haltbar.

Wir konnen diese philosophische Erkenntnis experimentell inter-
pretieren, indem wir sagen, daB sich kein Experiment angeben liBt,
das auf reinen Zufallserwigungen beruht und das dann ausschlieBlich
reine Zufallsereignisse liefern muB. Wir wissen gar wohl, daB in der
experimentellen Praxis gerade die Zufallsergebnisse eine ganz besondere
Rolle spielen, daB dies aber niemals die Hauptrolle, also die ausschlag-
gebende, die wesentliche und einzige Rolle ist. Es miissen vorerst
Normalfille, also Ursachenfille durch das Experiment beabsichtigt sein ;
dann miissen sich die Ursachenfille auch tatsdchlich verwirklichen. Und
erst in eine solche Ursachenreihe von Ursachenféllen eingebettet konnen
die Zu-fille tiberhaupt erst zu Tage treten. Auch das Wiirfelspiel macht
hier keine Ausnahme ; auch dieses Spiel braucht eine Anordnung, um
nicht ganz unverhoffte Ereignisse zu liefern. Erst der Wiirfel mit seiner
charakteristischen geometrischen Form, mit seinen sechs Flichen, dann
die Tischfliche, auf der wir wiirfeln und schlieBlich die Hand, die
wiirfelt ; dies alles bildet eine Gesamtheit von Bedingungen, die mir
keineswegs beliebige, sondern sechs bestimmte Ergebnisse liefern, in
einer Reihenfolge, die allerdings zunichst noch nicht voll beurteilbar
ist. Wir wissen itberhaupt nicht, wie wir eine reine Zufallsreihe experi-
mentell verwirklichen sollten. Zur Realisation des hier geforderten
Zufallsreihenexperimentes fehlt uns das einer Reihe von Experimental-
ergebnissen innewohnende Gesetz, denn nur nach einem ordnenden Ge-
setz kénnen wir unsere Experimentalapparatur aufbauen. Durch die
Forderung eines ihr innewohnenden Gesetzes sprengen wir aber den

Divus Thomas 29
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Begriff der reinen Zufallsreihe. Letzten Endes zerschellt also der Versuch,
eine reine Zufallsreihe experimentell herzustellen, an dem der reinen,
selbstindigen Zufallsreihe innewohnenden begrifflichen Widerspruch.

Ebenso wie die experimentelle Interpretation des ablehnenden philo-
sophischen Standpunktes, bringt auch das Verhiltnis des Begriffes
Grenzwert zu dem Begriffe GesetzmaiBigkeit, bzw. Gesetzlosigkeit, bereits
im Rahmen der Misesschen Begriffswelt Argumente, die gegen eine
reine Zufallsreihe sprechen. Mises verlangt nédmlich, wie wir bereits
wissen, die Existenz eines Grenzwertes fiir die seinen Ereignisfolgen
zugeordneten Folgen der relativen Hiufigkeiten, denn auf dem Grenz-
wert baut er seinen mathematischen Wahrscheinlichkeitsbegriff auf.
AuBerdem verlangt er auch die Existenz von Grenzwerten fiir die aus
der Grundfolge durch Auswahl abgeleiteten Teilfolgen, ja sogar die
Gleichheit zwischen dem Grenzwert der Grundfolge und dem Grenz-
wert der abgeleiteten Teilfolge. Der Grenzwert an und fiir sich ist aber
bereits der Ausdruck einer irgendwie verdeckt vorhandenen GesetzmaBig-
keit. Denn wire dem nicht so, dann wiirde sich die Ereignisfolge ohne
GesetzmaBigkeit von einer Ereignisfolge mit GesetzmiBigkeit durch gar
nichts unterscheiden, und es hitte dann tiberhaupt keinen Sinn, von
der Existenz oder Nichtexistenz des Grenzwertes irgendetwas in der
Theorie abhingig zu machen, kurz gesagt, wire es iiberfliissig, diesen
Begriff zu bilden. Eine Reihe mit Grenzwert kann sich von einer Reihe
ohne Grenzwert nur dadurch unterscheiden, daB die Reihe mit Grenz-
wert irgendwie zu dem Grenzwert hingeordnet ist, mag auch die Art
der Hinordnung mathematisch noch so verwickelt sein. Einzig die
Reihe ohne Grenzwert wire unter Umstinden ohne jedwede innere
RegelmiBigkeit denkbar, obzwar es allem Anscheine nach gar nicht
so einfach wire, eine absolut regellose Reihe auch nur auszudenken.
Aber Reihen ohne Grenzwert bieten keinen Wahrscheinlichkeitswert und
sind fiir Mises unbrauchbar.

Es verbleiben somit bloB die Reihen mit Grenzwert mit ihrer
ihnen innewohnenden RegelmiBigkeit, und diese stehen natiirlich im
offenen Gegensatz zu der Forderung der Regellosigkeit. Die Begriffe
Grenzwert und Regellosigkeit widersprechen einander.

Mit der Unvertriglichkeit der Begriffe Regellosigkeit und Grenz-
wert wird auch der Begriff des Misesschen Kollektivs hinfillig. Mises
definiert diesen Begriff mit den Worten: « Fiir Erscheinungen oder
Vorgiinge, die — gehorig idealisiert — den beiden Forderungen nach
Existenz des Grenzwertes und nach ‘Regellosigkeit’ der Zuordnung
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geniigen, fithren wir den Ausdruck ‘Kollektiv’ ein.»1 Beide einander
widersprechenden Begriffe sollen also den neuen Begriff des Kollektivs,
iibrigens den grundlegenden Begriff der Mises’schen Theorie, konsti-
tuieren. DaB eine solche Konstruktion logisch unmaglich ist, ist aus dem
bisher Gesagten ersichtlich.

Vielleicht iiberrascht aber der Umstand, daB Mzises auf diesem
logisch unhaltbaren Begriffe des Kollektivs seine in vieler Hinsicht
bewahrte Theorie aufbaut. Diese Tatsache findet durch zweierlei Um-
stinde ihre Erkldarung. Vor allem stellt Mises zwei getrennte Forde-
rungen, die eine nach der Existenz des Grenzwertes, die andere nach
der Giiltigkeit des Regellosigkeitsprinzips. Der Zusammenhang dieser
beiden Forderungen wird in der Theorie weiter nicht untersucht, da
Mises selbst zugibt, nicht streng axiomatisch seine Ableitungen vorzu-
nehmen. Diese beiden einander fremden Begriffe werden dann ein-
fach definitorisch miteinander verschmolzen, ohne daB3 die gegenseitigen
Beziehungen der aufbauenden Begriffe Grenzwert und Regellosigkeit
niher untersucht wiirden. Eine Erklirung liefert also die Unvoll-
kommenheit. der Methode, die nicht streng deduktiv arbeitet und aus-
gesprochene Liicken, sowie nicht zu Ende gedachte Gedankengidnge auf-
weist. Der zweite Umstand liegt darin, daB Mises selbst seine durch
die beiden Forderungen ausgesprochenen Grundbegriffe abschwicht, in-
dem er zugibt, daB sie praktisch hinsichtlich ihrer Erfiillung oder
Nichterfiillung unkontrollierbar sind 1. Mises hat kein Kriterium fiir
die Auffindung des Grenzwertes oder fiir die bloBe Feststellung, ob es
in der vorgelegten konkreten Folge einen Grenzwert iiberhaupt gibt.
Ebensowenig kann er an einer vorgelegten Folge entscheiden, ob sie die
Regellosigkeit erfiillt. Fiir eine Beurteilung, ob sich die beiden Begriffe
wenigstens in bestimmten konkreten Fillen bewihren, entbehrt die
Theorie jeglicher Unterlage. Es bleibt also lediglich die praktische
Bewihrung der Theorie als Ganzes. Die Erkenntnis einer praktischen
Bewdhrung beweist aber keineswegs die Richtigkeit der beniitzten
Begriffe. Die praktische Bewidhrung ist zwar niitzlich ; fiir eine wider-
spruchsfrei aufgebaute Theorie ist sie ein wertvoller Fingerzeig ; sie ist
aber kein Fortschritt in unserer Erkenntnis, wenn die Theorie selbst
in ihren Begriffen nicht einwandfrei aufgebaut ist. Denn ohne die
logisch einwandfreie Durchdringung der in einer Theorie angewandten

1 Mises, S. 14.
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Begriffe stehen wir ratlos vor dem Ergebnis des zur Theorie gehorigen
Experimentes, wenn die Theorie iiberhaupt ein solches bietet.

Wir sehen also, daff die Regellosigkeitsforderung, die folgerichtig zu
den widerspruchsvollen Begriffen der reinen Zufallsrethe und des Kollektivs
fiihrt, auf keine Weise als ein philosophisch berechtigtes Prinzip angesehen
werden kann.

8. Die Misessche Wahrscheinlichkeitsrechnung
als naturwissenschaftliche Theorie

Um ein abschlieBendes Urteil iiber die M7sessche Wahrscheinlich-
keitsrechnung fillen zu kdénnen, miissen wir uns vergegenwartigen, daB
Mises selbst seine Wahrscheinlichkeitsrechnung eine naturwissenschaft-
liche Theorie nennt und sie ausdriicklich anderen naturwissenschaftlichen
Theorien an die Seite stellt 1. So erkliren wir uns den empirischen
Ausgangspunkt der Theorie, die in den Ergebnissen der Experimente
ihre Ausgangsobjekte sieht, ganz im Einklang mit anderen naturwissen-
schaftlichen Theorien. Mzises kennt daher keine « apriori -Wahrschein-
lichkeiten », wie sie in der klassischen Theorie auftreten, die tatsachlich
eine rein mathematische Theorie sein wollte. Der fiir eine naturwissen-
schaftliche Theorie einzig mdégliche Standpunkt des experimentellen
Ausgangsobjektes fithrt Mises zum Begriffe der Haufigkeit und im
weiteren Gedankengang zu den Folgen der relativen Haufigkeiten. Da
wir bereits festgestellt haben, daB3 auch die Philosophie den Hdufigkeits-
begriff zur Ordnung der Naturereignisse beniitzt, findet auch durch
diese Wissenschaft die Grundeinstellung der Misesschen Theorie ihre
Bestitigung. Die empirische Hdiufigkeitsgrundlage kann also sowohl
philosophisch als auch naturwissenschaftlich als gesichert gelten, und es
bleibt das durch eventuelle Einwinde anderer Art ungeschmilerte Verdienst
Mises, in seiner Wahrscheinlichkeitsvechnung erstmalig den Versuch
gewagt zu haben, ein axiomatisches System auf dem Begriffe der relativen
Héufigkeit aufzubauen.

Aber Mises ist ein mathematischer Geist, und sein ganzes Streben
ist dahin gerichtet, seiner naturwissenschaftlichen Theorie die Exaktheit
einer mathematischen Abhandlung zu geben. Schon das Beispiel, dem er
seine Theorie in ihrem naturwissenschaftlichen Charakter angleicht, ist
bezeichnend ; es ist die Geometrie, also eine ausgesprochen mathe-

1 Mises, S. 22.
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matische Disziplin, die ihre ersten Begriffe der Erfahrung entnehmen
kann, dies aber nicht konsequent tun mufl. In dem Sinne, wie nun die
Geometrie als angewandte mathematische Wissenschaft dem Techniker
hilft, soll nun die Wahrscheinlichkeitsrechnung dem Physiker Dienste
leisten. Es ist also eine naturwissenschaftliche Theorie, die gegen die
Erfahrung soweit als moglich unabhingig bleiben will. Mzises spricht
diese Gedanken mit folgenden Worten aus : « Man muf3, wenn man die
in diesen Vorlesungen zur Durchfithrung kommende ‘Naturwissenschaft-
liche Theorie der Wahrscheinlichkeit’ verstehen will, stets die voll-
kommene Analogie mit der Geometrie im Auge behalten. Die Theorie,
die von den beiden Axiomen oder Forderungen an ein Kollektiv :
Existenz der Grenzwerte und deren Unempfindlichkeit gegen Stellen-
auswahl, ausgeht, nimmt fiir sich in Anspruch, eine mathematische,
d.h. an den Denkgesetzen allein priifbare Theorie zu sein, wie das
theoretische Lehrgebdude der Geometrie. » Unter naturwissenschaftlicher
Theorie ist hier also eine rein mathematische Theorie verstanden, die
dann entschieden Gefahr laufen koénnte, sich fiir das experimentelle
Material als ungeeignet zu erweisen. Soweit will aber Mises dennoch
nicht gehen, weshalb er die rein mathematische Durchfithrung seiner
Grundgedanken, seiner Forderungen durch die weiteren Ausfithrungen
abschwicht : « Dabei ist in der folgenden Darstellung kein Wert darauf
gelegt, diesen Anspruch (eine an den Denkgesetzen allein priifbare
Form zu sein) in allen Einzelheiten hervortreten zu lassen, wie dies
etwa die Aufgabe einer speziellen axiomatischen Untersuchung wire,
die alle, auch die nebensichlichsten Voraussetzungen und an sich unbe-
deutendsten Zwischenschliisse explicite vorzufithren hat. Es ist méglich,
daB ein Versuch, diese Aufgabe der vollstindigen Axiomatisierung nach
dem MaBstabe der erst in der neuesten Zeit in der Geometrie verwirk-
lichten Genauigkeit durchzufithren, noch zu kleinen Abinderungen der
Formulierungen AnlaB geben wiirde. Aber die wesentlichen Grund-
gedanken unseres Aufbaues und ihre Gegensitzlichkeit zu der ‘klassi-
schen’ Wahrscheinlichkeitstheorie miissen dabei unberiihrt bleiben. » 1

Wir konnen uns hier eines Gefiithles der Unentschiedenheit nicht
erwehren, da die Theorie einmal eine naturwissenschaftliche Theorie,
dann wieder eine mathematische Theorie, dann aber wieder etwas
weniger exaktes als eine mathematische Theorie, etwa eine blo in groben
Ziigen angewandte mathematische Theorie sein soll. Der Mathematiker

1 Mises, S. 22.
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Mises fiihlt hier den mangelnden Zusammenhang zwischen Empirie
und formal-mathematischer Behandlung sehr wohl. Und auch unserer-
seits wird das Verstindnis fiir diese wissenschaftliche Unentschlossen-
heit begreiflich in dem Augenblicke, wo wir uns mit den Schwierigkeiten
niher bekannt machen, die die mathematische Formulierung eines so
eigenartigen experimentellen Materiales mit sich bringt, wie es bei einer
Wahrscheinlichkeitstheorie der Fall ist.

Schon bei dem Begriffe des Grenzwertes der relativen Haufigkeiten
ersteht jedem Mathematiker das selbstverstiandliche Vorbild des Grenz-
wertes einer unendlichen konvergenten Reihe. Mathematisch verein-
facht sich die unendliche Folge auf einen einzigen Zahlenwert, eben
den Grenzwert. Es fragt sich nur, ob die Natur der Folge der relativen
Héufigkeiten sinngemdB eine solche Vereinfachung zuldBt. In groben
Zigen sicherlich, da wir aus Erfahrung wissen, daB3 sich mit diesen
Grenzwerten praktisch rechnen ldBt. Anders gestaltet sich die Sachlage,
wenn wir die Exaktheit der hier eingefiihrten Beziehungen beurteilen,
die Mises in seinem Werke nicht geldst haben will. So bietet schon
der mathematische Begriff des Grenzwertes eine prinzipielle Schwierig-
keit durch die Unkontrollierbarkeit an der Erfahrung. Die Folge muB,
um einen Grenzwert im Sinne der unendlichen Reihen definieren zu
konnen, unendlich sein, eine empirische Folge ist dagegen notwendiger-
weise immer endlich. Eine andere Schwierigkeit bietet das allgemeine
Glied. Bei den unendlichen Reihen liBt sich das allgemeine Glied
durch einen bestimmten algebraischen Ausdruck festhalten ; es bildet
den Typ oder die Anweisung, nach welcher alle Glieder der unendlichen
Reihe zu bilden sind. Die empirische Folge der relativen Haufigkeiten
ist auf jedem Schritte von der Empirie abhingig, sodal von der Bildung
eines Grenzwertes auf die bei den konvergenten Reihen iiblichen Art
keine Rede sein kann. Es verbleibt nur eine Analogie etwa dieser Art :
Wenn wir die empirische Folge der relativen Hiufigkeiten unbegrenzt
fortsetzten, so wiirde sich ein bestimmter Wert als Grenzwert ergeben ;
nehmen wir also an, es wire dies dieser und dieser Zahlenwert und
rechnen wir nun so, als ob dies der gesuchte Grenzwert wire. Wenn
schon auf diese Weise der exakte Zusammenhang zwischen Erfahrung
und mathematischem Formalismu$ sehr gelockert erscheint, so bringt
die Forderung des Grenzwertes fiir den Gegenstand der Theorie auch
eine Abtrennung eines Teiles der empirischen Ausgangsobjekte aus der
Theorie mit sich. Denn wenn nur Folgen mit einem existierenden Grenz-
wert den Gegenstand der Theorie bilden kénnen, sind alle diejenigen
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Folgen aus der Theorie ausgeschlossen, die keinen Grenzwert haben.
Hier erhebt sich die von der Theorie unbeantwortet gelassene Frage,
ob solche empirische Folgen ohne Grenzwert nicht vielleicht die eigent-
lichen Zufallsreihen sind, deren Bearbeitung sich die Theorie gerade
zum Ziele gesetzt hat. So zeigt bereits die erste Forderung, daB sie
dem empirischen Material nicht voll gerecht werden kann, auch wenn
sie die mathematische Exaktheit teilweise preisgibt.

Auch die zweite Forderung, die im Regellosigkeitsprinzip aus-
gesprochen ist, ist wiederum durch die Mathematik bestimmt. MaB-
gebend ist hier das bereits in der klassischen Wahrscheinlichkeitstheorie
aufgestellte Multiplikationstheorem, welches fiir die Multiplikation
zweier Wahrscheinlichkeiten deren gegenseitige Unabhingigkeit fordert.
Um nun auch Teilfolgen mit ihren Wahrscheinlichkeiten untereinander
durch Multiplikation kombinieren zu kénnen, muBl auch die Unab-
hingigkeit der einzelnen Glieder der Folge untereinander gewihrleistet
sein. Diese Gewidhr soll nun die Regellosigkeit bieten. Auch wenn wir
der Regellosigkeit einen empirischen verniinftigen Sinn beilegen kénnten,
wire dadurch die empirische Grundlage nur wieder von neuem ein-
geengt, denn nicht jede Folge konnte zum Gegenstand der Theorie
werden, sondern bloB die regellose. An dieser Stelle wire wiederum
die Frage angebracht, wie dann die Folgen zu behandeln wiren, die
zwar nicht regellos im Sinne der Forderung sind, die aber dennoch
einer klassischen GesetzmifBigkeit entbehrten. Denn es ist kaum anzu-
nehmen, daB die Natur auf der einen Seite bloB die klassisch wohl
definierten Naturereignisse kennt und auf der anderen Seite wiederum
bloB die regellosen.

Wenn wir dann die Schwierigkeiten der ersten und der zweiten
Forderung zusammenfassen, so bekommen wir die ganze Problematik
des Begriffes Kollektiv, dessen innerer Widerspruch nur dadurch aus-
gewogen wird, daBl Mises die ausschlieBliche Aufgabe der Wahrschein-
lichkeitsrechnung darin erblickt, aus den jeweils gegebenen Wahrschein-
lichkeiten in gewissen Ausgangskollektivs die Wahrscheinlichkeiten in
daraus abgeleiteten Kollektivs zu berechnen . Wenn dann noch die
jeweils gegebenen Wahrscheinlichkeiten hypothetisch angenommen wer-
den, dann ist der Zusammenhang mit der experimentellen Erfahrung
so indirekt wie nur moglich.

Die so erkannten Grundlagen der Misesschen Wahrscheinlichkeits-

1 Mises, S. 22.
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rechnung lassen uns deren Analyse mit folgender Feststellung ab-
schlieBen.

Mises arbeitet sein sowohl philosophisch als auch physikalisch gliicklich
gewadhltes empirisches Ausgangsobjekt, nimlich die beobachteten Ereignis-
folgen, durch den Begriff der velativen Haufigkeit zu einer praktisch in
gewissen Grenzen bewdhrten Theorie aus, beabsichiigt aber dabei keines-
wegs, den durch seine Axiome angedeuteten formal-mathematischen Aus-
baw des empirischen Ausgangsobjektes zum Gegenstand einer Wahrschein-
lichkeitswissenschaft exakt durchzufiihven, sodaf die Theorie schon aus der
formal zuriickhaltenden Stellung ihres Schopfers heraus nicht als addigquates
Instrument fiir die volle wissenschaftliche Durchdringung des vorliegenden
experimentellen Materials angesehen werden will und daf sie in Evmang-
lung eines einwandfrei definierten Gegenstandes auch nicht als eine
wirklich exakte naturwissenschaftlich-mathematische Theorie angesehen
werden kann. '

(SchlupB folgt.)
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