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Die Entwicklung der logischen Basis
der Computerwissenschaften

Der Computer ist ein véllig logisches Gerat, ein ausschliesslich und per-
fekt logisches Gerat. Die logische Basis des Computers ist daher seine
Basis schlechthin — dass er elektronisch arbeitet, ist fast Zufall, hydrauli-
sche oder gasdynamische Schaltkreise wéren gleich akzeptabel — nur
die Geschwindigkeit zeichnet die Elektronik aus und nur eine noch
schnellere Technik kénnte sie eines Tages ablésen — zum Beispiel eine
Lichttechnik. Die Computerwissenschaften haben daher nicht nur die
Ublichen logischen Zoge der Wissenschaften, sondern sie sind mit der
zweckmassigen Anwendung logischer Beziehungen als Hauptgegen-
stand befasst. Das bedeutet eine vielschichtige Entwicklung logischer
Aspekte und Strukturen, arg ineinander verflochten. Man kann nur
markante Konturen (oder was man dafir hélt) heraussuchen und be-
schreiben.

Eine logische Technik wird stets mit einer digitalen Technik verwandt sein,
denn das Atom der logik wird durch den Finger recht deutlich gemacht,
indem man ihn ausstreckt oder nicht. Das ist zugleich auch die Bricke
zum Zdahlen und zum dekadischen Zahlensystem. Mit der logik allein be-
trachtet, erscheint die Zahl Zehn sehr willkirlich, man kann ebensogut
Zwolf nehmen oder Zwanzig und jede andere; wenn die logik einer Zahl
den Vorzug zu geben hatte, dann ware es die Zwei, das Binarsystem,
wie es der Computer verwendet und das auch die Finger mit Vorteil be-
herrschen kénnten. Wenn es aber nicht um das Z&hlen von Objekten
geht, sondern um schwankende Gréssen, dann ist die analoge Auffas-
sung und Technik naherliegend als die digitale: die Wiedergabe oder
Nachbildung einer Grésse durch eine andere, die Temperatur durch eine
Quecksilbersaule, die schwankenden Sprechwellen durch den gleichge-
staltigen Telephonstrom. Es hat eine grosse Zahl von Analogrechnern ge-
geben, aber der Computer hat sie letztlich alle Uberrundet, und der
Computer moduliert nicht, er codiert, er driickt alles durch Stréme von
Zeichen aus, die im Ruhezustand wohlausgerichtet dastehen wie in den
Spalten einer Buchhaltung. Alles spielt sich in einem ausgelegten r&umli-
chen oder zeitlichen Gitter ab, nichts darf von den Hundertern in die Tau-
sender geraten; nicht nur, was fir ein Zeichen es ist, hat Bedeutung, son-
dern auch wo es steht. Mit der lupe betrachtet, ist alles als Null-Eins-
Muster codiert, das ist fur die Beherrschung der Logik wichtig, aber nach
aussenhin kann man das bindre Wesen vergessen: der Computer ist ein
logischer Zeichenersetzungsautomat, das Rechnen ist nur eine der unab-
schétzbar vielen Méglichkeiten. Information und Transformation sind
mehr als eng verwandt, sie sind zwei Erscheinungsformen eines immate-
riellen Phénomens, das Geist und Natur verbindet. Daher verkettet auch
der Computer Natur- und Geisteswissenschaften und wird sie wieder zu-
sammenfUhren. Das ist aber ein anderes Thema'.

Der Computer ist aber doch auch ein Triumph der Elektronik, denn sie hat
das Kunststick fertiggebracht, ihre der Natur nach analogen Bauteile,
die zwar zum Nichtlinearen neigen (und dann die ihnen anvertrauten
Signale verzerren, statt sie getreu wiederzugeben), aber keineswegs
logik erwarten lassen. Da ist eine ganz eigenartige Trickologie eingesetzt
worden, aber so erfolgreich, dass an den fur die Arbeit entscheidenden
Stellen ausschliesslich O und 1 Bedeutung haben, ja und nein, offen oder
zu, vorhanden oder nicht. Etwas anderes als etwas logisches kann im
Computerschaltkreis Gberhaupt nicht passieren — oder es handelt sich um
eine Fehlfunktion grober Natur, meist mit deutlich sichtbaren Folgen. Na-
turlich kann auch ein extrem logisches Werkzeug unlogisch verwendet



werden — ein Faktum, unfer welchem Fachleute wie laien, Entwickler wie
Benutzer arg leiden. Das ist getrennt zu betrachten. Der Computer als
solcher betreibt logik radikal und perfekt und universell. Und damit sind
wir auch schon bei der Geschichte. Denn es war keineswegs Systematik,
wissenschaftliches Vorherwissen von Beginn an, das Radikalitét, Perfek-
tion und Universalitat zur Basis genommen hat. Vielmehr sind diese Ei-
genschatften Folgen einer historischen Entwicklung und sogar einer er-
staunlichen Koinzidenz, die in den vierziger und funfziger Jahren dieses
Jahrhunderts die atemberaubende Entwicklung vom Zaun gebrochen
hotadie wir erlebt haben und die noch einige Jahrzehnte weitergehen
wird.

Der Computer ist nicht, wie man aus manchen Darstellungen entnehmen
kénnte, zur Zeit des Zweiten Weltkrieges vom Himmel getfallen. Es sind
lediglich teils uralte Entwicklungen in logik, Mathematik und Technik unter
dem Druck der Kriegsnotwendigkeiten zusammengefasst worden und
haben sich als gegenseitig befruchtend erwiesen. Wieviel Zufall war und
wieviel aus innerer Gesetzmassigkeit erwuchs, werden erst spatere Tech-
nikhistoriker beurteilen kénnen. So ist die Erfindung des Transistors im
Jahre 1947 eine jener Koinzidenzen, die in ihrer Summe den Orkan ent-
fachten, der nun als Computerentwicklung durch die Welt fegt. Man
misste aber die Geschichte der alten Automaten, der Rechenverfahren
und der Rechengerdate, des Webstuhls und der Musikmaschinen, der
Kybernetik und der Funkmess- oder Radartechnik vortragen — ein Teil
davon erscheint in anderen Vortrégen —, und man misste die Geschichte
der beteiligten Mentalitéten hinnehmen, von der Renaissance tber Autf-
klarung und Marxismus bis heute, um den Hintergrund fir das auszuma-
len, was dls logische Basis der Computerwissenschaften erscheint, ein
Hintergrund, der die Technik hervorgerufen hat, aber auch von ihr ge-
pragt ist.

Es ist ein ungeheures Spannungsfeld, das sich hier auftut, etwa von den
ewigen, aber tautologischen Wahrheiten in den Grundverknipfungen
der Aussagenlogik, welche die Basis fir das rationale Verhalten bilden,
bis zu ihrer Verwendung im Computer als Mechanismen fur die Verarbei-
tung der Information, die nicht wahr sein muss und schon gar nicht ewig.
Es ist ein fesselndes Thema, das mir gestellt wurde, und das ich, um die
Redezeit einzuhalten, auf eine sehr ausgewdhlte und knappe Form brin-
gen musste. Ich werde nicht so sehr auf die historischen Abfolgen einge-
hen kénnen, weil das Material viel zu umfangreich ist — im vergangenen
Studienjahr ist mir eine Jahresvorlesung fur die Geschichte der Informatik
fast zu knapp geworden —, ich méchte eher etliche Gedankenkomplexe
markieren, und am Ende werden Sie, meine Damen und Herren, vielleicht
doch finden, dass hier eine historische Entwicklung gezeichnet wurde,
auch ohne oder mit nur wenig Namen und Jahreszahlen, die im Ubrigen
unschwer aus den Quellen zu holen sind, wenn man die Prospekte, Kulis-
sen und Stréme recht erkannt hat.

Ich méchte meinen Vortrag in sieben Abschnitte gliedern:

. Das Bit: die Basis der logik und des Computers

. Die Schaltwerklogik: Aussagenlogik in technischer Anwendung

. Die Strukturlogik: logische Basis der Computer-Architektur

. Programmierlogik: Reduktion mathematischer Konzepte auf computer-
bewdltigbare Vorgdnge

. Die Prozesslogik: die beschrénkte Omnipotenz des Algorithmus

. Die Anwendungslogik: das logische Modell als Grundlage der
Computer-Benitzung

. Kybernetik, Artificial Intelligence und Experten-Systeme: wie sich

mathematische logik und Sprachlogik gegenseitig helfen und
behindern.
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1. Das Bit

Die allgemeine Grundlage fur die logik, von der hier die Rede ist, bildet
das Bit: die Entscheidung zwischen zwei Méglichkeiten, zwischen ja und
nein, zwischen wahr und falsch, zwischen O und 1 — ohne eine dritte
Méglichkeit zu erlauben. Diese Festlegung ist selbst die Folge einer lan-
gen Entwicklung, die man in einer Geschichte der Llogik, der formalen
logik nachlesen muss, etwa bei Bochenski2. Es scheint ein langer Weg zu
sein von den Syllogismen bis zur heutigen Aussagenlogik, und doch kann
man keine scharfe Grenze ziehen zwischen Syllogismus-Maschinen und
Maschinen fur die Schaltalgebra der Computerschaltkreise, weil sie im
Grunde das gleiche tun. Jedentalls ist auf dem Bit die gesamte Logik der
Informationsverarbeitung aufgebaut, restlos, mit einer Konsequenz, die
es aut anderen menschlichen und technischen Betétigungsfeldern nicht
gibt. Das Bit ist erstens das Atom der Informationsverarbeitung und der
logik — das einzige wirkliche Atom Ubrigens —, denn alle andemn erwei-
sen sich mit der Zeit doch als teilbar. Ein Bit ist nicht teilbar, sondern jeder
Versuch, es zu zerlegen, resultiert in Verviellachung; aus einem Bit wer-
den zwei und mehr.

Das Atom Bit muss kein unsichtbar kleines Gebilde sein. Das klassische
Eisenbahnsignal, die Unterscheidung zwischen «Halt» und «Frei» mittei-
lend, ist ein Beispiel fir ein Atom ansehnlicher Grésse. Alles im Compu-
ter, Hardware wie Software, ist planmdssig aus solchen Atomen kombi-
niert und jedes sitzt an quantisierten Stellen von Raum und Zeit, in Gitter-
punkten. Zwar braucht es Ubergénge, aber ihre Bedeutung ist ausge-
schaltet. Hier ist noch einmal der Unterschied zwischen analog und digi-
tal zu erwdahnen: in analogen Systemen gibt es das Gitter nicht, gibt es
keine Quantisierung im physikalischen Effekt, in Raum und Zeit.

Das Bit ist die Masseinheit in der Informationsverarbeitung, nicht aber ein
Mass fur die Information. Messen lassen sich nur die Tréger der Informa-
tion, ihre Zeichen, nicht der Sinn. Aus diesem Grund sind die Computer-
wissenschaften nur zum Teil den Naturwissenschaften zuzurechnen, das
Feld reicht tief in die Geisteswissenschaften hiniber, auch wenn das
heute noch nicht so recht klar geworden ist. Das allgemeine Zeichen
bietet natirlich eine Entscheidung zwischen mehr als zwei Méglichkeiten
an; der Binérlogarithmus der Zahl der Méglichkeiten ist mit dem Entschei-
dungsgehalt identisch. Hingegen hat der Informationsgehalt statistischen
Charakter, er drickt erteilte oder von der Haufigkeit abgeleitete Wahr-
scheinlichkeiten aus. Auch dieses Mass aber ist rein syntaktisch, es ge-
lang nicht, es auf die Semantik anzuwenden; die Arbeit von Carnap und
Bar-Hillel® darf als zurickgenommen gelten. Das ist nicht mehr als eine
Andeutung, aber sie hat ihr Gewicht.

Der Computer fGhrt das allgemeine Zeichen auf das Bit zurick; das Bit ist
drittens daher das fundamentale Code-Element, die Basis der Verschlis-
selung in der Informationsverarbeitung. Man darf an die Punkte und
Striche des Morsealphabets denken, aber das Morsealphabet kommt
nicht ohne den Zwischenraum aus. Die Morsezeichen sind dichter
gepackt, aber der Zwischenraum ist der Preis fur die Dichte (Bild 1). Hier
ware technisch auf den Unterschied zwischen Synchron- und Asynchron-
betrieb einzugehen — aber das ginge zu weit. Der obere Teil von Bild 1
zeigt die Systematik einer reinen Bit-Verschlisselung des Alphabets.
Davon gibt es viele Varianten, fir Ziffern, Zahlen, Buchstaben und viele
andere Zeichen. Die zehn Ziffern verlangen einen 4-Bit-Code, die

26 Buchstaben brauchen mindestens 5 Bit, mit Ziffern und ein paar Satz-
zeichen werden es 6, mit Klein- und Grossbuchstaben 7 und bei weiteren
Ansprichen werden 8-Bit-Codes erforderlich.

«Am Anfang war das Wort» |&sst sich bei diesen Betrachtungen an vielen



Morse Fernschreiber

Alphabet Alphabet
Punkt Strich Null Eins
/1\ 1
E T
ANA 2
2
| A N M

5
nqe:thnger
AISK RN T O HNM LRGIPCVEZDBSYFXAWJ V QK

Asynchron Synchron
(Start-Stop)

Bild 1.

Stellen sehr sinnvoll zitieren. Beim Computer war auch am Anfang das
Wort, erst spéter kam das Byte. Das Wort ist eine Kette von Bits, hinter-
einander oder nebeneinander; es kann eine Zahl darstellen, einen Befehl
oder einen Textteil; es war meist das Wort, das man mit einer Adresse
versah und damit aufrufen und abspeichern konnte. Das Byte trat spater
hinzu, als Name fur eine kleinere Gruppe von Bits, vier bis acht meist.
Man erkennt, wie die Strukturierung von Ketten und Feldern vom Bit aus-
geht; Verarbeitung und Speicherung sind in Bits organisiert, Raum und
Zeit sind in Bits aufgeteilt, das gesamte Rohmaterial besteht aus Bits und
nichts als Bits.

Das gleiche gilt fur die Dynamik, fur die Verarbeitung der in Bits vorberei-
teten Information. Die Elektronik realisiert die Grundfunktionen der Aussa-
genlogik — Negation, Konjunktion und Disjunktion — sowie die Verschie-
bung um eine Taktzeit. Man kénnte auch kompliziertere logische Funktio-
nen direkt bauen, aber es ist &konomischer, sie aus einfachen Funktionen
aufzubauen. Man kénnte mit einer einzigen Funktion, etwa einer negier-
ten Konjunktion mit Zeitverschiebung auskommen, aber damit machte
man sich das Lleben schwer. Man begnigt sich, diese Maglichkeit bei
theoretischen Uberlegungen heranzuziehen.

Die komplizierteren Teile und Funktionen des Computers werden also aus
den Grundfunktionen zusammengesetzt oder sie sind zumindestens einer
solchen Zusammensetzung &quivalent. Wéhrend der Verarbeitung wer-
den die Signale — wir sagten ja: Folgen von Null- oder Eins-Signalen -
abgeschwdcht und leicht verformt. Bevor sie in Gefahr geraten, Falsches
auszusagen, muss man sie wiederherstellen, regenerieren, das heisst auf
die urspringliche Amplitude und Form bringen und in die Gitterpunkte,
aus denen sie vielleicht herausgewandert sind. All dies geschieht unter
Wahrung der logischen Ordnung und kann daher fir die Betrachtung der
logischen Abl&utfe ignoriert werden. Es gilt ohne kleinste oder seltenste
Ausnahme, dass im Computer nichts geschieht und nichts geschehen
kann, was nicht logische Bitverarbeitung wéire, oder, wenn man es nicht
auf der Bit-Ebene, sondern auf der Zeichenebene ausdrickt: der Compu-
ter tut nichts als logische Zeichenersetzung. Alles, was geschehen soll,
muss zuerst auf logische Zeichenersetzung zurickgefihrt werden. Diesen
Kernsatz muss man bei allem, was ich noch zu sagen habe, und bei
allem, was Uber den Computer gesagt wird, im Geddchtnis behalten. Es
ist die Basis der Informationsverarbeitung.
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2. Die Schaltwerklogik: Aussagenlogik in

technischer Verwendung

Die Bits, ob sie nun eine Zahl ausdriicken oder ein Zeichen oder einen
Befehl, werden im Computer logisch verarbeitet, das heisst, es werden
elektronische Funktionsbldcke entworfen, bei denen eine bestimmte Bit-
kombination am Eingang einer bestimmten Bitkombination am Ausgang
entspricht. Der Zusammenhang wird durch eine logische Funktion be-
schrieben und durch die entsprechende Technik kostengunstig realisiert.
Vorléufer benutzten mechanische Elemente, die Computer selbst began-
nen mit Relaistechnik, dann kamen die Réhrenmaschinen, die Anlagen mit
Einzeltransistoren und dann die integrierte Technik, wo auf einem soge-
nannten Chip immer mehr Funktionen untergebracht werden kénnen,
heute sind es schon tausende auf einem Quadratzentimeter. logische
und technische Entwicklung gingen hier Hand in Hand, das heisst, sie
gingen nicht, sie rasten exponentiell. Alle 20 Jahre werden Schnelligkeit,
Dichte, Preis und Verl@sslichkeit um einen Faktor 1000 verbessert, eine un-
geheuerliche Entwicklung, mit der kein anderes Feld konkurrieren kann.
Zweimal 20 Jahre mit einer Gesamtverbesserung von einer Million sind
hinter uns, in der dritten stecken wir, und eine vierte mag kommen, wenn
wir die Elektronik durch Lichttechnik zu ersetzen vermdgen (die Elektronik
wird Uber die Femtosekunde, d.h. 10-1> s, nicht hinauskommen).

Dazu vielleicht ein paar Jahreszahlen. Die Eisenbahnsignaltechnik
verwendet in der zweiten Haélfte des 19. Jahrhunderts mechanische logik
komplizierterer Art und beginnt eine zugehérige Algebra vorauszuahnen.
Etwas spater folgt das Relais mit seinen fur die Logik geeigneten Kontak-
ten, dessen Technik um 1930 gereift vorliegt, nur teilweise digital, mit
analogen Tricks vermischt. Und zur gleichen Zeit macht die Logik, durch
Jahrhunderte mit Syllogismen beschaftigt, einen Wandel zum Algebra-
ischen durch, der in den Arbeiten von George Boole 1847 und 18544
deutlich wird. Mit Frege beginnt 1879 die Metamathematik, die mit der
Encyclopedia Mathematica von Whitehead und Russel 1210 ihren ersten
Hohepunkt erreicht®. Die Mathematik ist auf die logik zurickgefthrt, und
sobald der Computer die logik aufs flexibelste beherrscht, hat er die Uni-
versalitat der Mathematik zu eigen.

Im gleichen Jahr 1910 stellt der russische Mathematiker P. Ehrenfest bei
der Besprechung eines logikwerkes von L. Couturat die Aquivalenz von
Aussagenlogik und Schaltalgebra fest und gibt die Telephonzentrale als
praktisches Beispiel an, ein Fall von unglaublicher Voraussicht. Die Prakti-
ker aber lesen diese russische Buchbesprechung naturlich nicht, sondern
sie erfinden die Aussagenlogik in Form der Kontaktalgebra neu. In Japan,
den USA, in der Sowjetunion und in Osterreich werden in den dreissiger
Jahren die ersten Verdffentlichungen geschrieben. Aber erst die zweite
Arbeit von C.E. Shannon, dem Schépfer der Informationstheorie, Gber die
Schaltalgebra im Jahre 1950 bringt den Durchbruch — von da an werden
Computerschaltkreise mit ihr systematisch beschrieben und vereinfacht,
und allmé&hlich wissen alle Ingenieure, dass sie Aussagenlogik betreiben.
Hétte man in der sogenannten «Neuen Mathematik» die Aussagenlogik
als Schaltalgebra und weniger als Mengenlehre betrieben, ware sie viel-
leicht erfolgreicher und nitzlicher geworden.

Grundsatzlich geht man so vor, dass man eine mathematische Funktion
auf ihre logische Basis zurickfohrt und diese als Schaltung redlisiert, zum
Beispiel die Addition als Addierwerk. Philosophisch ist zu beachten, dass
nicht das volle Konzept der Addition elektronisch ausgebildet wird, son-
dern nur eine Reduktion, auf eine bestimmte Stellenzahl zum Beispiel. Im
Grunde kann der Computer nicht immer oder nicht alles addieren; man-
ches kann man mit besonderen Programmen in den Griff bekommen,
manchmal lassen sich Unzulé@nglichkeiten nicht vermeiden.



Mit der lupe betrachtet, kommen immer Bits zum Vorschein, aber nicht
immer mathematische Allgemeinheit. Schon an dieser Stelle erweist sich
der Computer als Modell, welches nicht alles wiedergibt, was dem
mathematischen Geist zugdnglich oder gar selbstverstandlich ist — trotz
der Universalitat der logik. Hastige Schlisse ohne tiefe Kenntnis der
Modelleigenschatten sind schon in der Mathematik nicht zu empfehlen —
bei Anwendungen erst recht nicht. Mit der Entwicklung der Llogik muss
auch die Entwicklung der Erkenntnis der Grenzen betrieben werden, und
dariber setzen sich die Praktiker nur allzu gerne hinweg. Uber die Fein-
heiten an den «Randern» kédnnte man ganze Kongresse abhalten, aber es
geht so auch. Nur knirscht es gelegentlich.

So viel Uber den Aufbau von unten her. Nun aber blicken wir einmal von
oben her auf die Struktur des Computers.

3. Die Strukturlogik: logische Basis der Computer-
Architektur

Wenn man einen Computer entwerfen will, wird man ganz von selbst auf
eine Funfteilung der Gesamtanlage verfallen: zwischen Eingabe und Aus-
gabe muss es ein Rechenwerk, ein Speicherwerk und ein Befehlswerk
geben, denn die fur die Berechnung erforderlichen Werte missen im
Speicher aufgehoben werden und zwischen Speicher und Rechenwerk
hin- und hertransportiert werden, und dieser Verkehr wird vom Befehls-
werk aus gesteuert. Der dsterreich-ungarisch-amerikanische Mathemati-
ker John von Neumann hat dazu noch einen Gedanken allgemein
bekannt gemacht, die Idee n&mlich, dass Daten und Programm — das ist
hier zundchst einfach die Folge der einzelnen Instruktionen, in einem
spéteren Abschnitt wird das Konzept zu erweitern sein — von gleicher
Informationsnatur und Verschlisselung sind und daher im gleichen,
maglichst grossen Speicher aufbewahrt werden kénnen, was Uberdies
ermoglicht, das Programm wie die Daten der Verarbeitung zu unterwer-
fen, sogar durch sich selbst, wenn man das versteht. Daraus ergibt sich
eine hdhere Abstraktion und eine hdhere Flexibilitat. Obwohl das Prinzip
auch von anderen, zugleich und auch schon friher, benitzt wurde,
birgerte sich der Ausdruck «John-von-Neumann-Maschine» ein, und
bald begann man die Unterschiede zu dieser Grundstruktur, oder, wie
man heute eleganter sagt, zu dieser Art der Computer-Architektur, zu
Ubertreiben. So fehlt der Architektur der frihen Zuse-Gerdte die Pro-
grammspeicherung im Hauptspeicher, der schon fir die Daten zu klein
war. Das Programm l&uft aut einem getrennten Kanal in das Befehlswerk.
Eine verninftige praktische Anordnung, der Technik angemessen. Aus
den theoretischen Gedankengéngen Zuses, in seinem «Plankalkil»® zu-
sammengefasst, geht hervor, dass er sich der Aquivalenz von Daten und
Programm véllig bewusst war.

Umgekehrt haben die h&ufig und seit vielen Jahren vorgeschlagenen
«Nicht-John-von-Neumann-Architekturen» meist keineswegs véllig ande-
ren Charakter, sondern entweder Vervielfachungen gewisser Teile oder
besondere Tricks eingebaut; sie sind allesamt nur Fortentwicklungen des
urspringlichen Konzepts.

Der Datenverkehr findet auf Verbindungswegen statft, wie wir sagten,
vom Programm befohlen. Bei komplizierteren Architekturen spricht man
gerne vom «Bus», womit eine Art Hauptkabel gemeint ist, welches alle
Teile verbindet. Die mit der Computertechnik so nahe verwandte Nach-
richtentechnik erlaubt die Uberbriickung kleiner und grosser Entfernun-
gen, und es entstehen feste oder schaltbare Netzwerke von Computer-
teilen oder auch von ganzen Computern, Netze, die dem Telephon-
Whlnetz nicht nur ahnlich sind, sondern dieses kann auch mitverwendet
werden. Information gestattet ungeheure Flexibilitét, mehr, als man zu

Komprimierte Geschichte des
Computers

1822

Babbage beginnt mit dem Bau der Diffe-
renzenmaschine.

1833

Babbage beginnt mit dem Bau der Ana-
lytischen Maschine; die Idee des pro-
grammgesteuverten Rechenautomaten ist
geboren.

1841

lady lovelace, die Tochter lord Byrons,
interessiert sich for die Maschinen von
Babbage; sie wird zur ersten Program-
miererin.

1847

Boole versffentlicht ein Buch iber die
Abbildung von logischen Beziehungen
auf gewsdhnliche algebraische Formeln
{The Mathematical Analysis of logic).
1871

Babbage stirbt verbittert; seine Idee war
der Zeit zu weit voraus.

1879

Frege analysiert in seinem Buch Uber Be-
griffsschrift logische Schlussmethoden in
der Mathematik.

1882

Hollerith beginnt seine Arbeiten: die
lochkartenmaschine wird geboren.
1890

Holleriths Maschinen werden fir die
Auswertung der amerikanischen Volks-
z&hlung von 1890 benutzt.

Auch das Wiener Statistische Zentralamt
beschliesst, lochkartenmaschinen anzu-
wenden. Schaffler fohrt Hollerithmaschi-
nen nach Osterreich ein und die Volks-
z&hlung von 1890 wird erfolgreich damit
ausgewertet.

1895

Schéffler erhélt ein Patent auf das Pro-
grammieren mit Hilfe von Telephonschni-
ren; die russische Volksz&hlung wird mit
seinen Maschinen ausgewertet.

1903

Russel und Whitehead untersuchen die
logischen Grundlagen der Mathematik
(Principia Mathematica).

1907

Torres y Quevedo schlagt eine formale
Sprache fir die Beschreibung von
Rechenmaschinen vor.

1914

Watson tritt in die Hollerithmaschinen-
Firma ein.

1919

Eccles und Jordan erfinden den Multi-
vibrator.

1920

Torres y Quevedo koppelt eine Schreib-
maschine, eine Rechenmaschine und
einen mechanischen Speicher zusam-
men und schlagt einen Teilnehmer-
Betrieb vor.
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1924

Watson éndert den Namen seiner Firma
auf International Business Maschines
(IBM) um.

1928

Comrie verwendet kommerzielle loch-
kartenmaschinen fir eine wissenschaft-
liche Berechnung (die Monddaten for
den Nautischen Almanach).

1928

Hilbert und Ackermann veréffentlichen
das Buch Grundzige der theoretischen
logik.

1928

Pfleumer (Dresden) erhalt Patent Gber
Magnetbandspeicher.

1931

Voltat schlagt die Verwendung des Bindr-
systems fir Rechenmaschinen vor.
1933

Tauschek meldet ein Patent Gber zylindri-
sche elekfromagnetische Speicher an.
1935

Die Ideen von Babbage werden — im
Zeitalter der Elektrotechnik — wieder auf-
genommen, zum Beispiel durch Zuse in
Berlin.

1936

Couffignal weist auf die Vorteile der
Dualtechnik fir ein einfaches Rechenwerk
hin.

1936

Turing untersucht die Berechenbarkeit
von Zahlen mit Hilfe eines abstrakten
Automaten (Turing-Maschine).

1937

Aiken beginnt seinen ersten Relais-
Computer.

1938

Shannon versffentlicht eine Arbeit Gber
Schaltalgebra. (A Symbolic Analysis of
Relay and Switching Circuits.)

1938

Zuse stellt ein funktionsféhiges Modell
mit einem mechanischen Speicherwerk
fertig.

1940

Stibitz baut ein Relais-Rechengerat for
komplexe Zahlen.

1941

Zuse stellt die erste voll arbeitsfahige
programmgesteverte Rechenanlage
fertig, die Z3.

1943

Vater und Sohn Dirks entwickeln den
Magnettrommelspeicher.

1944

Die IBM baut eine Relais-Rechen-
maschine.

Aiken vollendet seine Mark I.
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beherrschen versteht. Man darf nicht glauben, dass Universalitat und Fle-
xibilitat das leben immer erleichtern — mitunter geht man darin unerwartet
unter.

Das Wort Architektur wird recht freiziigig verwendet, aber schliesslich
kann man ja auch vom missgestaltetsten Haus behaupten, es hatte eine
Architektur. Die architektonische Qualitét, die Zweckmassigkeit, Uber-
sichtlichkeit und Schénheit der Gestaltung, das Wohlverhalten und die
Vertrautheit der guten Architektur ist eine besondere Kunst, die weitaus
stérkere Férderung haben sollte. Hier kann die Informationsverarbeitung
auf Vitruvius zurickgreifen und sein Gedankengut und seine Ausbildungs-
forderungen auf den Computer Ubersetzen”. Damit freilich wéchst der
Entwurf Uber die rein logische Dimension hinaus und wird — genau wie
die Informatik als Ganzes — auch Geisteswissenschaft und Kunst. Das ist
die wahrscheinlich faszinierendste Entwicklung der logik in ihrer bisheri-
gen Geschichte.

4. Programmierlogik: Reduktion mathematischer

Konzepte auf computerbewadltigbare Prozesse

Der Computer kann als riesige, aus Halbleitern gestaltete Formel gesehen
werden, als umschaltbare Formel mit vielen Maglichkeiten. Im Computer-
Jargon nennt man das die Hardware. Animiert wird die Hardware von
der Software, vom Programm. Schon das einfache Addierwerk verlangt
ia in der Automation die Zufihrung der Eingangswerte und die Ablage
des Resultats. Bei der Programmierung in der Maschinensprache dricken
das der Befehl aus, die Kombination von Instruktion und Adresse. Es ist zu
erkennen, dass das mathematische Konzept der Addition mit der Organi-
sation des Datentransports verknUpft ist — und diesé Verknipfung ist ein
Grundzug der logischen Entwicklung durch die Informatik. Man kénnte
auch sagen, dass der Mathematik etwas angetan wird: sie muss sich mit
der Organisation von Prozessen vermengen lassen, und ich bin nicht
sicher, dass dies gut tut und langfristig so bleiben wird.

Um dies zu erl@utern, méchte ich zu einem der Véater der Mathematik zu-
rickkehren, zu dem noch wenig bekannten Muchammad ibn Musa al-
Chorezmi, von dem der Name Algorithmus hergeleitet ist und der das
erste lehrbuch der Algebra geschrieben hat. Im zweiten Hauptabschnitt,
der von der Geschéftsrechnung handelt, geht es um die Proportion. So
einfach war damals noch die Handelsrechnung. Die Proportion lautet
dusserst elegant: «Verkaufsmenge zu Verkaufspreis verhdlt sich wie Ein-
heitsmenge zu Einheitspreis».

Ich verwende absichtlich keine Formel, sondern Worte, denn vor

1200 Jahren war die Mathematik nicht formal, sondern in Worten, in
Prosa. Die Proportion ist klar und Ubersichtlich, man braucht sie nicht zu
begrinden. Will man sie aber benitzen, zum Beispiel um einen Ver-
kaufspreis zu errechnen, muss man sie umformen und ein Produkt (Ver-
kaufsmenge mal Einheitspreis) durch die dritte Grésse (Einheitsmenge)
dividieren. Die praktfische Formel ist nicht mehr so elegant wie die Pro-
portion, und al- Chorezmi gibt sofort Beispiele steigender Schwierigkeit,
um seinen leser gut einzufihren. Das entsprechende Computerprogramm
ist natirlich nicht die Proportion, sondern die Auswertungstormel, und in
der Maschinensprache muss man auch die Speicherzellen, wo Anga-
ben, Zwischenergebnisse und Resultate unterzubringen sind, Gberlegen
und hinschreiben. Es ist noch mehr Organisationsarbeit.

Diese méchte man sich naturgemass méglichst ersparen, und so begann
man, FormelUbersetzer zu entwerfen: Programme, denen man die Formel,
freilich die Auswertungsformel und nicht die Proportion, vorlegt, und die
dann die Organisationsarbeit automatisch erledigen. Das war der erste



Schritt zu Programmiersprachen, und der Name FORTRAN speichert
noch das urspringliche Konzept, die FORmula TRANs|ation. Program-
miersprachen formulieren den gesamten Berechnungsprozess, den Algo-
rithmus, auf den wir im néchsten Abschnitt genauer zu sprechen kommen,
und dieses Konzept ist im Namen ALGOL gespeichert: AlGOrithmic Lan-
guage. Zur Formelibersetzung treten dabei weitere Organisationskon-
zepte; es seien die drei wichtigsten kurz angedeutet.

Erstens wird eine zeitliche Abfolge zugrundegelegt; rechts vom Gleich-
heitszeichen stehen die Eingangswerte, das Vorher, und links das Ergeb-
nis, das Nachher. Daher schreibt man auch nicht mehr =, sondern =,
zum Beispiel n =:n + 1, und das heisst, dass das neue «n» um eins gros-
ser ist als das alte. Die Schreibweise gestaltet eine Dynamik, die der Au-
tomat dann ausfohrt. Ein zweites Konzept ist der bedingte Befehl, der nur
ausgefuhrt wird, wenn eine gegebene Bedingung erfillt ist; wenn nicht,
geschieht etwas anderes. An solchen Stellen steht der Prozess vor einer
Gabelung, so dass eine Vielzahl von Wegen méglich wird, je nach
Bedingungen, die auch vom Prozess selbst, von seinen Zwischenergeb-
nissen abhdangig sein kénnen. Auch Schleifen sind maglich, der Prozess
kann an markierte Stellen vor- oder zuriickspringen und aus Schleifen
ausbrechen.

Wieder ist fir den Automaten ungeheure Flexibilitat gewonnen, es kann
sehr viel mehr mit weniger Arbeit bewaltigt werden, aber die friher so
elegante mathematische Formulierung ist mit organisatorischem Beiwerk
belastet, das sehr oft die Eigenschaften des Computers starker vorweist
als die Eigenschaften der benitzten mathematischen Relation.

Das ist kein Zufall. In der Computeranwendung hat sich immer mehr her-
ausgestellt, dass die mathematischen Probleme, von ausgezeichneten
Mathematikern vorgedacht und vorformuliert, harmlos sind gegen die
Organisationsprobleme, denen die gute Theorie abgeht: die Organisa-
tionstheorie ist noch nicht besonders entwickelt; sie mag vielleicht eines
Tages zu einem Sondergebiet der logik werden. Es gibt Gbrigens eine
Organisationslehre, die sich Llogistik nennt und vom militérischen Nach-
schub herkommt (heute auf allgemeine Versorgungsprobleme erweitert);
der Name kommt aber nicht von logik, sondern vom franzésischen Wort
loger, unterbringen. Sie ist vorderhand mehr lehre als Theorie. Da gibt es
noch viel zu tun.

Mathematische Prozesse haben hingegen eine gute theoretische Grund-
lage, die Theorie der Algorithmen, die der Metamathematik ebenso
dient wie der Computerpraxis.

5. Die Prozesslogik: die beschréinkte Omnipotenz
des Algorithmus

Der Algorithmus gehért heute wieder zum Vokabular der mittleren Bil-
dung. Vor vierhundert Jahren war er als Algorismus ein Name fur das
Kompendium des Rechenhandwerks, von Rechenmeistern wie Adam
Riese unterrichtet. Dann geriet der Name in Vergessenheit, der Prozess
aber nicht. Denn wenn der &ltere Volksschiler zwei mehrstellige Zahlen
zu multiplizieren vermag, dann kann er das, weil er den einschlégigen
Algorithmus eingetrichtert erhielt — bald wird er sich allerdings dem
Taschenrechner ausliefern und auswendigen Vorgéngen mit ebensoviel
Erstaunen wie Misstrauen begegnen. Auch dies ist eine logische Entwick-
lung, allerdings nicht zur legalisierung der Faulheit. Wer das glaubt, wird
ein boses Erwachen erleben. Dem Werkzeug muss der Mensch seit eh
und je voraussein, und fur Taschenrechner und Computer ist das nicht
weniger richtig, nur schwerer.

Der Name Algorithmus kommt von al-Chorezmi, der das erste und erfolg-
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1945

Zuse stellt die universelle Rechenanlage
Z4 fertig, die von 1950 bis 1955 an der
ETH in Zurich und dann bis 1959 in

St. louis bei Basel arbeitet.

Eckert, Mauchly und von Neumann ent-
wickeln das bis heute giltige Konzept
des Computers; das Programm wird im
Hauptspeicher untergebracht und
dadurch zur bearbeitbaren Information.
1946

Eckert und Mauchly stellen den ersten
Réhren-Computer fertig, die ENIAC, eine
Art Nachbildung einer Zahnrad-
Rechenmaschine, mit Gber 18 000 Réhren
und 200 kW Energieverbrauch; sie arbei-
tet bis 1955.

1947

Bardeen und Brattain entwickeln den
Transistor.

1947

In USA beginnt die Entwicklung des
Computers WHIRLWIND. Gruppen in
Manchester und in Oxford sowie am
National Physical laboratory bei london
arbeiten an Computern.

1948

IBM baut den Computer SSEC mit

12 500 Rahren und 21 400 Relais; sie
liefert den elektronischen Rechenlocher
IBM 604.

1949

Anfang der Computerentwicklung an
Hochschulen in Deutschland (Géttingen,
Darmstadt, Minchen, Dresden).

1950

Aiken verwendet zum ersten Mal Mag-
netbandspeicher (Computer Mark ).
1951

Der erste industriell gefertigte Computer
UNIVAC wird von der Firma Remington-
Rand ausgeliefert.

1951

Forrester publiziert Gber Ferritkernspei-
cher und das Koinzidenzstrom-Prinzip.
1952

IBM baut den Defense Calculator, der
als IBM 701 zum Stammvater der Reihe
700 wird.

1955

NORC, die schnellste Rechenmaschine
dieser Zeit, wird fertiggestellt.

In Wien beginnt die Planung fur den
Transistor-Rechenautomaten Mailtfterl.
Erste internationale Rechenmaschinen-
tagung der GAMM in Darmstadt.

1957

Die Programmierungssprache FORTRAN
wird auf einer amerikanischen Tagung
vorgestellt.
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1958

Siemens liefert serienmdssig den
Transistor-Computer 2002 aus.

IBM bringt den Transistor-Computer
7070 heraus.

Das ACM-GAMM-Komitee for die Pro-
grammierungssprache ALGOL tritt das
erste Mal zusammen.

1959

Die amerikanische Regierung initiiert ein
Komitee fir die Entwicklung der kommer-
ziellen Programmierungssprache
COBOL.

Angeregt von der UNESCO findet in
Paris der erste internationale Computer-
Kongress (ICIP) statt.

1960

IFIP (International Federation for Informa-
tion Processing) wird als Dachvereini-
gung der Computer-Gesellschaften
gegrindet.

1962

Der erste IFIP-Kongress findet in Minchen
statt.

1964

IBM stellt das System /360 vor, und die
Programmierungssprache PL/I wird ent-
worfen.

1966

In Wien wird die erste Fassung einer for-
malen Definition der Programmierungs-
sprache PU/I fertiggestellt.

1968

Eine Arbeitsgruppe der IFIP schliesst die
Programmierungssprache ALGOL 68 ab.
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reiche lehrbuch Gber die Algorithmen zur Rechnung im indischen Stellen-
wertsystem verfasste und diesem damit zuerst im Kalifenreich und spater
auf der ganzen Welt zum Durchbruch verhalf. Streng logisch gesprochen
ist der Algorithmus eine Rechenvorschrift, die — ohne Fehler angewendet
— nach endlich vielen Schritten mit Sicherheit zum korrekten Resultat fohrt,
und zwar fir eine potentiell auch unendliche Zahl von Anwendungsfél-
len. Der Algorithmus ist also allméchtig fir seinen Zweck und — das muss
gleich hinzugesagt werden — fir den vorgesehenen Bereich. Fir den Re-
chenautomaten ist der Algorithmus eine unumgangliche Arbeitsvorausset-
zung, denn es sieht ja niemand zu, was geschieht — auch nicht der Com-
puter selbst, das vergessen manche leute. Der Computer prozessiert
blind, er kann aus den Algorithmen nicht heraus. Der Allmachtigkeit des
Algorithmus muss aber die Allwissenheit des Verfassers, des Programmie-
rers vorausgehen — nur fur den vorgesehenen Bereich, aber das ist
schwierig genug. Bei einer quadratischen Gleichung mag man ja alle
denkbaren Félle voraussehen kénnen, in vielen andern Féllen ergibt sich
hier ein zentrales Risiko der Computeranwendung: hat man wirklich alles
Erforderliche vorausgesehen? Und wie ist es mit den Ausnahmen? Man
hat es beim Computer ja nicht nur mit Mathematik zu tun, wo Ausnahmen
eher selten sind (z.B. die Division durch null), sondern auch mit héchst
menschlichen Situationen, wo die unvorhergesehene Ausnahme gera-
dezu typisch ist. Wie wird man mit ihr fertig?

Auch hier hat man eine Stelle vor sich, wo die formale logik plétzlich
wieder nach der informalen logik ruft, die so sehr vernachlassigt worden
ist, nach der Sprachlogik, die von der Sprachverlotterung angerostet ist.
Der Computer wird hier Fragen turbulent machen, welche die techni-
sierte Welt vergessen oder hinuntergespielt hat.

Man braucht aber gar nicht auf so universale Fragen Uberzugehen.
Schon in den unmittelbarsten Computeranwendungen zeigt sich, dass
die formale Korrektheit des als Programm formulierten Algorithmus nur
einem Teil der Erfordemisse gerecht wird — der Computer im wirklichen
leben gleicht der eingekleideten Aufgabe im Mathematik-Unterricht: das
richtige Rechnen ist nur der eine Teil, die in Prosa erzéhlte Frage in das
rechte mathematische Gewand zu kleiden, die Prosa in Formalitat umzu-
wandeln, ist der andere Teil, und dort spurt jeder Schiler die Unsicher-
heit, auch wenn er die formalen Prozesse beherrscht. Der Ubergang von
der informalen Realitét zur formalen Welt des Computers und auch der
Weg zurick, die Einbettung der formalen Ergebnisse und Leistungen in
die imperfekten Zusténde des téglichen lebens, sind Aufgaben, die Uber
die Beherrschung der logik weit hinausgehen, und zu deren Bewaltigung
wir immer weniger lernen, im Elternhaus wie in den vielen Schulen. Das
Gerdt bleibt in dieser Hinsicht mehr als khl. Es ist schon der Mensch, der
die Wahrheit erkennen, die Warnsignale geben und fir Abhilfe sorgen
muss. Automation ist in keiner Hinsicht eine Gewerbeberechtigung fur
das Liegen aut der faulen Haut.

Aber kehren wir zu den fechnischen Fragen zuriick — betrachten wir noch
rasch das Wesen der Computeranwendung, einen weiteren Aspekt der
logik, die mit dem Computer auf so vielféltige Weise verbunden ist.

6. Die Anwendungslogik: das logische Modell als

Grundlage der Computer-Benitzung

Man muss es sténdig wiederholen: der Computer ist nur des logischen
fahig, weil alle seine Seiten, Schaltkreise wie Programme, Eingabe wie
Ausgabe, nur auf der Basis der Aussagenlogik funktionieren. Geht man
mit logisch klaren, mit ges@uberten und geordneten Konzepten auf den
Computer, dann wird man lediglich technische Schwierigkeiten haben,
es mag zu langsam gehen, es mag der Speicherraum zu knapp sein und



was sonst an solchen Schwierigkeiten auftreten; sie sind zahlreich genug.
logik, Mathematik, aber auch Buchhaltung und Physik waren fir den
Computer gut vorbereitet, sie hatten die Sicherheit im Umgang mit forma-
len Methoden, schon ehe der Computer sich als Werkzeug anbot. Ge-
wiss nicht in allen Fragen — ein Teil dessen, was nun vorgebracht wird,
gilt auch fir die genannten Gebiete. Anwendungsfelder, die extreme
Schwierigkeiten machen, seien fir den Schlussabschnitt aufgehoben -
wir wenden uns einem mittleren Gebiet zu und nehmen den technischen
Entwurf und die technische Fertigung als Beispiel. Dort hat sich der Com-
puter bei vielen Aufgaben bestens bewdahrt, man kéime ohne Computer
nicht mehr aus, man verl@sst sich auf ihn und er macht relativ wenig Kum-
mer. Das sind jene Aufgaben, wo die formale Behandlung seit langem
eingerichtet ist, Berechnungen und Listenfohrungen, wo logik und Mathe-
matik schon lange in Verwendung standen.

Schon wenn es aber auf Organisationsaufgaben komplizierter Art hin-
auslauft, die bisher informal, aus der Einsicht und aus der Erfahrung der
Mitarbeiter heraus bewdltigt wurden, dann wird der Ubergang auf den
Computer mitunter recht schwierig. Man weiss zuné&chst gar nicht, wie
man es anpacken soll.

Der allgemeine Schlissel in solchen Situationen ist das Modell: man muss
sich eine Modellvorstellung des Vorgangs machen, und das heisst zuerst
eine radikale Vereinfachung, eine Zurickfuhrung auf das Wesentliche,
ein Weglassen von zunéchst Nebenséchlichem und Unbedeutendem.
Wie bei der Modelleisenbahn nimmt man einen kleineren (in anderen
F&llen kann es auch ein grésserer sein) Massstab, falsche Materialien und
selbst Proportionen, wenn die Hauptabsicht dadurch nicht gestort wird.
Auch das Papiermodell ist eine gute Vorstellung oder die Gedanken-
maschine — die reine Funktion, von der Wahl der technischen Ausfih-
rungsart noch véllig unabhdéngig. Schon bei diesen Versuchen wird sich
eine neue Vorstellung von der Aufgabe, von den nachsten Schritten er-
geben.

Fur den Computer muss das Modell formal sein. Was bisher vielleicht
rein intuitiv, ganz ohne Nachdenken vor sich ging, muss nun in klare Teil-
funktionen zerlegt, zu einer Gesamtfunktion zusammengesetzt werden.
Es geht um eine Art Metalogik, die in keinem lehrbuch steht, die man oft
auch nachher nicht richtig beschreiben kann. Aber plétzlich steht der
erste Entwurf des Modells auf dem Papier und man beginnt, weitere Ein-
zelheiten einzufugen, das Modell der Wirklichkeit wieder néher zu brin-
gen. Mehr will ich dazu nicht sagen; man muss erleben, wie die Klarheit
allméhlich, mitunter auch ruckweise, steigt und Sicherheit gibt. Ich wollte
nur auf diesen Prozess besonders hinweisen. Er ist charakteristisch for den
Ingenieurberuf, und beim Computer wird die logik expliziter, bewusster,
die Vorstellungen werden abstrakter, was fir vieles nitzlich, for manches
aber auch bedenklich werden kann.

Wahrscheinlich arbeitet unser Gehirn auch sehr stark mit Modellvorstel-
lungen, aber wir wissen nur wenig Uber die zugrundeliegenden Mecha-
nismen und ihre Zusammenarbeit mit dem Geist. Uber die logik im Ner-
vennetzwerk und Uber die Analogien und Unterschiede zwischen Com-
puter und Gehirn wére viel zu sagen, die Forschungen auf beiden
Gebieten haben sich gegenseitig sehr befruchtet, aber eigentlich kann
man kaum von logischen Entwicklungen sprechen, die von einem Gebiet
auf das andere ausgel®st wurden. Fir physiologische Zusammenhénge
haben sich Modellvorstellungen allerdings sehr gut bewdhrt, hier war
auch die Befruchtung sehr stark und geht intensiv weiter.

Die technische Modellvorstellung ist aber wichtig fur die Einleitung zum
letzten Abschnitt, der sich mit Extremfallen der Computeranwendung,
aber auch des Computerdenkens beschéftigen soll.
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7. Kybernetik, Artificial Intelligence und Experten-
systeme: wie sich mathematische Logik und
Sprachlogik gegenseitig helfen und behindern.

Die Kybernetik wurde von Norbert Wiener als Metawissenschaft konzi-
piert, zur Heraushebung des Gemeinsamen und zur gegenseitigen Be-
fruchtung von Gebieten, die vorwiegend mit Information zu tun haben,
aber zundchst weit auseinanderliegend aussehen; der Untertitel seines
Buches® lautet: ‘Regelung und Kommunikation im Organismus’ und in der
Maschine. Das Buch wurde zu einem Erfolg, der Norbert Wiener sehr
Uberraschte — es war ein Thema, das in der Luft lag, ein Buch, nach wel-
chem viele Wissenschaftler griffen — fast ebenso viele legten es auch
enttauscht wieder aus der Hand. Das Buch half nicht viel, aber der Ge-
danke begann Frichte zu bringen.

Zuerst eine kurze Bemerkung Uber die Regelung. Um einen Uberblick
Uber das logische Geschehen im Computer zu bewahren, darf man sich
nicht zu stark an die logischen Einzelheiten klammern, sondern man muss
auch die weiteren Rdume im Auge haben, Raume, die nicht unbedingt
logisch-digitalen Charakter haben. Schliesslich ist ja auch der Raum nicht
gequantelt —, der Versuch des Computer-Pioniers Konrad Zuse unter dem
Namen «Rechnender Raum» ein digitales Modell von Raum und Zeit auf-
zustellen, ist von der Physik bisher nur mit grésster Reserve aufgenommen
worden. Auch das Gehirn — das muss immer wieder betont werden — ist
zwar nach einem Ja-Nein-Verfahren, nicht aber digital organisiert (die
Nervenimpulse kommen in analogen Absténden und nicht im Takt, es ist
ihre Haufigkeit, welche die Intensitét eines Sinneseindrucks wiedergibt
und weiterleitet). Wie auf einem solchen System eine digitale Denkweise
entsteht, ist eine kurze Frage mit einer sehr langen Antwort, und vielleicht
wissen wir noch gar nicht, wie lange diese Antwort werden wird.

Der Computer ware ein véllig unzuléngliches Modell und erlaubte uns
nur véllig unzuldngliche Modelle, kénnte man Uber unsere Beherrschung
der gebrochenen Zahlen nicht mit Né&herungen arbeiten, die préziser
werden kénnen, als die Natur es fir die Abbildung verlangt. Trotzdem ist
das Verhdltnis zwischen analog und digital noch an vielen Stellen offen.

Als Beispiel fur ein Konzept analogen Charakters, das untrennbar mit
dem Computer verbunden ist (und umgekehrt einen intensiven Gebrauch
vom Computer macht), ist das Gebiet von Regelung und Steuerung und
die Regelschleife im besonderen. Es geht dabei um den automatischen
Eingrift zwischen Ursache und Wirkung, indem der IstVWert an der Wir-
kungsstelle gemessen und mit einem Soll\Wert verglichen wird, und aus
dem Unterschied ein Korrektursignal entsteht, welches den Unterschied
auf null bringt, also den IstWert auf den Soll-\Wert bringt. Die Automatik
des Eisschranks ist ein verkirztes Beispiel, der Fliehkraftregler der Dampf-
maschine nach Watt ist ein Modellfall und die vielen Regelungsschleifen
im Organismus oder in einem Wirtschaftssystem sind extra kompliziert.
Sie bilden das Hauptthema der Kybernetik.

Man hat sich viel zu Spektakulares versprochen von der Kybernetik und
damit immer wieder Enttéuschungen ausgeldst. Aber Regelung und Infor-
mationsverarbeitung sind ein unerschépfliches Thema fur interfakultative
Gesprache. Mit ihnen begann die Kybemetik in Boston und in Mexico
City, sie waren der nutzlichste Beitrag der aufsteigenden Kybernetik und
sie sefzen sich heute fort, wo es den erleichternden Namen nicht mehr
braucht. Die Uberschatzung ist vergangen, aber die Kybernetik hat viel
Neues und viel Nutzliches hervorgebracht, das spater, im fortgeschritte-
nen Zustand, keine Spur mehr von der Kybernetik mit sich fohrt.

Hatte die Kybernetik Analogien zwischen Physiologie und Technik zum



Ziel, so ist die Atificial Intelligence auf die Nachahmung von Denkpro-
zessen aus, auf die Simulation intelligenten Verhaltens. Allgemeine Pro-
blemldsung, Schachspielen und automatisches Finden von Beweisen in
der Geometrie umreissen die Themenstellung. lernte man vom Schach-
spiel den Unterschied zwischen der Erfassung aller logischer Méglichkei-
ten und einer zum Erfolg fuhrenden Taktik und Strategie, so brachte die
Technik der Datenbasen und ihrer Benitzung die Verallgemeinerung auf
das logische Modell des Experten, der Wissen und Vertahren vorratig
hat und sie auf ein vorgelegtes Problem auf optimale Weise anwendet.
Man spricht von Expertensystemen und von wissenbasierter Informations-
verarbeitung.

Hier wird ein Unfug sichtbar, den man durch logische Verwendung von
Begriffsnamen anstellen kann, und logische Verwendung soll hier heis-
sen, dass der Name des Begriffes fur jenen Unterbegriff angewendet
wird, der sich fir die logische Verknipfung durch Computerprogramme
eignet. Das ist deswegen ein Unfug, weil nicht nur der Aussenstehende,
der vielleicht naive Benitzer dazu verleitet wird, den reduzierten Begriff,
den computercodierten und computergespeicherten Unterbegriff for das
Ganze zu halten, sondern auch die Wissenden, die Proponenten dieser
Arbeitsrichtungen fallen ihrer eigenen Sprachverkirzung zum Opfer und
verwechseln die Ebenen. So wird man etwa bei einem wissensbasierten
System — schon sprachlich verdachtig — leicht der Meinung verfallen, die
im Computer bereitgestellten Daten und Prozeduren seien dem Wissen
und dem Verstand des Experten gleichzusetzen. Aut eine Direktbeschuldi-
gung hin wird das nattrlich geleugnet, aber im Zuge ihrer Ausserungen
passiert die Gleichsetzung dennoch.

Gewiss gibt es Experten, die Gber das Niveau des Computers nicht hin-
ausreichen — besonders die selbsternannten Experten — aber als echten
Fachmann darf man doch denjenigen definieren, der in bestimmten Situa-
tionen etwas anderes, ja das Gegenteil dessen veranlasst, was die Aus-
wertung der gespeicherten Daten empfehlen wisrde. Weil der echte Ex-
perte eben Geist hat, weil er Routinen nicht nur benitzt, sondern zu-
gleich auch Uber ihnen steht.

Das alles hat viel mit Llogik zu tun, mit dem Unterschied zwischen jener
logik, die innerhalb eines konstituierten Systems fur fehlerfreie Ableitun-
gen sorgt, und jener logik, welche die Verwendung der formalen logik
Uberwacht.

Und damit sind wir bei einem fundamentalen Computerproblem, némlich
bei der Beurteilung formaler Prozesse, die der Computer fehlerlos und
unermidlich beherrscht, aber eben nicht zu beurteilen vermag. Der Com-
puter ist ein formales Gebilde, das formale Prozesse abzuwickeln gestat-
tet, und als solcher von einer Nitzlichkeit, die von keinem anderen tech-
nischen Gebilde Gbertroffen wird. Auch die Arbeit auf den Gebieten der
Kybernetik, der Artificial Intelligence und der Expertensysteme hat unge-
heuren Nutzen in viele Richtungen — falsche Namen oder irrefihrende
Namen verhindern das ja nicht, und schliesslich sind infelligente Experten
am Werk, da muss ja etwas herauskommen — aber man darf das Gefihl
und die Bewertung des Kontextes nicht verlieren.

Kein Formalismus hat Sinn in sich selbst, er bekommt ihn erst durch die Ein-
bettung in die Wirklichkeit, aber solche Uberlegungen fuhren hintber

in die Philosophie und gehéren nicht zu meinem heutigen Thema, das ja
historisch aufzufassen mir aufgetragen war. Daher darf ich mit einem
quasi schelmischen Blick darauf verweisen, dass die &ussersten Schalen
der Informationsverarbeitung, wie sie durch Artificial Intelligence und
Expertensysteme charakterisiert sind, Zukunft oder héchstens Gegenwart
unseres Fachgebietes sind und sich daher der historischen Betrachtung
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enfziehen — wie fesselnd immer die zugehdrigen logischen Aspekte sein
mdgen.

Andererseits ist es der Sinn der historischen Betrachtung, gewisse Schlis-
se for und auf die Zukunft zu ziehen. Dafir aber hoffe ich einige Gedan-
ken und einiges Material geliefert zu haben.

Der Computer im Bildungswesen

1. Der Computer ist nicht eine Modeerscheinung

Im Technorama der Schweiz gibt es im Sektor Automatik eine Abteilung,
die aus einer Anzahl von Personal- und Homecomputern besteht. Diese
Abteilung ist immer besetzt! Computer ben gerade auf die Jungen eine
unheimliche Faszination aus. Ist diese Faszination zu vergleichen mit der
Begeisterung fir Modetrends wie Rollschuhe, Walkmen, Rubik-Wirfel2

Nein, die Computer sind da, um zu bleiben. Sie sind ein Teil der 3. Indu-
striellen Revolution, deren Zeitgenossen wir sind. Die Jungen, die jetzt mit
Computern spielen, werden diese beinahe unausweichlich als Teil ihres
Berufslebens wieder antreffen. Sind sie darauf vorbereitet? Was tut die
Schule, um sie vorzubereiten? lernen sie den Umgang mit Computern in
der Schule, und vor allem: lernen sie, sich in der Welt zurechffinden, die
von den Computern gepragt wird?

Man hért heute viel davon, wie die Computer in unser leben eindringen
werden, wie sie Arbeitsplatze und Berufsbilder veréndern, Berufe aus-
sterben und neue Berufe entstehen lassen werden. Das ist alles falsch;
die Computer sind da, Berufe sind verschwunden und neue Berufe sind
schon entstanden.

Vor 500 Jahren erfand Gutenberg den Satz. Heute sind die letzten Jun-
ger Gutenbergs am Aussterben. Der Schriftsetzer ist ein Computeropera-
teur geworden.

Die Buchhalter, nicht gerade als Revolutionére bekannt, haben sich an
den Computer gewdhnt, ebenso wie die Architekten und Konstrukteure.
Der Abschied von der Schreibmaschine ist in vielen Biros bereits gefeiert,
und wer f0hrt noch Adresskarteien von Hand?

Wenn die heutigen Schiler ins Berufsleben treten werden, wird die Be-
rufswelt vollig anders aussehen, als sich die Verfasser von lehrplanen das
vorgestellt haben. Sie konnten sie ja gar nicht kennen; diese Berufswelt ist
lange nach den lehrplénen entstanden. Wenn die Schule also ihren Auf-
trag, aut das leben vorzubereiten, erfillen will, muss etwas geschehen,
und zwar ausnahmsweise ein bisschen plétzlich.

Die Schule ist — und das ist meistens gut so — eine konservative Institution.
Sie lasst sich nicht von Modetrends ins Bockshorn jagen. Neue Mathe-
matik, Sprachlabor und audiovisuelle Unterrichtshilfen brauchten Jahr-
zehnte, um sich — wenigstens feilweise — durchzusetzen. Ich erinnere
mich aus meiner Schulzeit an den Kampf um den Kugelschreiber. Ich
weiss gar nicht, wie er schliesslich ausgegangen ist.

So ist es denn nicht erstaunlich, wenn sich die Schule mit dem Computer
schwer tut. Wie soll der Computerunterricht ins Curriculum eingebaut
werden? Was ist Uberhaupt « Computerunterricht»2 Welches ist die Ziel-
setzung? Wer kann den Unterricht erteilen? Und woher nimmt man die
Gerdate — und welche?
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