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Acylindrical actions on projection complexes

MIaden Bestvina, Ken Bromberg, Koji Fujiwara and Alessandro Sisto

Abstract. We simplify the construction of projection complexes from [BBF2]. To do so,

we introduce a sharper version of the Behrstock inequality, and show that it can always be

enforced. Furthermore, we use the new setup to prove acylindricity results for the action

on the projection complexes.

We also treat quasi-trees of metric spaces associated to projection complexes, and prove

an acylindricity criterion in that context as well.

Mathematics Subject Classification (2010). Primary: 20F65; Secondary: 20E08

Keywords. Quasi-trees, acylindricity, hyperbolically embedded subgroups, Mapping Class

Groups.

1. Introduction

1.1. Quasi-trees. A quasi-tree is a geodesic metric space quasi-isometric to a

tree; in particular quasi-trees are hyperbolic spaces. The study of actions on

(simplicial) trees, or Bass-Serre theory, is a very well-developed and established

theory. One might expect that actions on quasi-trees can be promoted to actions

on trees, but it turns out that this is only possible under rather restrictive

hypotheses [MSW1, MSW2], In fact, in recent years it has emerged that, somewhat

surprisingly, actions on quasi-trees are ubiquitous, much more so than actions on

trees. The first evidence in this direction can be found in [Man], where Manning
constructs actions on quasi-trees starting from quasi-morphisms. In [BBF2] an

axiomatic setup was introduced for producing many actions of groups on quasi-
trees (including groups, such as mapping class groups, that do not admit actions on
trees without fixed points). The goal of this paper is to streamline the construction
and arguments from that paper, which will in turn allow us to get more precise
results about the actions one obtains. But first, we discuss [BBF2]; the expert
reader may skip ahead to the next section.
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A typical example where [BBF2] applies is when G ;ri(£) where S is

a closed, hyperbolic surface. One then takes a simple, closed geodesic on S
and lets Y be the set of components of the pre-image of the geodesic in the

universal cover H2, each of which is a geodesic line. Given distinct geodesies

X, Y e Y we let jty(X) be the nearest point projection of Y to F and observe

that the diameters of these sets will be uniformly bounded as X and Y vary
through Y. More interestingly, if we have distinct elements X, Y, Z e Y and the

projections ny{X) and ny(Z) are far apart on Y then the projections tc/JX)
and Ttzj y will be coarsely the same on Z (meaning that the diameter of the

union is uniformly bounded). This is illustrated in Figures 1 and 2 below. Also,
another elementary example, in a tree, satisfying the axiomatic setup is provided
in Remark 2.1, right after (stronger versions of the) axioms are stated.

Figure 1

Negative curvature forces

the lines to have bounded

projection onto each other.

Figure 2

If X and Z project
far on Y, then X and

Y project close on Z

This is, in a nutshell, the setup one needs to construct quasi-trees, according
to [BBF2],

1.2. Acylindricity. One particular case where this construction turned out to be

extremely useful is in the development of the theory of acylindrically hyperbolic

groups, as defined in fOsi], These are groups G admitting an "interesting enough"
action on a hyperbolic space X ; more precisely the requirements are that G is

not virtually cyclic, has unbounded orbits in X (the action is non-elementary),
and that the action is acylindrical. The action of a group G on a metric space

X is acylindrical if for all D > 0 there exist L > 0 and B > 0 such that if
x,y e X and dx(x, y) > L then there are at most B elements g e G with
dx(x,gx) < D and dx(y,gy) < D. In [Osi], Osin gives a number of different
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characterizations of acylindrical hyperbolicity which is very useful in generating

examples. (See Theorem 5.1 below.) In particular, there are seemingly weaker

conditions that imply that a group is acylindrically hyperbolic. In Section 5

we will derive Osin's results more directly and will further prove a stronger
result due to Balusubramanya [Bal]: Every acylindrically hyperbolic group has

an acylindrical action on a quasi-tree.

Acylindrical hyperbolicity has strong consequences, including: Every
acylindrically hyperbolic group is SQ-universal (in particular it has uncountably many
pairwise non-isomorphic quotients), it contains free normal subgroups [DGO],
it contains Morse elements and hence all its asymptotic cones have cut-points
[Sis], and its bounded cohomology is infinite dimensional in degrees 2 [HO]
and 3 [FPS], Moreover, if an acylindrically hyperbolic group does not contain

finite normal subgroups, then its reduced C * -algebra is simple [DGO] and every
commensurating endomorphism is an inner automorphism [AMS].

1.3. Axioms. We now formally state the axioms from [BBF2] that give rise to

quasi-trees.

Let Y {(Y, py)} be a collection of metric spaces. Let 0 > 0 be a fixed

constant and assume that for all X,Y,Z e Y with Y / A. Z we are given
numbers dy (A, Z) e [0, oo] (referred to as "projection distance") satisfying:

(PI) dy (X, Z) dy{Z, X)

(P2) dy{X, Z) + dÇ(Z, W) > dÇ(X, W)

(P3) d*(X,X)<9.
(P4) if d${X,Z) > 9 then dg(Y,Z) < 9.

(P5) {W + A, Z : dfr(A, Z) > 9} is finite.

Families of metric spaces with projection distances satisfying (P1)-(P5) occur

naturally in many contexts. See the introduction to [BBF2] for some examples.
In most cases there are subsets ny (Z ç Y for Y ^ Z so that

dy (A, Z) := diam ny (A) U ny (Z)

satisfy (PI)—(P5). Note that in this case (PI) and (P2) are automatic, and (P3)

amounts to the requirement that the diameter of ny(Z) is uniformly bounded.

Frequently, the spaces Y e Y are subspaces of some ambient metric space and

7iy(Z) is defined as the nearest point projection of Z to Y. The stronger axiom

(SP4) (see next section) follows from the following additional requirement:

If dy (A, Z) > 9 then nx{Y) — itx(Z).
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1.4. Projection complexes. We now discuss the projection complex construction

(in a slightly more restrictive setting than necessary). One starts with a collection
Y of metric spaces, and bounded sets Try (Z) ç Y (which one thinks of as

projections) for all Y ^ Z. Then, one has to perform a preparatory step in

which one perturbs the projections up to finite Hausdorff distance, which we

explain below. At this point, one is ready to build the projection complex iP^(Y),
whose vertex set is Y, by fixing a large constant K and adding an edge between

distinct vertices X and Z if the diameter of tty(X) U rry(Z) is at most K for

all Y e Y\{Y, Z}. The central result of [BBF2] is that Vk(Y) is a quasi-tree.
In certain situations, the perturbation of the projections is necessary.

One of the technical challenges of [BBF2] is that when the diameter of
tcy(X) U jty(Z) is large the projections irz(-Y) and ttz(F) are coarsely equal,

but are not exactly equal. This causes problems in induction arguments, because

of constants that might get worse at every step. We will see here that by assuming

equality (instead of just coarse equality) the proof that the projection complex
is a quasi-tree (Theorem 3.5) vastly simplifies. Unfortunately, in most naturally

occurring situations we do not have equality. In the second part of the paper

we introduce the notion of a forcing sequence and use it to show that the

projection maps can be modified (coarsely) so that we have the desired equality
(Theorem 4.1). In this way one can replace the work of Section 3 of [BBF2] with
the much simpler arguments in this paper.

1.5. Main Results. Besides simplifying the approach from [BBF2], the new setup
allows us to obtain acylindricity results, which are unknown for the original version

of the construction. In fact, under some simple conditions, it is straightforward
to show that the G-action on the projection complex will be acylindrical, see

Theorem 3.9. We summarize the results described so far in the following statement

(the condition for acylindricity in Theorem 3.9 is less restrictive).

Theorem 1.1 (Theorems 4.1, 3.5, 3.9). Assume that Y is a set, and that the

functions dy : Y2\{(F, Y)} -> [0, oo] satisfy axioms (P1)-(P5) above (or from
Section 4). After perturbing the projections as in Theorem 4.1, consider the graph

Vk(Y) for a fixed K > 0 with vertex set Y and vertices X,Z connected by an

edge if dy(X, Z) < K, for every Y f X,Z. The graph Vk(Y) is equipped with
the path metric where every edge has length 1. Then:

(1) If K is sufficiently large, then Vk(Y) is a quasi-tree.

(2) If the group G acts on Y preserving dy (meaning that dgY(gX, gZ)
dy (X, Z) whenever the right-hand side is defined), then G acts by isometries

on Vk(X).
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(3) If in addition there exist integers B and N so that the common stabilizer

of any collection of N elements of Y has cardinality at most B, then the

action is acylindrical.

As in [BBF2] we can also build a quasi-tree of metric spaces. In the final
section we give necessary and sufficient conditions for it to be a quasi-tree or a

hyperbolic space (Theorem 6.6 and Corollary 6.8-(2)) and, more generally, prove
that it is in a natural way a tree-graded space. Furthermore, we show that (under

some natural conditions) the group action on the quasi-tree of metric spaces is

also acylindrical (Theorem 6.4).
While many of the arguments here follow a similar outline to what is in

[BBF2] (a notable exception being the part about forcing sequences) this paper
is completely self-contained, with the only exception of the use of Manning's
bottleneck criterion and, in the last section, its generalization from [Hum], and

does not require any of the results from [BBF2]. We also note that the section

on hyperbolically embedded subgroups does not require the forcing sequence
technology from the previous section as the projection maps defined there satisfy
the equality condition without modification.

An abridged version [BBFS] of this paper, only containing the proof that

projection complexes are quasi-trees and the perturbation of the projection
distances, is available on the authors' websites. This shorter version already
contains most of the ideas and techniques that we use in this paper.

2. Axioms

Let Y be a set and for each Ye Y assume that we have a function

dy : Y2\{(T, T)} -* [0, oc]

such that the following strong projection axioms are satisfied for some 0 > 0 and

all X, Y, Z, W e Y when expressions are defined:

(SP1) dY(x,z) dY(z,xy,
(SP1) dY{X. Z) + dY(Z. W) > dY(X, W) ;

(SP1) dY(X,X)<0\
(SP1) if dY(X, Z)> 0 then dz(X, W) dz(Y, W) for all W e Y\{Z};
(SP1) #{Y\dy(X,Z) > 0} is finite for all X,Z e Y.

The constant 0 is the projection constant. Note that we allow dY(X,Z) oo.
Thus dY is not a distance function in the usual sense, e.g., we also allow
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dY(X,X) > 0. Axioms (SP1)-(SP3) formalize this weak notion of distance and

in practice are easy to verify. Axioms (SP4) and (SP5) are the key properties
that make the construction possible and need to be checked in applications.

Example 2.1. Consider a tree T and a locally finite family of disjoint geodesic
lines Y in it. Given distinct X, Y Y there are unique points x e X, y e Y

so that the geodesic [x, y] intersects X U Y at its endpoints only, and in fact x
is the nearest-point projection of any y' e Y to X, and similarly for y. Hence,

in this situation set x nx(Y). Set dy(X,Z) d(nY(X), jty(Z)). Then the

axioms above are satisfied with 0 0. (SP1), (SP2), and (SP3) are clear.

Let us argue that (SP4) holds. For X, Y, Z as in (SP4), notice that if [x,y]
(resp. [z,y'\) intersects AU Y (resp. Z U Y) only at its endpoints, then the

concatenation [x,y] U [y, y'] U [y',z] is so that consecutive geodesies intersect

only at the common endpoint, and [y,' y] is not a single point (this is what

dy(X, Z) > 0 yields). Since T is a tree, this implies that the given concatenation

is in fact the geodesic [x, z]. Hence, [x, z] only intersects X U Z at its endpoints,

showing that nz(X) — {z} jvz(Y). Hence, for any W e Y\{Z}, we have

dz(X, W) dz({z},7tz(W)) dz(Y, W), as required.
Notice that the argument we just gave shows that if dY(X.Z) > 0, then the

geodesic from nx(Z) to irz(X) intersects Y non-trivially. This fact and local
finiteness of Y imply (SP5).

The most important axiom is arguably (SP4), which is a version of the

Behrstock inequality [Beh] in the context of Masur-Minsky subsurface projections.
As in [BBF2], we will use it to order certain subsets of Y, the idea being that if
dy(X, Z) is large, then Y is between X and Z. We note that (SP4) is in fact

a more precise version of the Behrstock inequality because the conclusion is an

actual equality, not an approximate one. This allows us to know the exact value

of certain dy, and it is the key to our much simpler proofs, compared to [BBF2],

Lemma 2.2. (SP3) and (SP4) imply

min {dy(X. Z), dz(X, F)} £ 0

Proof. If dY(X,Z) > 0 then letting W Y in (SP4) we have dz(X,Y)
dz(Y,Y) < 0 by (SP3).

For a constant K > 0 define Y#(A, Z) to be the collection of Y e Y\{A, Z}
such that dY(X, Z) > K.

Lemma 2.3 and Proposition 2.4 below say that, for large enough K, Yk(X, Z)
can be totally ordered using the idea, as mentioned above, that if dY(X, Z) is large
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then Y is between X and Z. The order has several equivalent characterizations,
which is good for applications, and they are listed in Lemma 2.3:

Lemma 2.3. For Yq, Y\ e Y2g(X, Z) the following conditions are equivalent:

(1) dYo(x,Y1)>e;

(2) dY] (Y0,W) dYi (X, W) for all W ± Yt ;

(3) dYl(X,Y0) < 6;

(4) dYl(Y0,Z)>9;
(5) dY()(W, Yi) dY()(W, Z) for all W ^Y0;
(6) dYo(YuZ)<9.

Proof By Lemma 2.2, (1) => (3) and (4) => (6). By (SP2), (3) =>• (4) and

(6) => (1). By (SP4), (1) (2) and (4) =* (5). Since Y1 e Y20(X,Z) by letting
W — Z we have (2) => (4) and similarly (5) =4- (1).

Given Y0, Y\ e Y2g(X, Z) we define Y(l < Yx if any one of (1)—(6) hold.

Proposition 2.4. The relation < defines a total order on Y2g(X,Z) that extends

to a total order on Y2${X, Z)U{X, Z} with least element X and greatest element

Z. Furthermore if Yq <Y\ < Y2 then dYl (Ly, Y2) dY] (X, Z).

Notice that with a coarse version of (SP4) there would be no hope to obtain
the last conclusion as stated.

Proof. By swapping L0 and Y\ we see that Y0 < Y\ if and only if Y\ f. Y0. So

any two elements of Y2e(X,Z) can be compared.

Now we check transitivity of the order. If Y0 < Y\ and Y\ < Y2 we apply

(2) for K0 < Yi with W Y2 and then again to Yi < Y2 with W Z to see

that dYl(Y0,Y2) dY] (X, Y2) — dYl(X,Z) > 29. Applying (SP4) and then (5)

we have dY2(Y0, Z) — dy2 Yy, Z) dy2(X, Z) > 29. Therefore T0 < and the

total order is well defined on Y2g(X,Z). We can extend it to a total order on

Y2q(X,Z) U {X,Z} by declaring X to be the least element and Z the greatest
element.

Observe that we have also shown that dYl(Y0,Y2) — dYl(X,Z) if
Yo<Y1<Y2.

The main use of the following lemma will be to construct free groups (for
other purposes, simpler versions would suffice). It is a kind of local-to-global
principle.
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Lemma 2.5. For any K > 26 the following holds. Let Q he a connected

simplicial graph and f -> Y a map such that adjacent vertices are

mapped to distinct elements of Y, and if x,y and z are distinct vertices with

x and z adjacent to y then d^^fffx), <p(z)) > K. Then for any immersed

path {x0,...,xk} in Q we have {</>(x0) < < f(xk)} C Yk(4>{xo),4>{xkj) U

(</j(,i'o),4>(xk)). In particular, f is injective and Q is a tree.

Proof. For k < 2 the conclusion clearly holds. We proceed by induction on

k. Let xq, ,xk be an immersed path and let A, <f>(x,-). We first show

Xi e Y/f(A0, Xk) for 0 < i < k. If 1 < i < k — 1 then dxt (A0, Xk-i) > K and

dxk_i (Xi, Xk) > K by induction. Then by (SP4), dx,(X0, Xk) dXl(X0. Xk^{) >
K so Xt e\K{X0,Xk).

If i k — 1 we reverse the roles of A0 and Xk, and of X\ and Xk_[.
For the order we have that dxt (Ao, Xf) > K if 0 < i < j < k since

Xi Y^(A0, Xj) and therefore A,- < A).

Corollary 2.6. Let K >29. If Y0, Fi g Y*(A, Z) U {A, Z} and dY(Y0, Yx) > K
then Y e\K(X,Z).

Proof. We assume F,- f {A, Z}, since in those cases the proof is similar and

easier.

We can assume that A0 < Y\ We then apply Lemma 2.5 where Q is a

closed interval subdivided into 4 segments with vertices labeled A, Y0,Y, Y\,Z,
in order. By assumption dy{YQ,Yi) > K so we only need to check that

dy0(A, Y) and dyx(Y, Z) are greater than K. By (SP4) dy0{A, y) dYf)(X, F^.
By Proposition 2.4, dyQ(X,Y\) — dyt)(X, Z) > K. Therefore dy0(X,Y) > K.
Similarly, dy} (Y, Z) > K.

3. The projection complex

Fix K > 26 and define the graph Vk{Y) with vertex set Y and an edge

between any two vertices A and Z with Y^(A, Z) — 0. We denote the distance

in Vk (Y) simply by d, even though it depends on K.
We first note that Vk(Y) is connected.

Lemma 3.1. If K > 26 and A, Z e Y then YX(A, Z) U {A, Z} {A < Ax <
• • • < Ak < Z) is a path in 'Pk(Y).

Proof. By Corollary 2.6, if Y is the immediate predecessor of Y' in the total
order on Y/c(A, Z)U{A, Z} then Y^(y Y') 0 and therefore d(Y, Y') 1.
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The path Yk(X,Z) U {X, Z) {X < X\ <•< X^ < Z) is the standard

path from Y to Z.
The following lemma says that, when moving outside the ball of radius 2

around a vertex Z of Vk(Y), the projection to Z varies slowly, where slowly
is independent of K.

Lemma 3.2. If K > 26 then the fallowing holds. Let Xq,X\,Z e Y with

d(Xo.Ai) 1 and d(X0,Z) >2. Then dz(X0,Xi) < 6.

Proof. Since d(X0,Z) > 2 there exists aye Y^(Y0, Z) and therefore by
(SP4) dz(X0,Xi) dz(Y,Xi). If dz(Y,X0 dz(X0,X1) > 0 then by (SP4)

dy(X0,Xi) dy(X0,Z) > K, a contradiction with Yjç(Y0, A4) 0.

The following lemma and its corollary are the key to proving that Pk (Y) is

a quasi-tree. They say that, when moving outside the ball of radius 3 around a

vertex Z of Vk{Y), the projection to Z basically does not change.

Lemma 3.3. If K >36 then the following holds. Let Xq,...,X^ he a path in

Vk (Y) and Z e Y with d (Aj, Z) > 3 for all i. Then the greatest elements of
Y3ff(Xi,Z) all agree.

Proof. We can assume k 1. Let Yq and Y\ be the corresponding greatest
elements and assume they are distinct. By Corollary 2.6, Y3e(y, Z) 0 so

d(Yi, Z) — 1 and d(X{, T,) > 2. Applying Lemma 3.2 we see that dy. (X0, A4) <
6 and therefore by (SP2), dyi (X\-l, Z) >26. In particular, both T0 and Yx are

in Y26>(Aj,Z) for i =0,1. We can assume that To < Yx in Y2e(A'o,Z). By
Lemma 2.3(6) this means that dy0(Y\,Z) < 6 and so we also have Y0 < Y\

in Y2#(A\,Z). In particular, dyfX0,Z) — dyfY0.Z) dyx{X\,Z) > 36,
contradicting the assumption that Y0 is the greatest element of Y3g(X0,Z).

Corollary 3.4. If K >36 then the following holds. Let A)),.... A4 he a path in
'Pk(Y) and Z e Y with diX,. Z) > 3. Then dz{Xi,Xj) < 6 for all i,j.
Proof. By Lemma 3.3, there exists a Y e Y that is the greatest element of all
of the Y3ö(Arj,Z). We now have dz(Xi.Xj) dz(Xi,Y) <6 by (SP4) and

Lemma 2.2.

We can now use Manning's bottleneck condition [Man] to show that Vk(Y)
is a quasi-tree. We will use a variant of Manning's condition that is described

in [BBF2]: Let A" be a connected simplicial graph with its usual combinatorial
metric and D > 0. Assume that for all vertices i;0, v \ e Xthere is a path p
such that the D-Hausdorff neighborhood of any path from >;0 to contains p.
Then Y is a quasi-tree.
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Theorem 3.5. For K >39, Vk(Y) is a quasi-tree.

Proof. By Lemma 3.1 Y/c(X, Z) U {A', Z} {X < AT < • • < Ajt < Z} is a path

in 'Pk(Y). Let X — Y0, Y\,..., Yn Z be an arbitrary path from X to Z. Since

dxt (X, Z) > K > 38 by Corollary 3.4 there must be a Yj such that d(Yj,Xi) <2.
Therefore Vk(Y) satishes the bottleneck condition and is a quasi-tree.

The following lemma is a variant of [HO, Lemma 3.9] proved by Hull and

Osin in the context of hyperbolically embedded subgroups.

Lemma 3.6. If K > 29 then the following holds. Given X,Y, Z Y the union

Yk(X, Y) U Yk(Y. Z) contains all hut at most two elements of Yk(X, Z), and

if there are two such elements they are consecutive.

In particular, Yk(X,Z) is written as the disjoint union of three consecutive

segments (some possibly empty) so that the initial segment (if not empty) is also

initial in Yk(X, Y), the second contains at most two elements, and the terminal

segment (if not empty) is also terminal in Yk(Y,Z).

Proof. Set Yk(X, Z) — {AT < ••• < AT}. Then for any AT at least one of
dxt (X,Y) or dxj(Y, Z) is >8. If it is the former then Xj e Yk(X,Y)
for all j < i (proof: use (SP4) twice to see that dxj (X, AT) > K implies

dxj (Aj, Y) — dxi(X,Y) > K > 6 so dxj (X,Y) dxj (AT AT) > K) while if it is

the latter then Xj e Yk(Y, Z) for all j > i.
Now assume that AT is the smallest element not in the union. By the previous

paragraph dxi+l(X,Y) < 6, and in turn dxi+](Y,Z) >9 by triangle inequality.
But this implies that Xj e Yk(Y, Z) if j > i + 1.

The rest is clear. See Figure 3.

Y

k
Figure 3

A typical triangle of standard paths
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Corollary 3.7. If K > 39 then the following holds. Let X j- Z and n

\Yk(X,Z)\ + 1. Then |_f J + 1 < d(X, Z) <n.

Proof. The second inequality follows from the fact that Yk{X,Z) U {X, Z} is

path from X to Z. The proof of the other inequality is by induction on d(X, Z),
the case d(X.Z) 1 being clear.

Suppose d(X.Z) > 2. Pick Y ^ X.Z on a geodesic from X to Z. Setting

«1 |Y/f(3f, L) | +1, «2 |Yat(F, Z) 1 + 1, Lemma 3.6 gives n\ +n2 > n — 1. Using
the induction hypothesis, we get d(X, Z) — d{X, Y)+d(Y, Z) > \ff\ + \ff\ +2 >

LU + 1.

Corollary 3.8. Standard paths are quasi-geodesics.

Assume that a group G acts on Y and the functions dy are G-invariant.
Then G acts isometrically on Vk(Y).

The following theorem gives a simple criterion for the action on Vk{Y) to be

acylindrical, in terms of finiteness of the size of the stabilizer of several elements

of Y. Roughly speaking, we look at far away X, Z and an element g that moves
both a small distance, and deduce that a large middle interval in Yk(X, Z) is also

contained in Y^(gX.gZ). With too many g, we would get too many elements

stabilizing several elements of Y.

Theorem 3.9. If K >39 then the following holds. Assume that for some fixed N
and B, for any N distinct elements of any Y ffiX. Z) the common stabilizer is a

finite subgroup of size at most B. Then the action of G on Vk{Y) is acylindrical.

g(X) g(Z)

> D > N > D

Figure 4

Proof of acylindricity

Proof. Fix D > 0 and assume that X.Z e Y with d(X.Z) > N + 4Z) + 6.

Let g e G be such that d(X.gX) < D and d(Z,gZ) < D. Consider the

quadrilateral of standard paths spanned by X, Z,gX, gZ. Let the segment I
(and /) in Yk{X,Z) be obtained by removing initial and terminal segments of
length 2D + 2 (and D + 2, respectively). Then / has length |/| > N and J
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has length |/| + 2D, and by Lemma 3.6 J c Y^GgY, gZ). Thus g(/) c J and

there are < 2D + 1 possible restrictions of g to / (translation by a number in

[—D, £>]). By the pigeon-hole principle and the assumption about stabilizers it
follows that there are at most B(2D + 1) such elements g.

In the following theorem we construct free groups acting on 'P^(Y). We use

Lemma 2.5 to certify that certain elements generate a free group.

Theorem 3.10. Assume that K >39 and fix Y Y. If there exists go,gi.g2 e G

such dy(giY, gjY) > K and dy{gflY,gJlY) > K when i f j then the group
generated by g i gjj"1 and g2gj~1 is free and acts faithfully on VkCY) with orbit

map a QI-embedding.

Proof Let F c G be the subgroup generated by gigö1 an(l g2gf' Consider the

theta graph 0 with two vertices t>o, >T and three oriented edges labeled go,gi, g2

connecting v0 to v\. Then n\(0) can naturally be identified with the free group
on gigo1 ar|d gzgï1 and there is a canonical epimorphism f : jti(0) -> F.
Let T be the covering space of 0 corresponding to the kernel of fi. Thus F
acts on T as the deck group. The edges of Y have an induced orientation and

labeling by the gi's.
Define the F -equivariant map f •

r(01 ^ Y by sending a base vertex wo to
Y and if u\U2---Uk is a path from w<> to w with m,- e (with
exponents necessarily alternating) then <p(w) u\U2 Uk(Y). Our assumption

implies that the hypotheses of Lemma 2.5 are satisfied and so T is a tree and

f is an isomorphism. The last sentence follows from Corollary 3.7.

In practice it is easy to verify the conditions of Theorem 3.10. In applications
of the projection complex the set Y is a collection of infinite diameter metric

spaces and the subgroup that fixes each metric space acts coarsely transitively. It
is then relatively easy to find the necessary elements of G.

4. Forcing sequences

We start by recalling the axioms (P1)-(P5). Let Y {(Y, py)} be a collection
of metric spaces. Let 6 > 0 be a fixed constant and assume that for all X, Y. Z e Y
with Y ^ X, Z we are given numbers dfi (X. Z) e [0, 00] satisfying:

(PI) df(X,Z) df(Z,X)
(P2) dy{X, Z) + d§(Z, W) > d*{X, W)

(P3) dy(X, X) < e.
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(P4) if dy(X, Z) > 0 then d${Y,Z) < 0.

(P5) {W ^ X,Z \ djf(X,Z) > 0} is finite.

The goal of this section is to prove the following theorem.

Theorem 4.1. Assume that Y {(T, py)} is a collection of metric spaces
with \dy) satisfying (P0)-(P4) with constant 0. Then there are {dy} satisfying
(SP1)-(SP5) for the constant 110 such that

dy — 20 < dy < dy + 20.

Moreover, assume that dy are obtained from projections ny. Then there are

projections n'z(X) for I / Z satisfying the fallowing:

(1) k'z(X) ç N0(jtz(X)),

(2) dy{X, Z) is equal to the diameter of irj(X) U n'y (Z).

(3) If a group G acts on Y preserving the metrics and the projections ttz(X),
then G also preserves the new projections jt'z(X).
Thus G acts on a quasi-tree as in Theorem 3.5 and the action is frequently
acylindrical as in Theorem 3.9.

Mimicking the earlier section we let Y£(Y, Z) be the collection of
Y e Y\{Y, Z} such that dy(X,Z) > K.

4.1. Modifying the distance dn. We assume dy satisfy (PI)—(P5).

The first step is to modify d11 to achieve monotonicity (see Lemma 4.4).
Recall from [BBF2] that for I ^ Z we define 'H(X. Z) as the set of pairs

(X', Z') Y x Y such that one of the following holds.

• dy(X', Z'), dz(X', Z') > 20,

• X X' and dz(X,Z') > 20,

• Z Z' and d% (X',Z) > 20,

• X X' and Z — Z'.

Lemma 4.2. If dy(X, Z) > 20 and (X', Z') e H(X, Z) then, after possibly
permuting X' and Z', df (X, X'), dY (Z, Z') < 0. In particular,

Idf(X, Z) — dy(X', Z')\ < 20.

Proof By the triangle inequality (P2)

df(X\ Y) + d$(Y, Z') > dx(X', Z') > 20
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and therefore max{dg(X',Y),dg(Y,Z')} > 9. After possibly permuting X' and

Z' we can assume d£(X', Y) > 9 and therefore by (P4) we have dy (X, X') < 0.

By another application of the triangle inequality

dp(X,X') + d§(X',Z) > dy {X, Z) > 29

and since dY(X, X') < 6 this implies that dY(X',Z) > 9. Therefore (P4) implies
that df-(X', Y) < 9. Now, replacing X with Z in the above application of the

triangle inequality (P2) we have max{d^(X', Y), d^(Y,Z')j > 9 and therefore

d£(Y,Z') > 9 since we have just seen that the other term is < 6. Another

application of (P4) gives that dy (Z, Z') <9.
The final inequality follows from the triangle inequality (P2).

Corollary 4.3. If dY(X, Z) > 49 then U(X, Z) ç H{X, Y).

Proof. Suppose (X', Z') 6 H(X,Z). We will again assume the first bullet holds

and leave the other cases to the reader. To show (X', Z') e 'H(X, Y) it suffices

to argue that dY(X',Z') > 29, and this follows from dy(X,Z) > 49 and the

lemma.

We now define the modified distance

dY{X,Z) sup d$(X',Z')

if dy{X,Z) > 29, and dy(X.Z) — 29 otherwise. Thus

dy (X, Z) < dY(X, Z) < dy (X, Z) +29.

The triangle inequality for d holds only up to an error of 29. What we gain
with this modification is the following monotonicity property.

Lemma 4.4. If dY(X, Z) > 59 and dw(Y, Z) > 19 then dY(X, W) > dY(X, Z).

Proof. We have d^(Y, Z) > 59 so dy(W, Z) < 9. Likewise, dy(X,Z) > 39 so

dy(X, W) > dy(X, Z)—dy{W, Z) > 29 and so dfy{X, Y) <9. Thus d^(X, Z) >
d{f(Y, Z) - d^(X, Y)> 49. Corollary 4.3 gives H(X, W) 5 H(X, Z). We saw

above that dy(X, W) > 29 and the statement follows.

4.2. The second (and final) modification of dn. To prove the theorem we need

to modify the dy so that they satisfy the projection axioms (SP1)-(SP5). The key
notion to do so is that of a forcing sequence, which uses the first modification d.
In slightly different contexts, an idea similar to forcing sequences has appeared

in [Bar] and [BB, Section 2.B],
Also, if dy are obtained from projections nY, this modification is realized

by modifications of jty to n'Y.
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Definition 4.5. A K -forcing sequence is a sequence Y — K0 Yn Z of
distinct elements of Y so that Jy. (K;_i, K;+i) > K (for all i 1, n — 1).

Notice that if X ^ Z then X Y0,Y\ Z is a (usually non-maximal)
forcing sequence.

Lemma 4.6. Let Jo, Y\,--- Yn be a 40-forcing sequence. Then

(i) d-(h0, L«-i) < 0,

(ii) \d$. (Yi, Yk) - d£. (J}_i, J)+i)| < 20 for all i < j < k.

Proof. We prove (i) by induction on n, starting with the obvious case n — 1.

Suppose that it is true for a given n and let us prove it for n + 1. Observe that

d^.(Yi-1,Yi+1) > 20.
Since dyn(Jo, J«-i) < 0, by the triangle inequality we have dyn(Jo, Yn+l) >

0, so that dyn+1(Yo, Y„) < 0, as required.
To prove (ii) note that both Yi, Yj+i,..., Yj and Yk,Yk-1 J) are 40-

forcing sequences. We apply (i) to each of them and (ii) then follows from the

triangle inequality.

The lemma below tells us when we can insert elements in forcing sequences,
and it will be used to show that if dw(X,Z) is large, then any maximal forcing

sequence from X to Z goes through W. Its proof uses the monotonicity of d.

Lemma 4.7. Let Y0,... ,Yn he a K-forcing sequence with K >16 and W e Y
such that dw{Yi,Yi+\) > K. Then Ko..... K,, W, Yi +1 ,Yn is a K-forcing
sequence.

Proof. We need to argue that (L_i, W), dyi+l (W, Y1+2) > K. Both follow
from Lemma 4.4, e.g., Jy. (K;_i, W) > Jy, (K,_i, K,- +1) > K.

Lemma 4.8. For K >19, any K-forcing sequence from X to Z can he refined
into a maximal one.

Proof. The obvious process of refinement, using Lemma 4.7, must terminate by
Lemma 4.6(ii) and (P5).

Lemma 4.9. Let Y0,... ,Yn be a maximal K -forcing sequence, K >16, and let

We Y with d^(Yo, Yn) > K + 20. Then W — Yi for some i e {1, n — 1}.
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Proof. We assume that W is distinct from all the Y, and derive a contradiction.

By Lemma 4.6, dfi (Y0,Yn) >29. We first observe that if d^( Y,, Yn) > 9

then d*(Y0, W) > d£.(Y0,Yn) - d*(W,Yn) > 9 since by (P4) dfifW. Yn) < 9.

Again applying (P4) we have dffiY^, Yfi < 9.
We have proved that for every i, either d^(Yo, Yfi < 9 or dff(Yn, F,) < 9.

There is some i such that d^(Yih K;) < 9 and d^,(Yn. Y/+j < 9. From the

triangle inequality and our assumption, we have dfi,(Yl, Yi+1) > K and therefore

Y0, • • •. Fj-i, W, Yi,..., Yn is a K -forcing sequence by Lemma 4.7, contradicting
our maximality assumption.

Lemma 4.10. Let Y0,..., Yn-i, Y„ be a maximal K-forcing sequence with
K >19 and suppose that X e Y satisfies dfJX. Yn) > K + 9. Then there

exists a maximal K -forcing sequence from X to Yn with penultimate element

Yn-1-

Proof. By Lemma 4.6, dyfiY], Yn) <9 so

dYo(X, Y\) > dlfiX, Li) > dy0(X, Yn) - d^Y,, Y„) > K.

Therefore X, Y0, Yn is a AT-forcing sequence. Any maximal refinement will
have the required property for if in the refinement an element appeared between

Y„-i and Yn then the original sequence would not be maximal.

Definition 4.11 (Penultimate elements). For distinct elements X, Z e Y define a

subset Pz(X) {iL} C Y, where W are all penultimate elements of maximal
19 -forcing sequences from A to Z. Note that Pz(X) is not empty.

When Y fi X, Z, we define

dY(X, Z) supö?£(BT, W2),

where Bfi e PY(X),W2 e PY(Z).
If projection maps :xz are defined, set

n'z(X) \Jjrz(W),

where W e PZ(X).

Note that dY(X, Z) is equal to the py -diameter of ir'r(X) U jt'Y(Z). In other

words, dY dy
Also, if a group G acts on Y preserving the metrics and the projections

jtz(X) then G preserves n'z(X) by the construction.
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Lemma 4.12. We have

17

dy — 20 < dy 5 dy + 29.

Also,

n'z(X) ç Ne{nz(X)),

where Ng denotes the Hausdorff 9-neighborhood.

Proof. By Lemma 4.6 if W is the penultimate element of a 19 -forcing sequence
from X to Z then dz(X, W) < 6. The inequalities follow from triangle inequality
of dy The second claim is clear.

Lemma 4.13. If dy(X,Z) > 110 then Pz(X) — Pz{Y), hence n'z{X) nz(Y).

Proof. By Lemma 4.12 if dy{X,Z) >116 then dy(X,Z) > 99. By Lemma 4.9

if X Y() Yn Z is a maximal 70-forcing sequence then Y Yt for some

i e {I,... ,n — 1}. Then Yt,... ,Yn is a maximal 70 -forcing sequence from Y to

Z and it follows that Pz(Y) 2 Pz{X).
By Lemma 4.10 any maximal 70-forcing sequence from Y to Z can be

extended to a maximal 70-forcing sequence from X to Z with the same

penultimate element so Pz{X) 2 Pz(Y).
We showed Pz(X) Pz{Y). Then n'z(X) — Jt'z(Y) follows.

Proposition 4.14. If dy satisfy (P1)-(P5), then dy satisfy the projection axioms

(SPI)-(SP5) with projection constant 110.

Proof. (SP1) and (SP2) are trivial. (SP4) is exactly Lemma 4.13 and (SP5) follows
from (P5) and Lemma 4.12. The other axioms are clear.

Lemma 4.12 and Proposition 4.14 complete the proof of Theorem 4.1.

5. Acylindrical examples

In this section we apply Theorem 3.9 to prove in concrete examples that the

action on one of the projection complexes we constructed is acylindrical.

5.1. Acylindrically hyperbolic groups. We have the following equivalent
definitions of an acylindrically hyperbolic group:
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Theorem 5.1 (Osin [Osi], Balasubramanya [Bal], Dahmani-Guirardel-Osin

[DGO]). The following conditions are equivalent:

(1) G has a non-elementary acylindrical action on a hyperbolic space.

(2) G has a non-elementary acylindrical action on a quasi-tree.

(3) G acts on a hyperbolic space with a WPD element.

(4) G contains an infinite hyperbolically embedded subgroup.

Clearly (2) is a strengthening of (1) so (2) => (1). As every hyperbolic element

in an acylindrical action is a WPD element we also have (1)=A(3). The implication
(3) =^(4) is proven in [DGO] and uses the quasi-tree construction of [BBF2], In

particular, using the methods of this paper we can directly prove (3) =>• (2) and in

practice this seems to be the most useful statement. The implication (4)=>(1) is

one of the main results of [Osi] and (l)=>-(2) is the main result of [Bal], Again,
the methods here can be used to directly prove (4) =>(2) and in fact we'll see that

in this setting the strong projection axioms hold without applying the technology
of forcing sequences.

5.2. WPD elements and B -contracting geodesies. We now prove that (3) => (2).
In fact we'll prove a stronger statement but we'll first need to make a few definitions

so that we can set up the spaces and projections.
Let A be a geodesic metric space. Assume that a group G acts on A by

isometries. Let / e G be a hyperbolic element (i.e., the translation length is

positive). Then / is a WPD element if for all D > 0 and x e X there exists an

integer N > 0 such that the set

jg e G\dx(x,f(x)) < D,dx[gN(x),/(gN(*))) < £>}

is finite. For convenience, we will also assume that / acts as a translation on

a geodesic line y c X and that y is strongly contracting, i.e., the image under

the nearest point projection p : X —> y (which is in general a multivalued map)

of any metric ball disjoint from y has uniformly bounded diameter. Note that

if X is hyperbolic then every geodesic strongly contracting where the diameter

bound only depends on the hyperbolicity constant. Having a strong contracting
axis implies that there is a subgroup EC{f), which is virtually cyclic, such that

if g e EC(f) then g(y) and y have finite Hausdorff distance, and if g EC(f)
then p(g(y)) has uniformly bounded diameter. For convenience we will assume

that EC(f leaves y invariant. Both assumptions made for convenience can be

removed, at the expense of making the definitions below more complicated, or
else replacing A by a quasi-isometric space where these assumptions hold.



Acylindrical actions on projection complexes 19

Let Y be the set of G-translates of y. For A,B,C e Y define

dß(A,C) diam/?ß(d) U pb(C) where pb : X -> B is the nearest point
projection to B.

Theorem 5.2. The set Y and the functions df. B g Y satisfy (PI)—(P5) for some
e > o.

When the ambient space X is hyperbolic then Theorem 5.2 is [DGO,
Lemma 4.7]. The general case can be found in [BBF1, Section 4]. Note that

there are many examples where X is not hyperbolic but there are elements with
strongly contracting axes. Two prominent cases being axes of pseudo-Anosovs in
Teichmüller space and axes of fully irreducible elements in Outer Space.

Corollary 5.3. Assume that G acts on a geodesic metric space with a WPD
element that has a strongly contracting axis. Then G has a non-elementary,

acylindrical action on a quasi-tree.

5.3. Hyperbolically embedded subgroups. Let G be a group and H a

subgroup. Fix a (possibly infinite) set S c G such that S I) H generates G.
Let r(G,S U H) be the Cayley graph for this generating set; more precisely,
we introduce double edges corresponding to elements in S n H and regard

every edge as labelled by the corresponding copy of a generator. We define a

function d : H x H -» [0, oo] as follows. If x,y e H are connected by a path
in F(G,S LI H) that does not contain any edges from H we let d(x,y) be the

length of the shortest such path. If there is no such path we let d(x,y) oo.
Then H is hyperbolically embedded in G (with respect to the generating set S)
if

(1) r(G,Sü H) is S -hyperbolic;

(2) d is proper.

Each coset a H in F(G, S u H) consists of the vertices of a complete graph and

when we refer to aH as a subset of r(G, .S' u H) we refer to this complete
graph whose edges are labeled by the elements of H. A path p in T(G, S IS H)
penetrates the coset a H if the intersection of p with a H contains a segment.
Note that every coset has diameter 1 so a geodesic that penetrates a coset will
intersect it in exactly one segment.

The following is a consequence of [DGO, Proposition 4.13], but we provide a

proof in the interest of self-containment.
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Lemma 5.4. There exists a C > 0 such that the following holds. Suppose that

we have a geodesic quadrilateral in F(G, S U II) with sides s, p0, P\, p2 so that

s is an edge in the coset a H with endpoints .s'o, ,v j, and no pt penetrates a H.
Then d(s0,si) < C.

Proof. We label the sides so that p2 is opposite to s, and .v,- e pi. Let 8

be an integer so that T{G.S LI H) is S-hyperbolic. Recall that for a geodesic

quadrilateral, the 28 -neighborhood of any three sides contains the fourth.

We consider the case when the lengths of p0 and pj are >25 + 2, leaving
the other (easier) cases to the reader. Let x,- be the vertex of pi at distance

28 + 2 from the endpoint of pi that belongs to a H, and let y, be a vertex at

distance < 28 from x,- on a side of the quadrilateral distinct from pi. Note that

necessarily y,- f s and further a geodesic [x,-, y* ] does not intersect a H.
If both yi belong to p2 we have the path .v0,x0, y0, yi, *i, L made of

segments in the quadrilateral and geodesies [x,-,y,]. It has length bounded by a

function of 8 and it is disjoint from aH except at the endpoints.

If say y0 6 pi, we have the path .v<j, xo, yo,.s-i with the same conclusion.

Given subsets of vertices X and Y define nx(Y) to be the set of all x e X
so that x is an endpoint of a geodesic that minimizes the distance between X
and Y.

Lemma 5.5. Let a H, hH and cH he distinct cosets. If every geodesic that

minimizes the distance between a H and cH penetrates bH then ncn(a II —

TtcH(bH).

Proof. Let p be a geodesic that minimizes the distance from a H to cH and that

penetrates bH. In particular p contains a single segment in bH. Decompose p
into three segments p P0P1P2 where p\ is the segment in bH. Then p0 is

a geodesic that minimizes the distance from a H to bH and p2 minimizes the

distance from bH to cH. In particular the terminal endpoint of p will lie in

7tcH{bH) so 7tcH(aH) ç jtcH{bH).
Given any other point z e ncji(hH) we can find a minimizing geodesic p'2

from bH to cH that has terminal endpoint z. Let p\\ be a segment in bH that

has the same initial endpoint as p\ and whose terminal endpoint is the initial
endpoint of p'2. Then pop[p'2 is a Path from aH to cH that has the same

length as p (because p penetrates hiI and is therefore a minimizing geodesic.

Therefore z e nch{uH) and ncn(hH) ç ncH(aH).

Lemma 5.6. If aH bH and x,x' e jtaH{bH) then d{x,x') < C, where C

is the constant from Lemma 5.4.
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Proof. Let p and p' be geodesies that minimize the distance from a H to bH
and have initial endpoints x and x', respectively. Connect the terminal endpoints

of p and p' with segments to form a 4-gon. Then Lemma 5.4 implies that

d (x, x') <C.

The above lemma shows that there is a coarsely well-defined projection
F ->• a H. Using Lemma 5.4 it is easy to see that geodesies that do not penetrate

a H have uniformly bounded image in a H with respect to the d -metric, a version

of the Bounded Geodesic Image Theorem.

Let

dbH(aH,cH)= sup d(x,z).
x<E7tbH(aH),z&7ibH(cH)

Proposition 5.7. The collection of cosets {aH} and the functions dan satisfy
the projection axioms (SP1)-(SP5) with 6 3C 4- 1.

Proof. Both (SP1) and (SP2) are clear and (SP3) follows from Lemma 5.6.

For (SP4), assume dbHiaH.cH) > 3C + 1 and let p be a geodesic minimizing
the distance between a PI and cH with initial endpoint x e a H and terminal

endpoint z e cH. We will show that p penetrates bH and then (SP4) follows

from Lemma 5.5. Assume not and let q0 be a geodesic that minimizes the distance

from x to bH and let x' be the terminal endpoint of q0. We can assume that

x' e Ttbn(aH) for if not there will be a geodesic from 7iaH(bH) to x%y(a//)
that is shorter than q0 and we can connect this geodesic to x with a segment
in a H to form a path from x to bH that is at most as long as qo- As q0 is

minimizing this new path must be a geodesic. Similarly we can find a geodesic

q2 from z to a point z' e jib/i(cH that minimizes the distance between z and

bH. Note that neither qo nor q2 have segments in bH. We then let q\ be the

segment in bH between x' and z' and p~xqoq\qi is a 4-gon that satisfies the

conditions of Lemma 5.4 so d(x',z') < C. But since dbHiaH.cH) > 3C + 1

we have d(x',z') > C + 1 by Lemma 5.6, a contradiction.
Given cosets aH.bH and cH, by the previous paragraph if df,f/(aH, cH) >

3C + 1 then every geodesic that minimizes the distance between a H and cH
penetrates bH. Since any geodesic can only penetrate a finite number of cosets

this proves (SP5).

The group G acts on the set of cosets {aH} by g(aH) (ga)H. The coset

aH is fixed by the subgroup Ha — aHa~l. We will need the following result

of Dahmani-Guirardel-Osin, which we prove for the convenience of the reader.

Proposition 5.8 ([DGO]). There is a uniform bound on IIa (T Hb\ over all
distinct cosets a H, bH.
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Proof. We can assume b 1. Also, up to multiplying a on the left by an element

of H, we can assume that a geodesic y in r(G, S U H) from 1 to a does not
intersect H except for 1. If h e H fl Ha then there exists a quadrilateral where

two opposite sides are //-translates of y, one side consists of the edge in H
from 1 to h, and a side is contained in aH. By Lemma 5.4, d(l,h) < C, and

we are done by local finiteness of d.

This implies that the stabilizer of two distinct cosets will have uniformly
bounded size.

The following theorem then follows from Theorems 3.5 and 3.9 and implies
(4) =4(2) in Theorem 5.1.

Theorem 5.9 (Balasubramanya (Bal]). Suppose G contains an infinite hyperbol-
ically embedded subgroup H of infinite index. Then G has a non-elementary

acylindrical action on the quasi-tree Vk({üH}), where H is a hyperbolically
embedded infinite subgroup of G of infinite index, K is large enough, and the

projections are defined above.

Proof. Since we have Proposition 5.7 and Proposition 5.8, it follows from
Theorems 3.5 and 3.9 that G has an acylindrical action on the quasi-tree

VK{{aH}).
To see that the action is non-elementary, we observe that H acts transitively

on itself and since H is infinite and d is proper for any K > 0 we can find
h0 — \,hi,h2 e H such that d{fii,hj) > K, d(hY1,h~l) > K.

Now choose s e S\H, where S is the set that is used for r(G,S u H). Set

gi hishi. Then hf e nuigf H). And we can apply Theorem 3.10 to H and

g0,gl,g2-

5.4. Mapping class groups. In this section we assume that the reader is familiar
with the theory of curve complexes and subsurface projections, as developed in
[MM1, MM2], Let S be closed connected oriented surface with finitely many
punctures, and supporting a finite-area hyperbolic metric. We will consider the

collection Y {C(Y)} of all curve complexes of isotopy classes of subsurfaces

Y of £ obtained cutting S along a non-separating simple closed curve. Two
such subsurfaces Y, Z overlap if and only if they are not isotopic, so that, just
as in [BBF2, Page 6], in view of of results in [MM2] and [Beh] we have that Y
with subsurface projections satisfies axioms (P1)-(P5).

Theorem 5.10. For Y as above, MCGfZ) acts acylindrically and non-

elementarily on Vk(Y) for all sufficiently large K.
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Proof. By Theorem 3.9, it suffices to show that, for some sufficiently large K, if
Yk(X,Z) contains 4 distinct elements C(X0) < C(T0) < C(Y\) < C(X\) then the

common stabilizer of X0, Y0,Yi, X\ is finite (finite subgroups of M CG CE) have

bounded cardinality). Since the stabilizer of the (isotopy class of the) subsurfaces

we are considering coincides with the stabilizer of (the isotopy class of) either

of its boundary components, it suffices to show that 8X0, 3T0, 3Ti, 3A4 fill the

subsurface (if K is large enough). Consider any essential simple closed curve

c, and let us show that it intersects the boundary of one of the subsurfaces. Up

to switching X and Z and re-indexing, we can assume that c is not parallel
to dY0, so that c has a well-defined subsurface projection to C(Y0). Since dXo

and 3Ti have far away subsurface projection to C(Yn), c must intersect one of
them. The action is nonelementary by Theorem 3.10; the details are left to the

reader.

Remark 5.11. We note that in this example the metric spaces in Y are not

subspaces of a single ambient space as in our other examples. We also note that

we are not using the hyperbolicity of the curve graph or the fact that the mapping
class groups acts on it acylindrically. In fact, the current proofs of the projection
axioms are fairly simple so this gives a reasonably quick proof that the mapping
class group is acylindrically hyperbolic.

Remark 5.12. In general, the action of MCG(S) on standard projection
complexes is not acylindrical. For example, say S has genus 5 and consider the

action of MCG(E) on Vk(Y) where Y is the collection of genus 3 subsurfaces

with 1 boundary component. Choose a nonseparating curve a on S. Then the

Dehn twist in a and its powers fix all subsurfaces in the complement of a, so

it suffices to show that the set Ya of elements of Y disjoint from a form an

unbounded set. Choose Ye Ya and / e MCG(E) that fixes a and is pseudo-
Anosov on and so that the distance in Y between the stable and unstable

laminations of / is large compared to K. Then the set {fN(Y) | N e Z} is

unbounded in Vk(X) (/ acts as a loxodromic isometry).

6. Quasi-trees of metric spaces

We now return to the setup of Section 4 with a collection of metric spaces
Y {(T, py)}, projections ity and metrics dy, obtained from ity, satisfying
axioms (P1)-(P5).

Here, for simplicity, we will make the extra assumption that metric spaces

are graphs with each edge having length one. We also assume that projections

irz(X) are subgraphs.
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6.1. Construction. Using Theorem 4.1 and Lemma 4.13 we can modify the

projections (and suitably increase 0) to replace (P4) with

(P4 if dY(X, Z)>9 then jtx(Y) nx(Z).

The functions dY then satisfy the projection axioms (SP1)-(SP5).

As in [BBF2] we build the quasi-tree of metric spaces CX(Y) by taking the

union of the metric spaces in Y with an edge of length K > 0 connecting every
pair of vertices in nY(X) and nx(Y) if dj>Kçy){X, Y) — 1. For convenience, we

will assume that 0 and K are integers.

We define a metric p (that is possibly infinite) on the disjoint union of
elements of Y by setting p(x0,xi) px(xo,xi) if x0,xi e X, for some X e Y,
and p(xo,xi) oo if xo and x\ are in different spaces in Y. Assume that the

group G acts isometrically on Y with this metric and that the projections nx are

G-invariant, i.e., 7tgX(gY) — g(irx(Y)). Then G acts isometrically on Cx(Y).
We will give conditions for this action to be acylindrical.

In what follows we will adopt the convention that lower case letters will refer
to vertices in Cx(Y) with the corresponding upper case letter denoting the metric

space in Y that contains the vertex.

It will be convenient to extend the definition of the projections tty to vertices

in Cx(Y). For a vertex x e C/c(Y) we set nY(x) nY(X) if X ^ Y. If X Y

then jtY(x) {x}. We then set dY(x,z) diam jtY(x)UnY(z) for x,z e Ca:(Y).
We also define

Yl(x, z) — {Y e Y|dY{x, z) > L}

and observe that it is possible for X or Z to be in Yl(x,z).
To save notation, when x and z are vertices of CX(Y), we denote by dc(x, z)

their distance in Cx (Y).
First of all, we prove a coarsely Lipschitz property of projections:

Lemma 6.1. Assume that K > 9. Let x,z he vertices of CX(Y) and let Y Y.

If dc(x,z) > 0 then dY(x,z) < dc{x,z). If dc(x,z) < 6 then dY(x,z) < 9.

Proof If dc(x,z) < 9 then X Z so dY(x,z) dc(x,z) < 9 if Y X and

dY(x,z) < 9 by (SP3) otherwise.

In general, we induct on the the distance because our spaces are graphs.

If dc(x,z) > 0 + 1 > 9 let x0 be a vertex adjacent to x such that

dc(x,z) dc(x,x0) + dc{x0,z). If X X0 then dc(x,x0) 1 so dc(x0,z) >
dc(x,z) — 1 > 9 since dc(x,z) >0 + 1. Furthermore, since X — X0 either

dY(x, z) dY(x0,z) if X Y or dY{x,z) < 1 +dY(xo,z) if X Y. In both

cases dc(x,z) dc(xo,z) + 1 > dY(xo,z) + 1 > dY{x,z).
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If X ^ X0 then dc(x,x0) K and it may be that dc(x0,z) < 9. However,

in this case the vertex adjacent to z will be in Z and we can apply the previous

case, unless xo — z. But if x<) z, then dc(x,z) K and dy{x,z) < 9,
therefore this is fine too.

So we can assume that dc(xo,z) > 9 and dy(xo,z) < dc(xQ.z). Since x
and xo are adjacent we have that dy{x,xo) < K and therefore dc(x,z)
K + dc(x0,z) > dy(x,xo) + dy (x0, z) > dy (x, z).

Lemma 6.2. Assume K > 29. Given x,y,z e Cx(Y) with Yk(x,z) U {X, Z}
{X — X0 < X\ < < Xn Z) there exists k e {(),such that if i < k

then TtXjiy) rixi (z) a"d if i > k + 1 then jzx, (>') (x).

Proof. Let k be the smallest value such that nxk (y) / nxk(z). If there is no
such k, or k e {n,n — 1}, then we are done by setting k — n — 1, so we now

assume that k exists and k < n — I.
First we observe that dxk+] (X^.y) < 9 for otherwise nxk(y) — Jixk(Xk+l)

jixk (z) by (P4'). But then, by the triangle inequality, we have dxk+l (>\ Xi >

dxk+t (Xi, X/c) — 9 >9 for all i > k + 1. Therefore, by (P4' nx, (y —

rrXi(Xk+\) JtXl(x).

Theorem 6.3. If K > 40 then for all x,z e Ck{Y) we have

^ ^2 dy(x,z) < dc{x,z) < 2 ^2 dy{x, z) + 3K.
YeYK(x,z) YeYK(x,z)

Proof. Let Yk(x,z) U {X, Z) — {X — X0 < X\ < < Xn Z). We first

prove the upper bound by finding a path from x to z. Fix points x,- e nxl (x)

rixi (Y(~i) and z,- e jiXj (z) — Jixi W,-+j - Note that x x0 and z zn. We

then have dc(xi,Zi) < dXi(xi,Zi) < dXi (x,z). Since dVK(Y)(Xi, Xi+1) 1 we
also have that dc(zt, xI+i) K. Therefore

dc(x, z) <Y2 dxj (x, z) + nK.
i

If X0 (or Xn) are not in Y/r(x,z) then dx0(x,z) < K (or dx„(x,z) < K). On

the other hand for Xi e Y^-(x, z) we have dxt (x, z) + K < 2dxt (x, z). The upper
bound follows.

The lower bound is more involved. Let x y0, yq,..., z be a geodesic.
Fix ii,--- ,in-1 such that jiXj_i (>',, jiX/_i (z) but jiXj_i (yt) f nXj_x{z) if
i < ij. Note that if tiXj (y, nXj (z) then dXj {Xj-x, yt) >9 so tiXj_i (yt)

riXj_i (Xj) 7iXj_, (z). Therefore ij < ij+\. (However, it is possible that

ij ij+\.)
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Next we show that itxJ+3(yij) jtxj+3(x). For this we observe that

nxj-iiyij-1) + kxj-X(z) so by Lemma 6.2 we have that 7txj+1(yij-1)
7Tv.+| (x). This implies that nxj+l(yu) f nXj+i (z) for if it did we would
have dXj+l(yij-i,yij) dXj+l (x,z) > K contradicting that y;,_1 and ytj are

consecutive vertices in a geodesic. Another application of Lemma 6.2 implies
that Ttxj +3 (yij nXj+3 (A) •

By Lemma 6.1

dciyij-3,yiJ+l) > dXj(yij_3,yij+l) dXj{x,z)

and therefore

dc(x,z) >
i

where j — 0,1,2 or 3. Summing over j gives the lower bound.

6.2. Acylindricity.

Theorem 6.4. Let K > 40. Assume that for each Y e Y t/ze stabilizer of Y

acts acylindrically on Y with uniform constants independent of Y. Furthermore

assume that for some fixed N and B, for any N distinct elements of Y the

common stabilizer is a finite subgroup of size at most B. Then the action of G

on Ca:(Y) is acylindrical.

Proof Fix D > 6 > 0. By assuming that D > 9, by Lemma 6.1 we have that

if dc{x,x ') < D then dy{x,x') < D for all Ye Y. We will use this repeatedly

throughout the proof.
By Theorem 3.9, G acts on Vk{Y) acylindrically so there exists Lv > 0 and

B-p > 0 such that if d-P(X, Z) > L-P then there at most B-P elements g e G such

that dv(X, gX),dv(Z, gZ) < D. By our assumption, there exist Ly and By
such that for every Le Y and x,z e Y with dy(x,z) > Ly there are at most

By elements g e G in the stabilizer of L such that dy(x, gx), dy(z, gz) < 2D.
It will be convenient to assume that Ly > K.

Fix X, Z e Y and x e X and z e Z. Note that it is possible that X Z. Let
A — {# e G\dc(x, gx) < D and dc(z,gz) < D}. Using the distance formulas,

Corollary 3.7 and Theorem 6.3, we have that there exists an Lc such that if
d-p(x,z) > Lc then either:

(1) d-p(X, Z) > L-p or

(2) there exists a L eYLY+2D+te(x,z) and |Yjr(jt,z)| <2Lp.
Since the natural projection Ck(Y) Vk(Y) is 1-Lipschitz if g A then

dp{X,gX) < D and dP(Z,gZ) < D. Therefore if (1) holds there at most Bp
elements in A.
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Now assume (2) holds. For any g e G we have that dy(x,y) < dy(x,gx) +
dy{gx,gz) + dy(z,gz). Therefore if g e A we have dy(gx,gz) > Ly + 40.
In particular, T XL^+4o(gx, gz) c Y^(gx,gz). Now let Ai be the set of all

g e A such that gY is the ith element of Yx(gx,gz). Since Ya:(x,j) contains

at most 2L-p elements, if i > 2L-P then At is empty. We will see that each Aj
has at most By elements and therefore A has at most 2LV By elements.

Fix g e Ai and pick an x' e ity (gx) and z' e jty (gz). Let

13 {he G\h(Y) Y,dy{x',hx') < 2D and dy{z',hz') < 2D}.

Then by our assumption, there is a constant By that does not depend on Y such

that \B\ < By.
If g' e Ai C A then dy(gx,g'x) < dy(x,gx) + dy(x,g'x) < 2D. We also

have dy(x',g'g~1xf) < dy(gx,g'x) < 2D since x' e 7ty(gx) and g'g~1x' e

g'g~l{Tty{gx)) ng'g-\yig'x) ny(g'Y). Similarly dy(z', g'g^z') < 2D and

therefore g'g"1 e B. This gives the desired bound on the size of A,.

6.3. Tree-gradedness. In this section we study the geometry of Ck(Y). In

particular, we prove that it is a quasi-tree (resp. hyperbolic) when the elements of
Y are uniform quasi-trees (resp. uniformly hyperbolic), provided that K is large.

Lemma 6.5. Assume K > 40.

(1) Let x,z e C/c(Y) he vertices connected by an edge, and let Y e Y he so

that dc(x,jry(x)) >3K. Then Jty(z) ny(x).

(2) Let x,z e Ck(Y) he vertices with dy{x,z) > 6 for Y Y, then any path
from x to z intersects the (closed) neighborhood of radius 3K around

7iy(x) (and also 7ty(z)).

Proof. (1) By Theorem 6.3, there exists W e YK(x, tcy(x)) (and necessarily
W ^ Y). By Lemma 6.1 we have W e T3e(z, 7ry(x)). Hence we have

7ty(x) Tty(W) icy(z), where each equality holds either because x
and/or z lie in W or because of (P4')-

(2) By (P4'), we have ny(x) f ny(z) therefore any path from x to z intersects

the (closed) neighborhood of radius 3 AT by (1).

Let x,z e Ck(Y). Let {X X0 < X\ < < Xn Z) be the standard

path in Vk(Y) from Lemma 3.1, as in the proof of Theorem 6.3. We also use

the notation x;,z,- from there. A standard path from x to z is a path joining
x xo,z0,xi,z0,• • • ,x„,z„ z in this order such that between x,-,z,- it is a

geodesic in C(K,) and that between z;,x;+i it is an edge.
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The following theorem also follows from Theorem 6.7 below, but we give a

separate proof since Theorem 6.7 uses results from the literature. Recall that we

discussed (a variation of) the bottleneck property right before Theorem 3.5.

Theorem 6.6. Let K > AO. Suppose every Y satisfies the bottleneck property
with uniform constant D. Then C/fiY) is a quasi-tree.

Proof. First, we note that one may assume that each Y satisfies the (variant of
the) bottleneck property for a geodesic between any given two points with respect

to a uniform constant which is maybe larger than D, but we keep using D.
Let x,z e C^(Y) be any points. We will check the variant of the bottleneck

property for a standard path between x,z. Let [x;, zf[ be the part (a geodesic)

of the standard path in A). Let y be any path from x to z. We want to show

[xi, Zj ] is contained in a Hausdorff neighborhood of y.
For simplicity assume A) f X0,Xn. By Lemma 6.5 (2) applied to x,z,Xi,

the path y intersects each AK -ball around x,-, z; (we added a K to account for
the diameter of nxf (x), nxt (z) Let w i, • • • ,wm be the vertices in a subpath of y

starting in the 4AT-ball at x,- and ending in the 4AT-ball at z(-. Set yj nxi (uq)
then yi,-- - ,ym is a (coarse) path in Xi, starting in the AK -ball around x, and

ending in the AK -ball around z, by Lemma 6.1. (Here a coarse path means that
I yj - y/+i| < 6.) By the bottleneck property of Xi, [x,, zf\ is contained in the

L -Hausdorff neighborhood of the path {y,}, where L depends only on K,D.
But we now show that the path {yy} is contained in the AK -Hausdorff

neighborhood of the path {uy}. To see that fix a vertex yj If dXj (iv\, wf) > 6,

apply Lemma 6.5 (2) to w\, Wj,Xi, then yy is contained in the 4A"-neighborhood
of the path between w\, Wj Otherwise dxt (wj, wm) > 9, then we apply the lemma

to Wj, wm and we are done too.

In conclusion, [x,-,z,] is contained in the (AK + L)-neighborhood of y. We

are left with the case that A) X0 (or Xn But if |x<> — z0| < 29 then [xo,z0]
is contained in the 29 -neighborhood of y, or the argument is same as above.

We now observe that Ck (Y) is a tree-graded space. This notion was introduced

in [DS] where tree-graded spaces arise as asymptotic cones of relatively hyperbolic

groups, but a simpler example (which is more relevant for us) are Cayley graphs

of free products A * B with respect to a generating set contained in AHB,
which are tree-graded with respect to the copies of the Cayley graphs of A and

B that they contain.

A geodesic metric space X is said to be tree-graded with respect to the

collection of geodesic subspaces V, called pieces, if distinct elements of V
intersect in at most one point, and every simple loop in X is contained in some

PeV.
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Theorem 6.7. Let K > 46. Then there exists C so that Y) is {C,C)-quasi-
isometric to a tree-graded space each of whose pieces is (C,C)-quasi-isometric
to some Y e Y.

Proof. Using Lemma 6.5, one can prove the relative bottleneck property from

[Hum] just as in [Hum, Proposition 2.8], so that the conclusion follows from

[Hum, Theorem 1],

We now collect some immediate consequences of the theorem and elementary

properties of tree-graded spaces.

Corollary 6.8. Let K >40. Then:

(1) If for some C, each Y e Y is (C, C) -quasi-isometric to a tree, then Ck(Y)
is a quasi-tree.

(2) If for some 8, each Y e Y is 8-hyperbolic, then Cr{Y) is hyperbolic.

(3) Cjf(Y) is hyperbolic relative to Y (more precisely, the family of copies of
the Y e Y that it contains).1

Proof. All properties follow from the analogous statements about tree-graded

spaces, as outlined below.

It is readily checked that if the pieces of a tree-graded space X satisfy the

bottleneck property uniformly, then the same holds for the whole space. In fact,
consider a geodesic y in Y and a path a with the same endpoints. Up to

replacing a with a path whose image is contained in a, we can assume that a
is injective. The conclusion that y is contained in a uniform neighborhood of a
now easily follows from the fact that any simple loop consisting of a subpath of

y and a subpath of a is contained in a piece.
The proof that if the pieces of a tree-graded space X are hyperbolic then X

is hyperbolic follows from a similar argument, where a is now a concatenation

of two geodesies.

Finally, tree-graded spaces are hyperbolic relative to their pieces by |DS,
Theorem 3.30],

6.4. Examples. Using Theorem 6.4 we briefly discuss the acylindricity of the

action on quasi-trees of metric spaces for examples in 5.

First, we use the same setting as in the Section 5.4. Notice that action of
MCG(E) on Ck(Y) is not acylindrical because the the action of the stabilizer of

any C(Y) e Y has infinite kernel (generated by a Dehn twist around a boundary

component of Y

'In the terminology of |DS|, Ck(Y) is asymptotically tree-graded with respect to Y.
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Next, in the same setup as in Theorem 5.2, again without assuming that an

axis exists for / that is preserved by EC(f), we also obtain Cjç(Y), on which
G acts. By Corollary 6.8, Ck(Y) is a quasi-tree.

This action is also acylindrical. Although f fixes a point y in Vk{Y), / is

a hyperbolic isometry on Ck{Y) with an axis y (y is a subset in Ck(Y) that is

invariant by /. Moreover y is a geodesic in Ck(Y), which easily follows from
Lemma 6.1).

We record it as a theorem. A similar statement appears as [BBF2, Theorem

H], which is weaker since it is only stated that / is WPD in 6V(Y), but not
the acylindricity of the action.

Theorem 6.9. Make the same assumptions as in Theorem 5.2. Then, for a

sufficiently large K, Cjc(Y) is a quasi-tree on which G acts acylindrically
such that the given hyperbolic, WPD element f with an axis y, is hyperbolic
with an axis y in Ck{Y).
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