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LINEAR FUNCTIONAL EQUATIONS AND SHAPIRO’S CONJECTURE

by M. LACZKOVICH *)

ABSTRACT. We investigate the functional equation

D aWfx+b)=hy)  (ryER),

i=1

where a;, fi, and h are complex valued functions defined on R, and b,,...,b, are
real valued functions such that »; — b; is not constant on any interval. We prove
that under mild regularity conditions (e.g., if ai,...,a, are nonvanishing functions of
bounded variation, by, ...,b, are d-convex and fi,...,f, are measurable) the functions
Ji,-..,f» must be exponential polynomials. We also show that the continuity of the
functions b; and f; implies the same conclusion, subject to Shapiro’s conjecture on
exponential polynomials with constant coefficients.

1. INTRODUCTION

The functional equation

(1) > " ai) fix + bi(y)) = h(y)

i=1
has been studied extensively, and several papers have been devoted to the
regularity properties of the solutions fi,...,f,. In [12] and [1] it is shown
that if the functions @; and b; are smooth enough and if f;,...,f, are locally
integrable then f,,...,f, are necessarily C*° functions. In this paper we show
that under mild regularity conditions on the functions @ and b;, the functions
Ji must be exponential polynomials, even if we only assume measurability
instead of local integrability.

*) Research partially supported by the Hungarian National Foundation for Scientific Research,
Grant No. T032042.
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We shall say that the function ¢: [a,b] — R is d-convex if it can be
written as the difference of two continuous convex functions. It is easy to see
that ¢: [a,b] — R is d-convex and Lipschitz if and orly if ¢ is absolutely
continuous and if the function ¢ (defined on the set of points where ¢ is
differentiable) is of bounded variation. Clearly, every C* function is d-convex.

A function f: R — C is said to be an exponential polynomial if -
f@) = Y0 pix)e™™, where pi,...,p, are polynomials with complex
coefficients and «y,...,q, are complex numbers.

THEOREM 1. Let J be a nondegenerate interval, and suppose that the

functions a;:J — C and b;:J — R (i = 1,...,n) have the following
properties.
(i) Each of the functions a,...,a, is nonvanishing or. J and is of bounded
variation;
(ii) each of the functions by,...,b, is d-convex on J; and
(iii) the function b; — b; is not constant on any subinterval of J jor every
1 <i<j<n.

Let h: J — C be an arbitrary function, and let fi, . .. .f, be complex valued
measurable functions on R such that (1) holds for almost every (x,y) € RxJ.
Then each of the functions fi,...,f, equals an exponential polynomial almost
everywhere.

The necessity of condition (iii) is shown by the fact that any function
f: R — C satisfies

J@) + f(x +y) = fx + max(y, 0)) — f(x + mir(y,0)) = 0

for every (x,y) € R2.

We can formulate many similar statements by imposing different conditions
on the functions involved. Two of the most interesting variants are the
following.

STATEMENT M. Suppose that the functions a;: J -+ C and b;: J — R
(i=1,...,n)are measurable, a; is nonvanishing on J for every i=1,...,n,
and b; — b; is not constant on any set of positive measure for every
1 <i<j<n.Let h:J— C be an arbitrary function, and let f,... [, be
complex valued measurable functions on R such that (1) holds for almost every
(x,y) € R x J. Then each of the functions f,...,[, equals an exponential
polynomial almost everywhere.
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STATEMENT C. Suppose that the functions a;: J — C and bi:J - R
(i=1,...,n) are continuous, a; is nonvanishing on J for every i = 1,... n,
and b; — b; is not constant on any subinterval of J for every 1 <i<j<n.
Let h:J — C be an arbitrary function, and let fi,. .. Ju be complex valued
continuous functions on R such that (1) holds for every (x, y) € RXJ. Then
each of the functions fi,...,f, is an exponential polynomial.

We do not know if Statements M and C are true or not. We shall prove,
however, that Statement C is a consequence of Shapiro’s conjecture.

Let R denote the set of difference operators of the form

AF =) aifx+b,

i=1

where a; and b; are complex. If we define addition in the obvious way and
multiplication by (AjA;)f = A;(Ayf) then we obtain a commutative ring with
identity. (In fact, what we obtain is the complex group ring over the additive
group of C.) The one-to-one correspondence between A and its characteristic
function

(2) Z a;e’*
fi=1

is an isomorphism between R and the ring £ of all exponential polynomials
with constant coefficients. The units of the ring £ are the functions of the form
a- e, where a # 0. The exponential polynomial (2) is called simple if the
frequencies by, ..., b, are pairwise commensurable ; that is, if b;/ b; is rational
whenever b; # 0. By a theorem of J.F. Ritt [9], every nonzero and non-unit
exponential polynomial has a factorization of the form f -...-f,-g; -...- 9
where fi,...,f; are simple, the frequencies of f; and J; are noncommensurable
if i # j, and each g is irreducible. The factorization is unique up to unit
multiples.

H.S. Shapiro conjectured in [11] that if two exponential polynomials have
infinitely many common roots then they have a non-unit common divisor.
As Shapiro remarked, the Lech-Mahler theorem implies the conjecture in the
special case when one of the exponential polynomials is simple. (See [11,
p- 18] and [8].) The conjecture in its general form is still open.

Recall that a topological space Y is Baire if every meager subset of Y
has empty interior.
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THEOREM 2. Suppose that Shapiro’s conjecture is true. Let Y be a
topological space such that Y" is Baire, and let the functions a;: Y — C and
bi: Y = R (i=1,...,n) satisfy the following conditions : & is nonvanishing
on Y, b; is continuous for every i =1,...,n, and b; — b, is not constant on
any nonempty open subset of Y for every 1 <i<j<n. Let h: Y — C be an
arbitrary function, and let fi,...,[, be complex valued continuous functions
on R such that (1) holds for every (x,y) € Rx Y. Then each of the functions
fis.. . fu is an exponential polynomial.

2. TRANSLATION INVARIANT CLOSED SUBSPACES OF C(R)

Let C(R) denote the space of complex valued continuous functions on
R endowed with the topology of uniform convergence on compact intervals.
In the proof of Theorems 1 and 2 we shall use L. Schwartz’s celebrated
theorem stating that spectral synthesis holds in C(R); that is, if L 1s any
translation invariant closed subspace of C(R) then the set of exponential
polynomials contained in L form a dense subset of L. (See [10], [5] and
[6].) Schwartz’s theorem immediately implies that if L is a finite dimensional
invariant subspace of C(R) then L consists of exponential polynomials. We
prove Theorem 1 — at least in the case when h =0 — by showing that the
functions £ must belong to finite dimensional invariant subspaces of C(R).

LEMMA 3. Let L be a translation invariant closed subspace of C(R).
Suppose that

(i) there exists a nonzero difference operator A such that Af =0 Jor every
f €L, and

(ii) every element of L is locally Lipschitz.
Then L is finite dimensional.

Proof. Let Af(x) =31 aif(x+ by (f € C(R)), where ay,...,a, are
nonzero and by < ... < b,. If L is not finite dimensional then, by Schwartz’s
theorem, the spectrum sp(L) = {A € C: eM € L} is infinite. If A € sp(L)
then Ae = 0 by (i), and thus E()\) = 0, where E(x) = >, 4 el . That
is, sp(L) is a subset of the set of roots of E(z), and hence the elements of
sp(L) can be listed as \, = 0, +it, (n=1,2,...), where |An| = 00. Now

lim 28 _g,  and lim  £©

Re z— 00 ebrt Rez——o0 ebiz

:a17
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and hence there is a positive number K such that E(o + if) # 0 if |o| > K.
Therefore [0,| < K for every n. Since |),| — oo, it follows that |z,| — oco.

We select a sequence nj,n,... as follows. Let n; be chosen such that
|ta| > 207K. If ny,... ,m_; have been selected then we choose n; with the
following properties: |z, | > 20¥7K, and

T )\n i 1
exp _tnk —

for every j < k. This defines the indices m, for every k. Now we put
fo =37 10~7¢™* for every x € R. Since |e**| < X1l for every n and
for every x € R, it follows that the series is uniformly convergent on compact
intervals, and thus f is an element of L. We shall prove that f is not locally
Lipschitz at 0. By (ii), this will provide a contradiction, proving that sp(L)
must be finite.

We have f(m/t,) - f(0) = 3, 1074/, where

3) T0%

Oy, + iy, ) 1

A,{:exp( ;

k

Now [Af] < 10~ for every j < k by (3),

’A’,j’ = ‘exp(ﬂan" —|—i7r) — ll = exp(mjnk) +1>1,
t}’lk Ry
and 2
{A,ﬁ‘ gexp(ﬂtan">+l gexp(7r )+1<3
ni 7
for every j > k. Therefore,
1 — | = 1
k j J
£ /i) = JON 2 1z lAi] = D 514l = X2 154
j=1 j=k+1
k—1 oo
1 1 1 1
> o T T T i 3
~ 10k Z 10/ 10 10/
j=1 J=k+1
S 1
—2-10k°
Thus
[@/t) SO, 1 207K
(7 /1) — 210k 7

for every k, proving that f is not locally Lipschitz.  []
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REMARK. Condition (i) cannot be omitted from Lemma 3: there are
infinite dimensional translation invariant closed subspaces of C(R) that only
contain locally Lipschitz functions. One can show, for example, that if N,
is a sequence of real numbers converging to infinity fast enough, then every
element of the closed subspace L generated by the exponentials M s real
analytic, but L is not finite dimensional.

3. REDUCTION

Let G be an Abelian group, and let R denote the algebra of difference
operators of the form Af = Y% a; - f(x +b) (a; € C, by € G). The
translation operator T, (b € G) is defined by Tj,f = f(x + b). Clearly, every
difference operator is the linear combination of translation operators. We shall
use determinants of the form

A .o Ao N
) : : 3k

AN Y, VP R
where A;; € Rg (i = 1,...,n; j = 1,...,n—1), and fir G — C
(i = 1,...,n). These determinants are defined as follows. In the formal

expansion of (4) every term is of the form =£p, ---p,, where exactly one of
the factors p; is a function and the other factors are difference operators.
Rearranging the factors such that the function comes last we obtain an
expression of the form Af, defining a map from G into C. Then we define
(4) as the sum of these functions.

Let Y be a nonempty set, and suppose that the fuactions f: G — C,
a:Y—>C,bj:Y—=G(j=1,...,n)and h: Y = C satisty

(5) > " aiy) - fitx+ b)) = h(y)

j=1

for every (x,y) € G x Y. We can write (5) as

(6) > GOy = h)-

J=1

Let yi,...,y, € Y be arbitrary elements. Substituting y;....,y, € ¥ into (6)
we obtain E'};l a;)Thp fi = h(y) (i=1,...,n).
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Then we have

arl)Toiyy o a1t O, 60 2y GO T f;
(7) : : :
al(yn)TI)|(y,,) ces an—l(yn)Tbn_[(yn) Zj"l:] aj(y”)Tbj(}’n)ﬁ
aDThyy -+ a1 DT, 00y @YD b0 S
ary) oy - a1 O Th_ 00 G On) b S

this can be justified in the same way as for determinants with numerical
entries. The left hand side of (7), as a function of x, is constant, since each
entry of its last column is constant. If we denote the value of the left hand
side by H(y) = H(yi,...,y,) and expand the right hand side of (7), then we
obtain the following

LEMMA 4. Suppose that the functions f;: G — C, a;: Y — C, bji:Y =G
(j=1,...,n)and h: Y — C satisfy (5) for every (x,y) € GX Y. Put N =n!.
Then there are functions A;: Y" — C and B;: Y" — G (i=1,...,N) and
H:Y"— C such that

(1) we have

N
(®) D AW £ (x+ Bi(y) = H(y)

i=1

Jor every x € G and y € Y" ;

(i) for every i = 1,...,N there are indices ji,...,j, such that Ai(y) =
+a;, (y) - a;,(va) for every y = (y1,...,y,) € Y";

(iii) Jor every i = 1,...,N there are indices ki,...,k, such that Bj(y) =
b, (y1) + ... + b, (yn) for every y = (yi,...,y,) € Y";

(iv) if bj, — b, is not constant for every 1 < j, < j, <n, then B; — B,, is
not constant for every 1 <iy <ip <N ;

v) if h=0 then H=0.

REMARK. We shall need the following ‘almost everywhere’ version of
Lemma 4 in the special case when G = R and Y is a subinterval of R.
Suppose that the measurable functions fi: R — C, ¢;: Y — C, bj: ¥ -+ R
(j=1,...,n) and h: Y — C satisfy (5) for a.e. (x,y) € R x Y with respect
to the Lebesgue measure \;. Then there are functions A;: ¥ — C and
Bi:Y'"—-R (i=1,...,N)and H: Y" — C satisfying (ii)~(v) of Lemma 4
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and such that (8) holds for a.e. (x,y) € R x Y" with respect to Ayy1. The
proof of this statement is the same as that of Lemma 4.

4. REGULARITY OF SOLUTIONS

In this section we show that — under the conditions formulated in Theorem 1
— the measurable solutions of (1) are locally Lipschitz. We remark that by
imposing more restrictive regularity conditions on the functions ¢ and b;
(namely, a;,b; € C?) this result could be deduced from a general theorem
of A. Jarai [4]. Our result is based on the observation that if f is bounded
measurable and ¢ is of bounded variation then their convolution is Lipschitz.
(See Lemma 7 below.)

LEMMA 5. If g is a nonconstant d-convex function on J then there are a
subinterval J, C J and a positive number ¢ such that g is strictly monotonic
on Ji ; moreover, either ¢'(x) > ¢ for a.e. x € Jy or §'(x) < —¢ for a.e.
x € J.

Proof. Since g is absolutely continuous and nonconstant, the set H =
{x€J:g'(x) #0} is of positive measure. Also, g’ is of bounded variation in
every closed subinterval of the interior of J, and thus ¢ is continuous almost
everywhere. Consequently, there is a point xo € H at which ¢’ is continuous.
Let 0 < e < |g'(x0)|/2 be fixed, and choose a small neighbourhood J; of xo
such that |g'(x) — ¢/(x0)| < ¢ whenever x € J; and ¢’ exists. It is clear that
Ji and ¢ satisfy the requirements. [

LEMMA 6. Let g:J — R be differentiable a.e. on the bounded interval
J, and suppose that ¢'(x) # 0 for a.e. x € J. Then (1) g~ Y (H) is null for
every null set H C R, and (ii) for every £ > 0 there exisis a > 0 such that
MNH) < § implies Mg~ "(H)) < €.

Proof. Let A(H) =0, and suppose that A = g~ '(H) is of positive outer
measure. Since ¢'(x) # 0 for a.e. x € A, we can select a positive number
e and a set B C A of positive outer measure such that either ¢'(x) > ¢
or ¢'(x) < —e for every x € B. We may assume that ¢’ > ¢ on B, since
otherwise we replace g by —g. Then there is a positive integer n and there is
a subset C C B of positive outer measure such that (g(y) — g(x)) /(y—x)>¢€
for every x € C and for every y € J with 0 < |y—x| < 1/n. Let L be a
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subinterval of J such that |[L| < 1/n and A(CNL) > 0. Put D=CNL;
then A(D) >0 and |g(y) — g(x)| > e|y — x| for every x,y € D. In particular,
g is one-to-one on D. Let g(D)=FE and f = (g | D)~'. Then E C H and f
maps E onto D. Also, f is Lipschitz on E, since |f(u) — f(v)| < |u—v|/e
holds for every u, v € E. Since A(E) < M\(H) = 0, this implies \(D) =0, a
contradiction. This proves (i).

Suppose that (ii) is false. Then there is an ¢ > 0 and there are sets
H, such that \(H,) < 1/n* and X(g~'(H,)) > ¢ for every n = 1,2,....
We may assume that the sets H, are open. Since ¢ is measurable (in fact,

g is continuous a.e.), it follows that the sets ¢g—'(H,) are measurable. Let
H=yv_,U><yH,. Then \(H) =0, and

Mg~ HD) = A(ﬂ U g—'<Hn)) > liminf A (97 '(H,)) > ¢,

N=1n=N

which contradicts (i). [

LEMMA 7. Let U be of bounded variation on the interval [a,b]. Let 1
be a compact interval, and let f be measurable and bounded on the interval
I +la,b]. Then the function

b
F(x) =/ fax+nUyndy  (xel)
is Lipschitz on 1.

Proof. Let I + [a,b] = [c,d], and put ®(x) = f(ff(t)dt (x € [c,d)).
Then @ is a Lipschitz function such that @ = f a.e. on I+ [a, b]. Denoting
d(y 4+ x) by T,d(y) we obtain

b b b
9) Fkx) = / U-(T,®) dy = / Ud(T,®)=[U - TX<I>]Z — / T, ®dU

b
=U®D) - Px+b)— Ula) - P(x+ a) —/ T, ®dU .

a

If [®(x;) — P(x2)] < K- |x; —x,| for every x;,x, then we have

b b
/Tx@dU—/ T, ®dU
a a

and thus the function x —> fab T,®dU is Lipschitz. Then, by (9), sois F. []

b
/ (T, ® — T, ®) dU

< K- |)C1 —)Cz‘ -V(U;[a,b]),
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LEMMA 8. Suppose that

b
F(d) = / O+ goNdy (el

a
where
e c:|a,b] — C is of bounded variation,

g: [a,b] = R is d-convex and Lipschitz,

« there is a positive number ¢ such that |¢'(x)| > ¢ at every point x € [a, b]
where ¢'(x) exists,

« [ is a compact interval, and

s f is measurable and bounded on the interval I+ g([¢,b]).

Then the function F is Lipschitz on I.

Proof. Since ¢ is of bounded variation, the oscillaticn of ¢ is less than
2¢ everywhere, except at the points of a finite set. Then, by |¢| > € it
follows that there is a subdivision a = ap < a; < ... < a, = b of |a,b] such
that, for every i = 1,...,n, g is strictly monotonic on [g;_;,a;], and either
g'(x) > ¢ for ae. x € [g;_1,a;] or ¢g'(x) < —e for ae. x € [a;—1,a]. Let
Fi(x) = f;{l:l cNflx+gy)dy (xel;i=1,...,n).Since F =F +...+F,,
it is enough to show that each F; is Lipschitz on 1.

Let i be fixed. We may assume that g is strictly increasing on [a;—1, a;] ; the
case when ¢ is decreasing can be treated similarly. Let A = g(a;,—1), B = g(a;),
and let G denote the inverse of ¢ | [¢;—1,;]. Then G is absolutely continuous
(in fact, Lipschitz) and strictly increasing on [A, B]. Since G' =1 /(g' 0 G),
¢’ > ¢ and ¢’ is of bounded variation on [A, B], it follows that G’ is also of
bounded variation on [A, B]. Let U be an extension of (co G)-G to [A,B]
having finite variation. Then we have Fj(x) = ff f(x 4+ 1)U(u)du for every
x € I, and thus, by Lemma 7, F; is Lipschitz on /. L]

For every closed interval J and positive integer n we shall denote by @;
the family of all functions of the form

AQY) = ar(y1) - - an(yn) O =01,..-,Y) €J7),

where ay,...,a, are complex valued nonvanishing functions of bounded
variation defined on J. The set of the functions b(y) + ...+ b,(y,), where
b;: J — R is a d-convex function on J for every i = 1,...,n will be denoted
by ¥7.

By a subinterval of J” we shall mean a set of the form J; x ... X J,,
where Ji,...,J, are nondegenerate subintervals of J.
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LEMMA 9. Ler A; € @ and B; € W} for every i = 1,...,N, and suppose
that B; — B; is not constant on any subinterval of J" for every 1 < i < J<N.
Let fi,..../n be complex valued measurable functions on R such that

N
(10) D A fx + Bi(y) =0
i=1

Jor almost every (x,y) € R x J". Then each of the functions fi,...,fyv equals
a locally Lipschitz function almost everywhere.

Proof. By symmetry, it is enough to show that f; equals a locally Lipschitz
function almost everywhere.

Let U denote the set of points (x,y) € R x J" for which (10) holds. Then
(x —B1(y),y) € U for ae. (x,y) € R x J", and thus

N
3" AW + By) — Bi(y) =0
i=1

holds for a.e. (x,y) € R x J". Therefore we may replace B; by B; — B, for
every i. After these replacements we find that By = 0.

Let Ai(y) = [Ti=; @ix(ve) and Bi(y) = 37, bix(vi). where a;y: J — C is
a nonvanishing function of bounded variation, and bix:J — R is a d-convex
function for every i = 1,...,N and k= 1,...,n. Since the functions a; ;. are
continuous everywhere on J apart from a countable set, they have a common
point of continuity xo. As a;x(xo) # O for every i and k, there is an 1 > 0
and there is a neighbourhood Jy of xy such that |a;x(x)] > n for every
i=1,...,N, k=1,...,n and x € Jy. Replacing J by Jy we may clearly
assume that |a;x(x)| > n holds everywhere on J for every i and k. Then
air/aix is of bounded variation for every i and k, and thus AiJA € D

for every i =1,...,N. We replace A; by A, /A, for every i; then we have
A; =1 and

N
(11) i) == AW filx + Biy))

i=2
for a.e. (x,y) € R x J".

Let 1 <i < N and the subinterval J/ C J be fixed. We claim that there
is a k € {l,...,n} and there is a subinterval J” C J' such that b, is
not constant in every subinterval of J”. Indeed, otherwise we could find,
successively, the intervals J' D J; D J, D ... D J, such that by is constant
in J; for every k= 1,...,n. Then B; = B; — B; would be constant in (J,)",
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contrary to the assumption. Applying this observation for every 1 < i < N
successively, we find a subinterval J C J with the following property: for
every 1 <i <N there is a k(i) € {1,...,n} such that b4 is not constant
in every subinterval of J. Clearly, we may assume that J = J. By taking
another subinterval of J, we can suppose that each b;; is Lipschitz in J.

Applying Lemma 5, N — 1 times in succession, we find a positive ¢ and a
subinterval J; C J such that, for every 1 < i < N, b; ;) S strictly monotonic
on Jy, and lbf’k(i)l > ¢ almost everywhere on J;. Again, we may assume
that J; = J. Then, by Lemma 6, we can find a positive number 6 such that

A\ (b;k](i)(H)> < |J|/N whenever A\(H) <& and i=2,...,N.

Let i € {2,...,N} be arbitrary. We show that \,(B;"'(H)) < |J|"/N for
every H C R, M(H) < §. We may suppose that H is open, and then so is
B '(H). If y; € J is fixed for every j € {1,...,n}\ {k()} then

Wiy ¥n) € BYUH) &= b)) € H— Y b)),
J7k (D)
and thus
Ak = G-+ 9w) € B H(HDD) = A(b;k‘(i) CEDS bi,,(y,-))) <VI/N,
JFEkD

since A\ (H — Zj k(i) bl-7j(yj)> = MH) < §. Therefore, by Fubini’s theorem,
we obtain

Ao (BTUED) < |- /N = II"/N
as we stated.

We prove that f; is locally essentially bounded. Let I be an arbitrary
compact interval. Fubini’s theorem implies that there is a set X C R of full
measure such that for every x € X, (11) holds for a.e. y € J*. If K is large
enough then the measure of each of the sets Hy = {x € I+-B;(J") : | fi(x)| > K}
(i=2,...,N) is less than &. Therefore, by the choice of J, the set

N
E =B (Hx —x)
i=2
is of measure less than |J|" for every x. Then the set J" \ E, is of positive
measure for every x € R, and hence we can choose a point y, € J" \ E, for
every x € X such that (11) holds with y = y,. Since x + B;(y,) ¢ Hi for
every i =2,...,N, we have

N
| fix)] < Zsﬁpmil -K
=2
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for every x € IN X. Since the interval I was arbitrary, it follows that fi1s
locally essentially bounded. Clearly, the same is true for every f.

Now we show that f; equals a locally Lipschitz function almost everywhere.
By (11) we have

N
I A =-Y" f A FGx + B3 dA ()
i=2 /"
for a.e. x. Clearly, it is enough to show that

Fi(x) = / AGAG T BONAMG)  (xeR)
J’l

defines a locally Lipschitz function for every i = 2,...,N. Let i be fixed.
Putting

u(z) = H a; j(y;) (@ =ty oy Yh)—15 Yh()+15 - - 5 Yn))
k()

we have
(12) Fo) = / u() - [ / Gixo(®) i (x + d(D) + by (D) dt| dhr(2).
= J

where d(z) =} 1 biyj(yj). By Lemma 8, the function

L(x) = /ai,k(i)(t) < Jilx + by k(1)) dt
J

is locally Lipschitz on R. Since

Fi(x) 2/ u(z) - L(x + d(2)) dAy—1(2)
Jn—1

by (12), it follows that F; is also locally Lipschitz. Indeed, let I be a compact
interval. Since d is continuous on J"~!, it follows that I’ = I+d(J""!) is also
a compact interval. Let K be the Lipschitz constant of L on I'. If x;,x, € [
and z € J"7! then x| +d(z), x» + d(z) € I' and thus

Fi(wa) — Fi(x)| < /

Jn

. |u(2)] - |02 + d(2)) — L(xy + d(2))] dh—1(2)

SK-'XQ——)C]"/ |U(Z)Id)\n—la
Jn—1

proving that F; is locally Lipschitz.  []
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5. PROOF OF THEOREM 1

First we shall assume that the function 4 is identically zero. By symmetry, it
is enough to show that f, equals an exponential polynomial almost everywhere.

Suppose that the functions a;, b;, f;, and A = 0 are as in Theorem 1.
Applying the a.e.-version of Lemma 4, we find the functions A;: J" — .
B;:J" =R (i=1,...,N) satisfying (ii)~(v) of Lemma 4 with G =R and
Y = J and such that (8) holds for a.e. (x,y) € R x J".

By (iv) of Lemma 4, B; — B; is not constant on any subinterval of J" for
every i # j. Therefore, by Lemma 9, f, equals a locally Lipschitz function
fn almost everywhere.

By Fubini’s theorem, there is a subset Y of J* of full measure such that
for every y € Y, (8) holds for a.e. x € R. Since f, :f~n a.e., it follows that,
for every y € Y, we have

N
(13) ST AW fx + Bi(3)) =0
i=1

for a.e. x. Then, by the continuity of the functions fn and B; we find that
(13) holds for every x € R and ye Y.
Let L denote the set of continuous functions f € C(R) satisfying

N
(14) > A S+ Bi(y) =0

i=1

for every (x,y) € R x Y. Then L is a translation invariant closed subspace
of C(R) and, by the argument above, fn € L. If f € L then (14) holds for
ae. (x,y) € R x J" and thus, by Lemma 9, f is locally Lipschitz. That is,
each element of L is locally Lipschitz. We claim that there exists a nonzero
difference operator A such that Af = 0 for every f € L. In fact, if f € L
then we have A(y)f =0 for every y € Y, where A(y) = vazl ATy - We
have to show that A(y) is nonzero for at least one y € Y. But this is clear,
because A;(y) # 0 for every y € J", and B;(y),...,B,(y) are distinct on a
dense open subset of J".

Therefore we may apply Lemma 3. We find that L is finite dimensional,
and thus each element of L is an exponential polynom:al. Since _/7,, € L and
f» equals fn almost everywhere, this completes the proof, assuming & = 0.

The general case can be reduced to the previous one as follows. It is
enough to show that f, equals an exponential polynomial almost everywhere.
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Let A, denote the difference operator defined by A,f(x) = f(x + b) — f(x).
Suppose that the functions @;, b;,f;, and h are as in Theorem 1. Then we have

D @) Ay filx + bi(y) = 0
i=1

for almost every (x,y) € R x J and for every b € R. As we proved already,
this implies that A, f, equals an exponential polynomial almost everywhere for
every b € R. Then, in particular, A,f, equals a continuous function almost
everywhere for each b € R. By a theorem of T. Keleti [7, Theorem 2.9] it
follows that f, equals a continuous function f, almost everywhere. Since Anf,
equals an exponential polynomial almost everywhere and f, is continuous, we
find that A,f, equals an exponential polynomial everywhere for every b € R.
Therefore, by a theorem of F.W. Carroll [2], f,

, 1s exponential polynomial,
which completes the proof.  []

6. PROOF OF THEOREM 2
For every E € £ we shall denote by A(E) the set of roots of E.

LEMMA 10.  Shapiro’s conjecture implies that if {E;:j € J} is a system
of exponential polynomials with constant coefficients such that (., A(E)) is

infinite, then either

jel

(1) there is a non-unit exponential polynomial that divides each Ej, or

(i1) there is a nonzero complex number ~y such that each E; has a divisor
of the form €7 — ¢, where ¢ #0 and r # 0 is rational.

Proof. By Ritt’s theorem [9] we have E; = F;-G; (j € J), where each F;
is the product of finitely many simple exponential polynomials, and each G;
is the product of finitely many irreducible factors. Let A = ﬂje ;A(E)). Then
A C A(Ej) = A(F;)) UA(G)) for every j € J. Suppose that there exists a jy € J
such that AN A(G;j,) is infinite. Then there is an irreducible factor H of G
such that AN A(H) is infinite. Then A(H) N A(E)) is infinite for every i € J,
as it contains A N A(H). If Shapiro’s conjecture is true then H and E; have
a common non-unit factor. Since H is irreducible, this factor must be (a unit
multiple of) H. Thus, in this case, H divides each E; ; that is, (i) holds.
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Next suppose that A N A(G)) is finite for every j € J. Then A N A(F))
must be infinite for every j. It is easy to see that if F € & is simple then F is
the product of a unit and of finitely many factors of the form ¢ — ¢, where
a0 and ¢ # 0. Therefore, A(F) is the union of finitely many arithmetical
progressions (AP’s).

Let jo € J be arbitrary. Since A N A(Fj,) is infinite and A(Fj) is
the union of finitely many AP’s, there exists an arithmetical progression
A= {b+nd:ncZ} such that ANA is infinite. Let v = d/(27i). We show
that every E; has a divisor of the form ¢ —c, where ¢ # 0 and r #0 is
rational. That is, in this case (i1) holds.

Let j € J be arbitrary. Since A(G;) N (AN A) is finite, there is a factor
¢®—c of Fj such that A(e”—c)N(ANA) is infinite. Now A(e™ —c) is an AP
with difference (27i)/a, and thus (27i)/a and d must be commensurable;
that is, (27i)/ad is rational. Thus a/vy = r is rational, which completes the
proof. [

REMARK. As the following simple example shows, we cannot omit case
(i1) from the statement of Lemma 10. Let G, (n = 1,2,...) be a sequence
of non-associate irreducible exponential sums such that {1,...,n!} C A(G,)
for every n. Let E, = (6%2 — 1) -G, (n=1,2,...). It is easy to check that
{n':n=1,2,...} C A(E,) for every n, but the E,s do not have a common
non-unit divisor.

Now we turn to the proof of Theorem 2. First we consider the case
when the function /4 is identically zero. Suppose (1). Clearly, it is enough to
show that f, is an exponential polynomial. By Lemma 4, there are functions
A Y"—=Cand B;: Y" - R (i=1,...,N = n!) such that (8) holds for every
y = (y1,...,yn) € Y", A; is nonvanishing and B; is continuous on ¥" for
every i. Also, it follows from (iv) of Lemma 4 that B; — B; is not constant on
any nonempty open subset of ¥” for every 1 <i < j < N. Consequently, there
is a nonempty open set U C Y”" such that B,(y),...,Bn(y) are distinct and
of the same order for every y € U. We may assume that B(y) < ... < By(y)
(ye U).

Let L denote the set of functions f € C(R) satisfying

N
(15) > AW f(x+ Bi(y) =0

i=1

for every (x,y) € R x Y". Then L is a translation invariant closed subspace
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of C(R), and f, € L. By Schwartz’s theorem, it is enough to show that L is
finite dimensional.

First we shall prove that the spectrum sp(L) = {\ € C : ¢ € L} is finite.
Suppose A € sp(L). Then SN  Ai(y)e*B® =0 for every y € Y"; that is, \
is a root of the exponential sum E,(z) = Zf\lzl Ai(y) €80 for every y € Y.
We prove, assuming Shapiro’s conjecture, that the exponential sums E, have
only a finite number of common roots. Suppose this is not true. Then, by
Lemma 10, one of the following two statements must be true:

(1) there is a non-unit exponential polynomial that divides each E,, or

(ii) there is a nonzero complex number 7 such that each E, has a divisor of
the form e¢"7* — ¢, where ¢ # 0 and r # 0 is rational.

We show that each of these statements contradicts the condition that B; —B;
is not constant on nonempty open sets.

Suppose (i), and let Zle 7€’ be a non-unit exponential polynomial

that divides each E,. We may assume that k > 2, ~;,...,y are nonzero,
01,...,0; are distinct, and that 6; = 0. Then we have

k m(y)
(16) E@) =) e ) ay) el

i=1 j=1

for every y € Y, where a(y), ..., am)(y) are nonzero and j3(y), ..., Bin(y)
are distinct for every y. By a theorem of Ritt, there is a complex number § such
that each of the numbers 6, —¢6 (i=1,...,k) and Z(y»)+d (j=1,...,m®))
is a linear combination of Bj(y),...,By(y) with rational coefficients. (See [9,
p.585] and [3, Lemma 2].) Since B;(y) is real for every i and vy, it follows
that §; — ¢ and Bi(y) + 0 are also real for every i,j and y. Now &, = 0
implies that ¢ is real, and thus ¢; and [,(y) are real for every i =1,... k,
Jj=1,...,m(y) and y € Y". We may assume that 0 = 6; < ... < §.

Let K(m) ={y € U:m(y) =m} (m=1,2,...). Then U =], K(m).
Since Y" is a Baire space, it follows that K(m) is not nowhere dense for at
least one m. Fix such an m, and partition K(m) into m! subsets according
to the ordering of the numbers 3,(y),...,8.(y). Then at least one of these
subsets is not nowhere dense. In other words, there exists a non-nowhere dense
subset K of K(m) such that the ordering of the numbers §i(y), ..., 3.(y) is
the same for every y € K. We may assume that 3i(y) < ... < B.(y) (y € K).

By (16) and 6; =0 we have B(y) = 3;(y) for every y € K.
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Let J denote the set of those indices j € {l,...,m} for which 3 —
is constant on a non-nowhere dense subset of K. Obvicusly, 1 € J. Let j
be the largest element of J, and let Ky be a non-nowherc dense subset of K
such that 3;, — B3 is constant on Ky. Put K; = {y € Ko : & + 3;,(y) = B:(»}
(i=2,...,N). If ye K, then

Bi(y) — Bi(y) = o + 3,,(») — B1(»),

and thus B;(y) — Bi(y) is constant on K;. Therefore, K; is nowhere dense for
every i = 2,...,N. Consequently, the set vazz K; is also nowhere dense, and
K =Ky \ Ujvzz K; is not. Note that & + 3;,(y) # Bi(y) for every y € K’ and
i=2,...,N.

Let y € K'. The product on the right hand side of (15) contains the term
ey (y) €400 Now §x+8;,(y) > 61481(y) = Bi(y) and &+03;,(») # Bi(»)
for every i > 2 by y € K'. Thus & + B;,(y) # Bi(y) for every i and,
consequently, this term must be cancelled out by other terms. That is, there
are indices i(y) < k and j(y) > jo such that & + Bj,(y) = iy + Bjy). Now
there must exist indices i < k and j > jo and a non-nowhere dense subset
K" of K’ such that i(y) =i and j(y) = j for every y € X"”. Then

B — Bi(y) = (B, — Bi»)) + (G — &)

for every y € K. Now 3, — 3; is constant on K" (even on Kj), and thus so
is 3; — ). Therefore, j € J. This, however, contradicts the fact that j was
the maximal element of J. This contradiction proves the finiteness of sp(L)
in the case when (i) holds.

Next assume (ii). Then there is a nonzero complex number ~ such that

m(y)
(17) E2) = (¢ —c) - Y _ay) ™

J=1
for every y € Y", where r(y) # 0 is rational, c(y), a (y),...,amy(y) are
nonzero and G(y),...,/ B (y) are distinct for every y. We can prove, in
the same way as in the case (i), that the numbers ~ and 53,(y), ..., Buw

are real for every y. Since Y” is a Baire space, there is a nonzero
rational number r and there is a positive integer m such that the set

= {y € U :r(yy =r, m(y) = m} is not nowhere dense. Then there
is a non-nowhere dense subset Ry of R such that the ordering of the
numbers 3,(y),...,3,(y) is the same for every v € Ry We may assume
that 31(y) < ... < Ba(y) (y € Ry). From this point we can arrive at a
contradiction in the same way as in the case of (i), using (17) instead of (16).
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This proves that sp(L) is finite. If M2 ... e are the only exponential
functions contained in L, then every exponential polynomial contained in L
must be of the form Zle pi(2) e, where P1,-..,ps are polynomials. Since
the set of all polynomials is dense in C(R) and L # C(R), it follows that the
degrees of py,...,p, must be bounded. As the set of exponential polynomials
is dense in L, we find that each element of L is an exponential polynomial,
which completes the proof of Theorem 2 in the case when & = 0.

The general case can be reduced to the previous one in the same way as in
the proof of Theorem 1. Again, it is enough to show that f, is an exponential
polynomial. Since A,f, satisfies the homogeneous version of (1), it follows
that A,f, is an exponential polynomial for every b. Therefore, by Carroll’s
theorem [2], f, is also an exponential polynomial. [
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