Zeitschrift: L'Enseignement Mathématique
Herausgeber: Commission Internationale de I'Enseignement Mathématique

Band: 49 (2003)

Heft: 1-2: L'ENSEIGNEMENT MATHEMATIQUE
Artikel: TILE HOMOTOPY GROUPS

Autor: Reid, Michael

DOl: https://doi.org/10.5169/seals-66684

Nutzungsbedingungen

Die ETH-Bibliothek ist die Anbieterin der digitalisierten Zeitschriften auf E-Periodica. Sie besitzt keine
Urheberrechte an den Zeitschriften und ist nicht verantwortlich fur deren Inhalte. Die Rechte liegen in
der Regel bei den Herausgebern beziehungsweise den externen Rechteinhabern. Das Veroffentlichen
von Bildern in Print- und Online-Publikationen sowie auf Social Media-Kanalen oder Webseiten ist nur
mit vorheriger Genehmigung der Rechteinhaber erlaubt. Mehr erfahren

Conditions d'utilisation

L'ETH Library est le fournisseur des revues numérisées. Elle ne détient aucun droit d'auteur sur les
revues et n'est pas responsable de leur contenu. En regle générale, les droits sont détenus par les
éditeurs ou les détenteurs de droits externes. La reproduction d'images dans des publications
imprimées ou en ligne ainsi que sur des canaux de médias sociaux ou des sites web n'est autorisée
gu'avec l'accord préalable des détenteurs des droits. En savoir plus

Terms of use

The ETH Library is the provider of the digitised journals. It does not own any copyrights to the journals
and is not responsible for their content. The rights usually lie with the publishers or the external rights
holders. Publishing images in print and online publications, as well as on social media channels or
websites, is only permitted with the prior consent of the rights holders. Find out more

Download PDF: 15.11.2025

ETH-Bibliothek Zurich, E-Periodica, https://www.e-periodica.ch


https://doi.org/10.5169/seals-66684
https://www.e-periodica.ch/digbib/terms?lang=de
https://www.e-periodica.ch/digbib/terms?lang=fr
https://www.e-periodica.ch/digbib/terms?lang=en

L’Enseignement Mathématique, t. 49 (2003), p. 123-155

TILE HOMOTOPY GROUPS

by Michael REID

ABSTRACT. The technique of using checkerboard colorings to show the impossi-
bility of some tiling problems is well-known. Conway and Lagarias have introduced
a new technique using boundary words. They show that their method is at least as
strong as any generalized coloring argument. They successfully apply their technique,
which involves some understanding of specific finitely presented groups, to two tiling
problems. Partly because of the difficulty in working with finitely presented groups,
their technique has only been applied in a handful of cases.

We present a slightly different approach to the Conway-Lagarias technique, which
we hope provides further insight. We also give a strategy for working with the finitely
presented groups that arise, and we are able to apply it in a number of cases.

1. INTRODUCTION
A classical problem is the following (see [3, pp. 142, 394], [7]).
Remove two diagonally opposite corners from a checkerboard. Dominoes

are placed on the board, each covering exactly two (vertically or horizontally)
adjacent squares. Can all 62 squares be covered by 31 dominoes ?

FIGURE 1.1
Mutilated checkerboard
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The key to the solution is to note that each domino covers one black square
and one red square, whereas the “mutilated checkerboard” has 32 squares of
one color and 30 of the other color. Therefore we see that it cannot be tiled.

A smaller version of this problem uses a mutilated 4 x 4 checkerboard.
For this problem, exhaustive analysis is easy; there are two ways to cover
the marked square. In the first case, this forces the location of the next 3
dominoes, and isolates a square that cannot be covered. In the second case, the
next 5 dominoes are forced, again isolating a square that cannot be covered.

.....................................

.................................

(a) (b)

W

(c)

FIGURE 1.2

Analysis of mutilated 4 X 4 checkerboard:
(a) First cell to cover. (b) Two ways to cover it. (¢) Both cases force a contradiction.

A similar exhaustive analysis can be applied to the mutilated 8 x 8
_checkerboard, but it is dramatically more cumbersome. The elegance of this
approach may be questionable, but its validity is fine.

This is the type of problem we will consider in this paper. We will have a
finite set 7 of polyomino prototiles, and a finite region we are trying to tile
with 7 . There is no restriction on the use of tiles in 7 ; we may use any
tile repeatedly, or we may fail to utilize any given tile. We will be interested
in negative results, where we can show that the region cannot be tiled. In
light of the remarks above concerning exhaustive search, we will be especially
interested in techniques that can prove that infinitely many such regions are
untileable. (Although the example of the mutilated checkerboard is only a
single shape, it is clear that the same technique applies to infinitely many
regions.)
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To fix ideas, we will mainly focus on the following type of tiling problem.
Our protoset will be a small set of polyominoes, and we’ll be interested in
tiling rectangles with the set. The same techniques work with little modification
for protosets consisting of “polyiamonds” or “polyhexes”. |

Another typical example is the following. Can 25 copies of the shape

cover a 10 x 10 square ? (The tiles may be rotated and/or reflected.)

Again, the answer is “no”. Label the squares in alternate rows by 1 and 5,
as shown.

1010110111111
5i5isisisisisisisis
i iiaiiitiiiiiiaiiia
si5isisisisisiglsis
"1_5”1—51}12_1_2_1E1515151
"5_3_5_;55555555555,555
"1_';“1;_1';15-1-5-151315151
5is5i5i5i5i5i5:5:5:s5
"1_5_121E1515_15151§1§1
51515151 51555155
FIGURE 1.3

10 x 10 square

Then every placement of a tile covers either one 1 and three 5’s, or one 5
and three 1’s. In either case, the total it covers is a multiple of 8. However,
the 10 x 10 square covers a total of 300, which is not a multiple of 8, so
the square cannot be tiled.

Although the 10x 10 square is a single shape, and thus can be exhaustively

examined, this same numbering argument shows that cannot tile any

rectangle whose area is congruent to 4 modulo 8. See [8], [10], [11, pp. 42-43]
for this example. We will show below (Proposition 2.10) that this type of
argument can always be done by a suitable numbering of the squares.
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2. TILING AND INTEGER PROGRAMMING

Here we translate a polyomino tiling problem into an algebra question.
Consider, for example, the problem of tiling the fairly simple shape

.......

...........

FIGURE 2.1

Region to tile with dominoes

by dominoes. For each possible tile placement, we introduce a variable, x;,
which indicates how many times that placement occurs in the tiling.

.......

_________________________________

X %y Xy 3y Xs
X6 +7 g X9 *10
FIGURE 2.2

Possible tile placements and associated variables

In particular, its value will be either O or 1. Each cell of the region gives a
linear equation, which indicates that the cell is covered exactly once. Thus,
for the example of Figure 2.1, we get the system of linear equations

X1 + X¢ =1
X3 + X¢ =1
X1+ X2 X =
X3 + X4 -1~ %7 -+ Xg =1
X5 + X3 _ =1
X2 ; + X9 =]
X4 +x9+x;0 =1
X5 +x10 = 1

(2.3)
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A tiling then corresponds to a solution to the system above. However, the
converse is not true: as noted above, the value of each variable must be €ither
0 or 1. A solution to the system in which every variable takes the value O
or 1 indeed corresponds to a tiling.

Instead of making this requirement on the variables, it is sufficient (and
perhaps more natural) to insist only that the values be non-negative integers.
A linear system, such as (2.3) above, in which the coefficients are non-
negative integers, where we seek solutions in non-negative integers, is one
form of the integer programming problem. It is known that the general integer
programming problem is NP-complete, see [16]. It has also been shown that
the general problem of tiling a finite region by a set of polyominoes is
NP-complete, see [6], [12].

LLINEAR ALGEBRA AND SIGNED TILINGS

If we relax the condition that the variables take non-negative values, we
have a more tractable, although somewhat different problem. Indeed, it is
simply a linear algebra problem, albeit over Z, but its resolution by row-
reduction is straightforward.

A solution to (2.3) in integers, possibly negative, corresponds to a “signed
tiling”, 1.e. where tiles may be subtracted from the region. Equivalently, we
can think of allowing “anti-tiles”. Again however, we do not quite have a
one-to-one correspondence, because a signed tiling may utilize cells outside
the region. Thus it is appropriate to consider all the cells of the square lattice
when considering signed tilings.

TILE HOMOLOGY GROUPS

Following Conway and Lagarias, we define the tile homology group
of a protoset 7. Let A be the free abelian group on all the cells
of the square lattice. To a placement of a tile in 7, we associate
the element of A which is 1 in those coordinates whose cell is cov-
ered by the tile placement, and is O in all other coordinates. Note that
this element depends upon the particular placement of the tile. In the
same way, to a region, we also associate an element of A. Again, this
element depends upon the location and orientation of the region. For sim-

plicity, we will consider a region to be a fixed subset of the square
lattice.
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.. DEFINITION 2.4. The tile homology group of T is the quotient H(7) =
A/B(T), where B(T) C A is the subgroup generated by all elements
corresponding to possible placements- of tiles in 7 .

The relevance of the tile homology group is clear. A region R has a tiling
by 7T if and only if the element corresponding to R is in the submonoid
of A generated by elements corresponding to tile placements, and it has a
signed tiling if and only if the corresponding element is in B(7). Thus H(T)
measures the obstruction to having a signed tiling by 7 .

We introduce some conventions that will be useful. The cell with lower
left corner at the point (i,j) we be called simply the (i,j) cell. We let a;
denote the element of A corresponding to this cell, and let a; denote its
image in H(T).

The tile homology group is defined by infinitely many generators and
infinitely many relations. In this form, it is somewhat difficult to use. In a
number of simple cases, we can show that it is finitely generated.

EXAMPLE 2.5. T ={[__]}, both orientations allowed. H(7) is defined
by
Generators : ajj i,] €1
Relations : a;+aiy1;, =0 i,j €Z
Zli]'+ZliJ+1=0 i,jEZ

Note that we have

FIGURE 2.6 .

Translation of a square by 1 diagonal unit

which shows that @; — @;iy1j-1 = 0 in H(7). Similarly, by rotating this
figure by 90 degrees, we obtain a;; — @41 j+1 = 0. These show that H(T) is
generated by the two elements gy and ap;. Now the relations above collapse
into a single relation between these two generators: ag -+ ao1 = 0. Thus we
see that H(7) = Z, and a specific isomorphism is given by [R] — (b — ),
where the region R has b black squares and r red squares. This shows that a
region has a signed tiling by dominoes if and only if it has the same number
of black squares as it has red squares.
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EXAMPLE 2.7. T = { }, all rotations and reflections allowed. From

the equation

FIGURE 2.8

Translation of a square by 2 units

we see that a; = @42, and similarly, we have a; = a@;j4o. Thus H(T) is
generated by oo, do1,a10 and a;;. The relations become

2a00 + ao1 + ayo =0
ago + 2ao1 + a; =0
aoo +2a10+ a; =0

Go1 + aio +2a;; =0

so we easily find that H(7) = Z x Z/4Z. A specific isomorphism is given
by [Rl— (A—B—C+ D,(2A+ B— C) mod 4), where the region R contains
A [respectively, B,C,D] (i,j) cells with i and j both even [respectively, i
even and j odd, i odd and j even, i and j both odd]. From this analysis, we
can easily find the numbering used in Figure 1.3 above.

In general, the tile homology group will not be finitely generated. A simple
example that illustrates this is the following.

EXAMPLE 2.9. Let 7 ={ }. It is easy to show that H(T) is a free

abelian group on the generators which are images of all (7,j) cells with i =0
or j = 0. In particular, H(7) is not finitely generated.

We now show that the types of proofs given in the examples of the
introduction can always be given using a suitable numbering of the cells of
the square lattice.

PROPOSITION 2.10. Let R be a region that does not have a signed tiling
by the protoset T. Then there is a numbering of all the cells in the square
lattice with rational numbers such that

(1) any placement of a tile covers a total that is an integer, and

(2) the total covered by the region is not an integer.
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Proof. Let r € H(T) be the image of the region R in the tile homology
group, which by hypothesis, is non-trivial. Let (r) C H(7) be the cyclic
subgroup generated by r. Note that there is a homomorphism ¢: (r) — Q/Z
with ¢(r) # 0. For example, if r has infinite order, then ¢ may be defined
by ©(r) = %mod Z., while if r has finite order, n > 1, then we may take
w(r) = % mod Z. Now Q/Z is a divisible abelian group, so the homomorphism
¢ extends to a homomorphism H(7) — Q/Z, also called ¢, which is
defined on all of H(T). Since A is a free abelian group, the composite map
A—-»A/B(T) = H(7’)i>Q/ Z lifts to a homomorphism ?: A — Q, such that
the following square commutes

(]

A—Q

L

H(T)—2>Q/Z

where the vertical arrows are the natural projections. Then ¢ defines a
numbering of the squares with rational numbers. Moreover, B(7T) is in the
kernel of A — Q/Z, which means that every tile placement covers an integral
total. Also, R covers a total that is not an integer, because ¢(r) #= 0. ]

REMARK 2.11. In many cases that we have examined, H(7) is finitely
generated, so that o(H(T)) C Q/Z is also finitely generated, whence
w(H(T)) C }VZ/Z for some integer N. In such cases, it seems convenient
to clear denominators by multiplying everything by N. We thus obtain a
numbering of the squares by integers, such that

(1’) any placement of a tile covers a total divisible by N, and

(2') the region covers a total that is not divisible by N.

This shows that generalized checkerboard coloring arguments such as in
[10, Thm. 6] can be given in a simpler form. We provide a numbering proof
of Klarner’s result, which is based upon his coloring.

PROPOSITION 2.12. Let T = { —}, with all orientations allowed.

If T tiles a rectangle, then its area is divisible by 16.-

Proof. We must show that 7 cannot tile a (2m+ 1) x (16n+ 8) rectangle
or a (4m+ 2) x (8n+4) rectangle. Number the squares by
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5 if i =0 mod 4,
(i,))—~ < —3 if i=2mod4, and
1 if i is odd.
Then each tile covers a total of either 0 or 16, depending on its placement. In
particular, it always covers a multiple of 16. However, a (2m+1) x (16n+8)

rectangle covers a total that is congruent to 8 modulo 16, and so does a
(4m + 2) x (8n + 4) rectangle. [

REMARK 2.13. Proposition 2.12 uses a single numbering to show that
both types of rectangles cannot be tiled. In general, one may need several
different numberings to show that several regions cannot be tiled.

EQ,‘
:
&

4

REMARK 2.14. It is not hard to show that we can translate a square by
4 units, and then it is straightforward to calculate that H(T) = Z°> x (Z/4Z).

3. BOUNDARY WORDS

| In this section, we describe the boundary word method of Conway and
Lagarias. This is a non-abelian analogue of tile homology, although that may
~ not be immediately clear from the construction !
We must make an important assumption here. Our prototiles must be simply
. connected. We also assume that they have connected interior, although this
condition can be relaxed in some cases. Such a tile has a boundary word,
obtained by starting at a lattice point on the boundary, and traversing the
boundary. For definiteness, we will always traverse in the counterclockwise
direction. A unit step in the positive x [respectively, y] direction is transcribed

as an x [respectively, y]. A step in the negative x [respectively, y] direction
is transcribed as x~! [respectively, y~!].

EXAMPLE 3.1. Consider the following hexomino with the indicated base
point.

xyxyxﬂyx%yﬁx

| FIGURE 3.2

Example of boundary word
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Its boundary word is xyxyx—2yx~'y=3x. We note that the boundary word
depends upon

(1) the choice of base point, and
(2) the particular orientation of the tile.

With regard to (1), a different base point gives rise to a conjugate boundary
word. Condition (2) forces us to use translation-only tiles; therefore if we
want to allow rotations and/or reflections, we must explicitly include each
valid orientation in our protoset. This is actually advantageous, because we
may use this to restrict the orientations that occur, for example, to forbid
reflections of a tile. We will do this in one example below.

The significance of boundary words is the relationship between the
boundary word of a region and the boundary words of the tiles that occur in
a tiling. This is given by the following (note that our statement is slightly
stronger than that given by Conway and Lagarias).

THEOREM 3.3 (Conway-Lagarias). Suppose that the simply connected
region R is tiled by T,,T>,...,T,, one copy of each. Then a boundary
word of R can be written as

~

WR = W1Wy "+ * Wy

where w; is conjugate to a boundary word of T;, this being an identity in
the free group on the generators x and y.

Proof. 'We argue by induction on n. The case n =1 is trivial. So suppose
that n > 1, and that the theorem holds for all simply connected regions tiled
by fewer than n tiles. Fix a tiling of R by 7i,7,,...,T,, and consider one
of the tiles, T, that meets the boundary of R. Suppose it meets the boundary
along k > 1 segments, some of which may be isolated points. Removing T
from the region results in a new region with k& components, Ri,R;, ..., Ry,
some of which may touch at a corner. We label the boundary word of each R;
as v;~ lu,- , where u; is the word along the part of the boundary shared with R,
and v; is along the part shared with the boundary of the tile T'. Let ty, %, ...,
be the words along the segments where 7' meets the boundary of R. Then
we may take for a boundary word of R the element wg = tijuithuy - - - trug.
A boundary word for T is then wr = tjvithvy - - - trvr. (In Figure 3.4, 1, is
the empty word.)
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Uy
R
I 2 (t,)
Vo
V3
Uy R
o
1 1 U
R, T
L
FIGURE 3.4
Decomposition of tiling
Thus we have
(35) WR = wTﬁ)/Rlﬁ]/& e '{DRk

where each wWg, = (fi41Vit1tit2Vita  * vr) ™ (07 g Y(Eip1 Vip1 g2 Vi -+ - BUK)
is a conjugate of the boundary word of R;. The induction hypothesis applies
to each R;, and each tile occurs precisely once in 7 and the tilings of the
R;’s. Thus (3.5) implies that

WR = Wo(hWo(2) " * Wo(n)
where o is a permutation of {1,2,...,n}, and w; is conjugate to a boundary
word of T;. It is easy to show that this implies that wg = wjw, - - - w,, where
each w; is conjugate to w;. This completes the induction and the proof.  []

An immediate consequence is the following.

COROLLARY 3.6. Suppose that x and y are elements of a group G, such
that the boundary word of every tile in T is the identity element of G. If
a (simply connected) region can be tiled by T, then its boundary word also
gives the identity element of G.  []

REMARK 3.7. The converse of Corollary 3.6 is false in general, even if
G i1s taken to be the “largest” group in which the boundary words of all tiles

in 7 are trivial. This is due to the non-abelian analogue of signed tilings (see
Corollary 6.6 below).
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ExampLE 3.8. T ={[__1 ], }, allowing all orientations. Torsten

Sillke asked if these two polyominoes could tile any rectangle whose area

is not a multiple of 3. The next result shows that the answer to his query
is “no”.

THEOREM 3.9. If T = {[__], } tiles a rectangle, then one side

is divisible by 3.

Proof. First note that it suffices to prove that 7 cannot tile any rectangle
both of whose dimensions are congruent to 1 modulo 3. For if 7 tiles a
(3m +2) x (3n + 1) rectangle, then two of these tilings may be juxtaposed
to give a tiling of a (6m + 4) x (3n + 1) rectangle. Similarly, if 7 tiles a
(Bm+2) x (3n+2) rectangle, then it also tiles a (6m+4) x (6n+4) rectangle.
Thus we need only show that 7 cannot tile any (3m+ 1) x (3n+ 1) rectangle.
Let x be the 3-cycle (1,2,3) € S5, and let y be the 3-cycle (3,4,5). Then we
easily check that x*yx 3y~ = xp3x~ 1y ™3 = xyxyx~Iyx~ Iy~ x= Iy~ Iy~ 1 =1,
so the boundary words of all tiles are trivial. However, the boundary word of
a 3m+ 1) x Bn+ 1) rectangle is x> tly3ntly=0mtDy=Gnth — (2 3 5) so
it cannot be tiled. [

REMARK 3.10. A 1 x 1 square has a signed tiling by 7, so the tile
homology technique cannot prove this result.

.............

FIGURE 3.11
Signed tiling of a 1 X 1 square

REMARK 3.12. One might suspect that every rectangular tiling by 7 uses
only the straight tromino. If this were the case, then the theorem would be
somewhat less interesting, and a proof could be given by a checkerboard type
argument. However, a 10 x 15 rectangle has a tiling by 7 which actually
uses the X pentomino.
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FIGURE 3.13
10 x 15 rectangle

QUESTION 3.14. Is there a rectangular tiling by T that uses exactly three
X pentominoes ?

Theorem 3.9 shows that the number of X’s in a rectangular tiling must
be a multiple of 3. The tiling of Figure 3.13 has 6 X’s and the following
tiling has 9.

FIGURE 3.15

10 x 21 rectangle with nine X pentominoes

From the tilings in Figures 3.13 and 3.15, it is easy to construct rectangular I
tilings with 3n X’s, for any n > 2.
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4. TILE HOMOTOPY GROUPS

We establish some notation. Let P be the free group on generators x
and y. We may think of elements of P as paths on the square lattice. For a
protoset 7, let Z(7) be the smallest normal subgroup of P that contains all
boundary words of tiles in 7. Corollary 3.6 strongly suggests the following
definition.

DEFINITION 4.1. The tile path group of T, denoted P(T), is the quotient
group P/Z(T).

Corollary 3.6 says that if a region R has a tiling by 7, then its boundary
word 1s trivial in the tile path group. However, it may be difficult to work
with the tile path group directly. Theorem 3.9 above uses a representation of
the tile path group to show that the boundary word of a 3m + 1) x B3n+ 1)
rectangle is non-trivial.

NOTATION 4.2. From now on, we will use x and y to denote the free
generators of P, and X,y to denote their images in P(7).

The tile path group turns out to be “too big” in a sense. Let C C P be
the subgroup of closed words, i.e. those words that correspond to a closed
path. (For the square lattice, this 1s simply the commutator subgroup of P;
for other lattices it won’t necessarily be so.) It is clear that C is indeed a
subgroup, and is normal in P. Also, since every boundary word 1s a closed
word, we have Z(7) C C. Now we have the insightful definition of Conway
and Lagarias.

DEFINITION 4.3. The tile homotopy group of T is the quotient 7w (7) =
C/Z(T).

The relevance of this group is two-fold. Firstly, we are interested in the
boundary word of a region, modulo Z(7). Since every boundary word is
closed, only elements of 7(7) need to be considered. Secondly, there is a
strong connection between the tile homotopy group and the tile homology
group, which we now examine.
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RELATION BETWEEN TILE HOMOTOPY AND TILE HOMOLOGY

To understand the tile homotopy group, we first seek an understanding
of the group C of closed words. This is a subgroup of the free group P,
so the following classical result of Nielsen and Schreier is relevant. See [9,
Chapter 7, Section 2] for more about this. We sketch its proof, because we
are interested in producing an explicit set of free generators of C.

THEOREM 4.4. Any subgroup of a free group is also free.

Proof (sketch). Let G be a free group and let H C G be a subgroup.
Then G is the fundamental group of a bouquet of circles, X, one circle
for each generator. Subgroups of G are in one-to-one correspondence with
(connected) covering spaces of X. Thus H corresponds to a covering space
Y — X, where elements of H are exactly those closed paths on X that lift to
closed paths on Y, and the fundamental group of Y is precisely H. Since Y
is a graph (i.e. a 1-dimensional CW complex), the proof is finished by the
following proposition.

PROPOSITION 4.5. The fundamental group of a graph is free.

Proof (sketch). Let T" be a graph, T C I" a spanning tree, and {e,} the
set of edges in the complement of T. Suppose also that the edges e, are
equipped with a favored orientation. Then one shows that 7(I') is free on
generators {g,} which are in bijective correspondence to the edges {e,}.
The generator g, is the class of the path defined as follows. First, traverse a
path inside the tree 7' from the basepoint to the initial endpoint of the edge
eq, then cross the edge e,, and finally, return to the basepoint through the
tree 7. It is easy to show that the g, ’s generate 7;(I'); that they form a set
of free generators is a consequence of Van Kampen’s theorem.  []

By examining the details of this proof, we can identify a free generating
set for the group of closed words, C. Firstly, P is the fundamental group of a
bouquet of 2 circles, X. It is easy to identify the covering space corresponding
to C, this is simply the skeleton of the square lattice in the plane, call it Y.
Of course, there 1s no canonical choice of spanning tree of Y, nor does there
seem to be a “best” choice. We will use the spanning tree consisting of all
horizontal edges along the x-axis, and all vertical edges. For the edges in the

complement, we choose their favored orientation to be right to left, as shown
in Figure 4.6.
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FIGURE 4.6

Spanning tree

Thus we see that C is a free group on the generators
by = xTlylxlyIx™" for i€ Z,je Z~ {0}.

However, it seems better to use a different set of free generators. We will use
the following set.

PROPOSITION 4.7. C is a free group on the generators
cy = xylyx "y lyIxTt
over all i,j € Z.
Proof. We just saw that C is freely generated by the elements b; =

xHlyix=ly=ix=! for i € Z and j € Z ~ {0}. Therefore we can express each
c; uniquely as a word in the b;’s; the explicit expression is

bil 1f] - 0 " :
(4.8) cj =14 bl if j=-1,
bi’j‘ 1bi j+1 otherwise.

We can also express the b;;’s in terms of the ¢;’s; we get

(4.9) 1 —1 —1 I,
Ci—1C;,—2Ci —3° " Cj if j <0,

CioCi1Ci2 * " * Cij—1 if j >0,
by =
Therefore the c;’s generate C. Now we must show freeness. Let G be any
group, and for i,j € Z, let g; be any element of G. We must show that

there is a unique homomorphism ¢: C — G with ¢(c;) = g; for all i,j.
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Expression (4.9) shows that any such ¢ must satisfy

gingingi2 - - Gij—1 if j >0,
(4.10) p(by) = { =1 1 I ~1 i ieQ
9i,-19;,—29;,—3 """ 9ij iry<y.
Since the b;;’s are free generators, there is a unique homomorphism ¢: C—G
satisfying (4.10). Then equation (4.8) shows that indeed @(c;j) = gy for all

i,j. This shows that the ¢;;’s are free generators, which completes the proof. []

The significance of the ¢;’s is that ¢; has winding number 1 around the
(i,j) cell and has winding number O around all other cells. Now we are n
a good position to understand the relation between tile homotopy and tile
homology.

THEOREM 4.11 (Conway-Lagarias). The abelianization of the tile homo-
topy group of T is its tile homology group.

Proof. We have m(T)® = (C/Z(T))® = C* /(image of Z(T)). As C is
free on the generators c;;, C* is a free abelian group on the images of these
generators. The generators are in bijective correspondence with the cells of
the square lattice, so we may think of C*® as the free abelian group on these
cells. It remains to determine the image of Z(7) under this identification.
Z(T) is generated by all P-conjugates of boundary words of tiles in 7. A
typical such generator has the form wwu~—', where u € P is arbitrary, and
w is a boundary word of a tile. This corresponds to a closed path (thus an
element of C), so it may be written uniquely as a word in the ¢;’s. To
understand its image in C%, we need to know the total weight with which
each c; occurs. However, this weight is simply the winding number around
cell (i,j), and the winding number is either 1 or 0, depending upon whether
the cell occurs in the tile placement or not. Thus the image of wwu~' is the
element in the free abelian group on cells that corresponds to this particular
tile placement. Now we see that 7(7)%® = C?/(image of Z(T)) =2 A/B(T),
which is the tile homology group. [

Hidden behind the scenes is a topological space, which we now bring to
the forefront. Let Y be the skeleton of the square lattice, which we have seen
in Figure 4.6. Note that ¥ — X is a normal covering map, where X is a
bouquet of two circles, and the group of deck transformations is Z?, acting
via translations of the square lattice.

From Y, we build a new space, called Y(7), by sewing in a 2-cell into
every possible tile placement. This is a covering space for X(7), which is
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constructed in a similar way. Namely, we sew in the boundary of a 2-cell along
the path corresponding to each boundary word of a tile in 7 . (Technically, we
must sew in a cell for every possible boundary word, where all possible base
points are considered.) Then Y(7) — X(7) is also a normal covering map,
again whose group of deck transformations is Z? acting via translations of
the square lattice. Moreover, the restriction to Y is the covering map ¥ — X.

The fundamental group of X(7) is the tile path group P(7), and the
covering space Y(7) corresponds to the subgroup w«(7) C P(7T). The first
homology group of Y(7) is the tile homology group, H(7). Thus Theorem
4.11 can be considered as a special case of the Hurewicz Isomorphism
Theorem.

5. STRATEGY FOR WORKING WITH TILE PATH GROUPS

We have shown above how to translate tiling problems into problems
in finitely presented groups, so we might hope to be able to resolve such
questions. Unfortunately, the situation is grim. The so-called word problem,
as well as many related problems, is known to be unsolvable, which means
that no algorithm can answer the question for all possible values of the input.

This is not the end of our story, for we are not trying to solve every word
problem. We might hope, however optimistically, that the word problems that
arise for us can be solved, whether by hook or by crook. The algorithmic
unsolvability of these problems should serve to temper any optimism that we
can muster.

The tile homotopy method has been successfully applied in several cases,
see [2, Exercise for Experts], [4], [13], [14]. Despite these efforts; results have
been found in only a handful of cases. In this section, we give a simple strategy
for understanding tile homotopy groups, which allows many new cases to be
handled. In view of the difficulty in working with finitely presented groups,
we understand that our approach cannot be algorithmic, nor can we expect to
be able to apply it in all cases. Nonetheless, we are able to use our strategy
to handle numerous new cases.

The tile path group for a finite set 7 of prototiles is given by a finitely
presented group. We are more interested in the tile homotopy group, which
is a subgroup of infinite index. The infiniteness of this index 1s unfortunate,
in light of the following well-known result.
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PROPOSITION 5.1. If G is a finitely generated [respectively, finitely
presented] group, and H C G is a subgroup of finite index, then H is
also finitely generated [respectively, finitely presented]. []

The usual proof uses covering space theory, similar to the determination of
the group, C, of closed paths above. Moreover, in the finitely presented case,
a presentation of H can be computed explicitly. We will do this later, with the
help of the computer software package GAP [5]. There is plenty of interesting
combinatorial group theory involved in this, but it is well understood, so it 1s
not our place to discuss it here.

If the index (G : H) is not finite, then H can fail to be finitely generated.
A typical example exhibiting this behavior is the case C C P that we saw
earlier.

In general, the tile homotopy group will not be finitely generated. However,
in some special cases, it will be. The method of demonstrating this is a non-
abelian analogue of the technique for showing finite generation of the tile
homology group, as in Examples 2.5 and 2.7. In order to achieve this, we
need to find some relations in the tile path group.

THEOREM 5.2. Suppose that X" and y" are central in P(T), for some
positive m and n. Then the natural map P(T) — P(T) = P(T)/ (X", 5")
induces an isomorphism of w(T) onto its image, w(T). Moreover, 7(T) has
index mn inside P(T) and it is generated by the images of the elements
¢ = X9 xyx 15715 for 0<i<m and 0<j < n.

Proof.  Note that 7(7) is normal in P(7), with quotient P(T)/n(T) =
P/C = Z?. This quotient is the group of translations of the grid, so
x and y map to rightward and upward translation by 1 unit each. Let
N = (x",y") C P(T), which, by hypothesis, is central in P(7). Now N maps
injectively to P(T)/7(T), whence N and w(7) intersect trivially. Thus (7
mapsNinjectively to P(T)/N = P(T). This proves the first statement. Next, note
that P(T)/7(T) = P(T)/Nm(T) = 77 /(image of x",5") = (Z/mZ)x(Z/nZ).
This shows that the index (P(7) : (7)) = mn, as claimed. Finally, we recall
that 7(7) is generated by the elements ¢; over all i,j € Z. Since ¥" is
central in P(7), we see that ¢; = ¢y, and ¢; = C; 1, because 3 is also
central. The last statement is then clear. []

Theorem 5.2 is an important tool for calculating tile homotopy groups. We
revisit an example (3.8) we had seen earlier.
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THEOREM 5.3.  The tile homotopy group of T = {[ L ], } has

order 120, and it is a central extension of As by 7./2Z.

Proof. The tile path group has the presentation

P(T) = (x,y | Xyx >y sy =3 Iy~ Iy~ Iy~ Iy 1y

The relators show that x> and 3 are central in P(T). Let ﬁ(T) =
P(T)/(®,5) = (x,y | 2,5, xyxyx~lyx~ly='x~1ly=Ixy=1) . Then the projec-
tion P(7) —» P(T) induces an isomorphism of 7(7) onto its image (7)),
which has index 9 in the finitely presented group P(T). Thus we can compute
a presentation of 7(7). In this particular instance, we have an even better
situation, because the group P(7) turns out to be finite, and therefore w(T)
is also finite. In fact, GAP quickly tells us that [P(7)| = 1080, so that m(T)
has order 120, and its structure can be completely determined. L]

The utility of Theorem 5.2 depends on the ability to find relations in the
tile path group. It is known that this cannot be done algorithmically, but in
some cases, it is easy to find the necessary relations. In Theorem 5.3, it was
trivial to find them. In the next theorem, the relations are not quite as obvious.

THEOREM 5.4. Let T = { }, with all orientations allowed. |

(@) The tile homotopy group w(T) is solvable. Its derived series is
m(T) = Go 2 G 2 Gy D G3 = {1}, with quotients Gy/G; = n(T)® =
H(T) =2 Zx(Z/37), G1/G, = (Z/2Z)* and G,/G3 = G, = Z./2Z. Moreover,
these isomorphisms can be given explicitly.

() If T tiles an m x n rectangle, then (at least) one of m or n is a
multiple of 4.

(c) A 2 x 3 rectangle has a signed tiling by T .

Proof. We first claim that X' and y'?> are central in P(7). Consider the
two tilings shown in Figure 5.5.

FIGURE 5.5

Two small tilings
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The first shows that x> commutes with y?%y*, and the second shows that
¥ commutes with 72%y. Therefore, > commutes with both y*%y* and 7°%7,
and thus also with . Hence X'? is central in P(7), and similarly, y'2 s
also central. Let P(T) = P(T)/(x'2,5'%). Theorem 5.2 shows that 7(7) maps
isomorphically onto its image in P(T), with finite index. Now we can compute

a presentation of 7(7), using GAP. We obtain

~ -2 2 —1_-2
Go = (T) 2 (21,22 | 22122212021 212221 25 ) 5

where the generators are z; = X' y%y~' and zp = y*¥y 2x~'. From this, we

find that
H(T) =m(T)® =2 Z x (Z/3Z).

There are two different ways we can make this isomorphism explicit. Firstly,
we can express the image of each ¢; in terms of z; and z, and then use the
explicit presentation of 7w(7) above. However, it is much easier to compute
H(T) directly. We have

FIGURE 5.6

Translating a square 3 units to the right and 1 unit up

which shows how we can translate a square 3 units to the right and 1 unit up.
By considering all 8 orientations of this relation, we find that we can translate
a square by 1 diagonal unit. Now it is easy to see that H(7) = Z x (Z/3Z)
is given by [R] — (b—r,(b+r) mod 3), where the region R contains b black
squares and r red squares in the usual checkerboard coloring.

Next we compute the commutator subgroup G; = [Gy, Gy]. We cannot
do this directly, because it has infinite index in Gy. However, we can utilize
the same technique as in Theorem 5.2 above. The first relator implies that
z3 = (z221)*. Therefore, 73 commutes with zpz;, and hence is central in Gj.
Now let N = (z3) C Gy. We see that N maps injectively to G& = G,/G;,
so that G; maps injectively to Go/N = <Z1,Zz | Z?,22Z1Z2Z122Z1_2,ZIZ%ZI_122_2>,
Moreover, its image has index 9 in Gy/N. Now GAP can compute a
presentation of G ; it tells us that

G 2 (ay,a, | a%a%,a1a2a1a2_1> ,
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where a; = 2212, 12:1_1 and a, = zZZl_lzz_ 21. Also, G is easily seen to be a
finite group (quaternion of order 8). Thus the rest of (a) can be readily verified.

(b) It suffices to show that 7 cannot tile any (4m+2) x (4n+2) rectangle.
Having already completely determined the structure of the tile homotopy group,
we content ourselves with a representation proof. Define ¢: P(7T) — S3; by

e® =(1,2,3,4)5,6,7,8)9,10, 11, 12)(13, 14, 15, 16)(17, 18, 19, 20)
(21,22, 23, 24)(25,26,27,28)(29, 30, 31,32),

o) =(1,4,32,20)(2, 12,7, 17)(3, 24,23, 11)(5, 16, 15, 21)(6, 13,27, 18)
(8,22, 10,28)(9, 19,29, 25)(14, 31, 30, 26) .

It is straightforward to check that this indeed gives a homomorphism; one
only needs to verify that the boundary words of all eight orientations are in the
kernel of ¢. We also note that (x#"+2yt+2x—@m+2)5=@n+2)y ig non-trivial,
so a (4m + 2) x (4n + 2) rectangle cannot be tiled by 7.

(c) This follows from the explicit isomorphism H(7) = Z x (Z./3Z) given
above. Also, an explicit signed tiling is easy to give, based upon Figure 5.6
above. [

We remark that these computations depend upon the correctness of the
computer program. If a proof of non-tileability relies on this computation, it
may be advantageous to give a certificate of proof, namely a homomorphism
P(T) — G to a group in which we can compute easily. Having done that,
the representation proof can be easily verified, and is less susceptible to error.

THEOREM 5.7. Let T = { , I }, with all orientations allowed.

(a) The tile homotopy group of T has order 32 and is a central extension
of (Z)21)* by Z/2Z. .

(b) The tile homology group, H(T) =2 (Z./2Z)*, and a specific isomorphism
is given as follows. Suppose that the region R covers Xy [respectively,
X1, X, ] cells with x-coordinate congruent to 0 mod 3 [respectively, 1 mod 3,
2 mod 3]. Also, suppose that R covers Yy [respectively, Yi,Y,] cells with
y-coordinate = 0 mod 3 [respectively, 1 mod 3, 2mod 3]. Then a specific
isomorphism H(T) = (Z/ 27)* is given by

[R] — ((Xo + X;) mod 2, (X; + X») mod 2, (Yo + Y1) mod 2, (Y; + Y>) mod 2).

(c) If T tiles an m X n rectangle, then mn is even.
(d) A 3 x 3 square has a signed tiling by T .
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Proof. (a) We first claim that x° is central in P(7). Consider the two
tilings below.

FIGURE 5.8

Two small tilings

They show that

2 1

Y2 R % i =1 and I =1,

so that xyx%y~'% = x~*. This shows that X° commutes with y and therefore
is central. Similarly, ¥° is central in P(T). Now let P(T) = P(T)/(z°,5°).
Theorem 5.2 shows that 7(7) maps isomorphically onto its image in P(7),

and it has index 36. We can now compute

~J 2 2 2 4 2.2 22
w(T) = (21,22,23,24 | 21,25, 25,24, (2122)° 24, (2123)° 24,

(2223)°7%, (124)%, (2024)%, (2324)°)

1 1 1 1=—2 2-—1

=Y YTX, 13 =Xy X7 and 2z = PRy
We can easily check that this group is finite, and its structure can be completely
determined. In fact, the relators make it clear that zﬁ 18 central, has order
2, generates the commutator subgroup, and the quotient 7(7)/(z3) is an
elementary abelian 2-group of rank 4.

(b) We show how we can translate a square by 3 units.

where z; = yxy~ ‘X~

FIGURE 5.9

Translating a square by 3 units

Now a straightforward computation, similar to Examples 2.5 and 2.7, shows
that H(T) = (Z/2Z)*, and the isomorphism is as claimed.

(c) We must show that 7 cannot tile a (2m+ 1) X (2n+ 1) rectangle, so
it suffices to show that 7 cannot tile a (6m + 3) x (6n + 3) rectangle. We
use a representation proof. Define a homomorphism ¢: P(7) — Sz by




146 M. REID

0@ =(1,13, 11,12, 10, 16)(2, 41, 34, 25, 38, 31)(3, 42, 35, 26, 39, 32)(4, 40, 36, 27, 37, 33)
(5,20,46,6,23,43)(7, 19, 17,48, 22, 14)(8, 28,9, 29, 45, 30)(15, 44, 21, 18,47, 24),

©(¥) =(1,27,30, 12, 10,23,29, 18, 11, 8,28, 31)(2, 13, 14, 46, 4, 44,43, 45,3, 25, 15, 40)
(5,20,24,35,9,21,41, 34,33, 19, 16, 36)(6, 26, 39, 22,47, 42, 38, 17,48,32,37,7) .

It is straightforward to verify that this indeed defines a homomorphism.
Furthermore, we easily check that @(x87+35%7+3x—6m+3)5-6n4+3)) jg non-trivial,
so a (6m + 3) X (6n + 3) rectangle cannot be tiled by 7.

(d) This follows from the isomorphism H(7) = (Z/ 27)* given in part (b).
Also, it is easy to give an explicit one, based upon Figure 5.9. []

REMARK 5.10. The tilings in Figure 5.8 and the argument involved
essentially amount to “untiling” two square tetrominoes from the left figure.
This is the non-abelian analogue of a signed tiling. Since the boundary word
of the 1 x 6 rectangle is trivial in P(7), Theorem 5.7 remains true even if this
rectangle is included in the protoset 7. We can also show that the hexomino

has such a “generalized tiling” by 7, so this shape may also be

included in 7, and Theorem 5.7 remains valid.

We give one more example.

THEOREM 5.11. Let T = {}, where rotations are allowed, but

reflections are prohibited.

(a) The tile homotopy group, w(T), is a central extension of Z* by 7./21Z.
In particular, it is solvable.

(b) The tile homology group is H(T) = Z*, and an explicit isomorphism
is given as follows. Suppose that the region R covers ngy [respectively,
ni,np,n3,ng] cells (i,j) with 2i +j = Omod5 [respectively, 1 mod35,
2mod5, 3mod5, 4mod5]. Then an explicit isomorphism H(’7—)—{E—>Z4 is
giveh by [R] — (ny — ng,ny — ng,n3 — Ny, Na — Np).

(c) If T tiles an m X n rectangle, then mn is even.

(d) A 1 x5 rectangle has a signed tiling by T .

Proof. (a) Note that 7 tiles a 2 x 5 rectangle, which implies that X2
commutes with 3°. Similarly, ¥> commutes with . Therefore, ¥'° commutes
with ¥ and thus is central in P(7"). In the same way, 310 is also central in P(7),

so we can compute a presentation of 7(7), using Theorem 5.2. We obtain
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1 1

a presentation for m(7) with 5 generators: z; = XX~y ', 22 = yx~ly~lx,
o= 757 1%, = y ! and w = 7122 'z, . The relations are
w? =1, wg =zw for 1 <i<4,and zizz7'z; = w for 1 <i<j<4
The relations show that w is central in 7(7) and that the quotient 7(7)/(w)
is isomorphic to 7% . Furthermore, w has order 2, and it generates the

commutator subgroup of (7). This proves (a).
(b) Note that we have

FIGURE 5.12

Translating a square 2 units to the right and 1 unit up

so that @; = @;12,4+1 in H(T). Similarly, we have a@; = a;-1,+2, so H(T)
is generated by ago, d1o,d20,a30 and dso. Furthermore, the relations collapse
into a single relation: dg + ayo + g + azo + aao = 0. Thus H(T) = 7%, and
the isomorphism is as claimed.

(c) It suffices to show that 7 cannot tile a (10m+5) x (10n+5) rectangle.
We use a representation proof. Define a homomorphism ¢: P(7) — Sea by

o(®) =(1,2,4,47,16,27,41,54,56,9)(3,6,12,11,34,50,62, 61,49, 58)
(5,10, 19, 32,24, 36,31, 37,42, 55)(7, 14,23, 28,43, 57, 52, 40, 38, 46)(8, 59)
(13,21,35,51,20, 15,25, 17, 18, 30)(22, 33, 48, 60, 64, 26, 39, 53, 63, 44)(29, 45) ,
0(5) =(2,3,5,9,17,28,42, 12, 14,22)(4, 7, 13, 6,20)(8, 25, 37, 11,33)
(10, 18,29, 44, 58)(15,24, 30,46, 57, 63,62, 48, 54, 47)(16, 26, 38, 50, 61)
(19,31,39,45,21, 34,49, 51,59, 64)(27, 40)(32, 36, 52, 35, 41)(43, 56, 60, 55, 53) .

As usual, it 1s straightforward to verify that ¢ indeed defines a homomorphism,
and that (x107+3510n+55=10m+5)5=(10n+3)y ig non-trivial.

(d) This follows from the explicit isomorphism H (7’)E>Z4 given above.
Alternatively, it is easy to give a signed tiling, based upon Figure 5.12. []
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6. CRITERIA FOR 7(7) TO BE ABELIAN

In many cases that we have examined, the tile homotopy group turns out to
be abelian. In such cases, the tile homotopy group gives no further information
than the tile homology group, which is generally more accessible. We give
here two general criteria which imply that 7(7") is abelian.

THEOREM 6.1. Suppose that the set of prototiles T is rotationally
invariant.

(@) If x commutes with xyx~ '3~ in P(T), then ©(T) is cyclic, and
its order is the greatest common divisor of the sizes of tiles in T . If d is
this greatest common divisor, then a specific isomorphism W(T)—%—)Z/dZ is
given by [v] — N mod d, where the loop ~y encloses N squares, counting
multiplicity.

(b) If Xy commutes with xyx~ 51 in P(T), then w(T) is abelian. Let
H C Z? be the subgroup generated by all elements of the form (b,r) and
(r,b), where there is a tile in T with b black squares and r red squares. Then
m(T) = Z?/H, and a specific isomorphism is given by [v] — (B,R) mod H,
where the loop  encloses B black squares and R red squares, counting
multiplicity.

Proof. (a) A 90° clockwise rotation corresponds to mapping x and y
to y~! and x respectively. Since 7 is invariant under this rotation, this map
induces an automorphism of P(7). Thus ! commutes with y~'xyx~!, and
therefore also with xyx~'y~!'. Now xyx~'$~! is central in P(7). We have
seen that m(7) is generated by the elements ¢; = *¥'3/xyx~'y~'y /%', and
our commutativity relations show that these are all equal to ¢ = xyx 'y~ !.
Thus 7w(7) is generated by a single element, ¢, and therefore is cyclic.

Let w € C be the boundary word of a tile in 7, which imposes a relation
upon P(7). Then w can be written uniquely as a word in the elements c;;.
The total weight in an individual c¢; is the winding number around square
(i,j), which is either 1 or O, according to whether or not that square is in
the tile. Thus the total weight in all the ¢;’s is the size of the tile. Therefore,
w imposes the relation ¢" =1 on 7w (7), where n is the size of the tile. The

remainder of the statement is now clear.

x5!, so does x7 1571, A 90° clockwise

5
¥ commutes with y~!'xyx~!, and conjugating by

rotation shows that y~
y shows that x¥y~' commutes with xyx~'y~!. Now we see that both

¥ =@ HE" 5 H7! and = @5y H7IED ! also commute with

1
1
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x¥px~ 1971, Next, w(7T) is generated by the elements ¢;. Our commutativity
relations show that ¢; = oo if i+ j is even, while ¢; = Cio if i+
is odd. Moreover, these two elements commute with each other, because
oo =xyx 'y~!, and ¢ = F)EH G |

Let w € C be the boundary word of a tile in 7, which may be written
uniquely as a word in the elements c¢;. The total weight in those c¢;’s with
i+j even [respectively, odd] is the number of black [respectively, red] squares
in this placement of the tile. Thus w imposes the relation ¢fcj, = 1 on
m(T), and the relation ¢j,cf = 1 comes from the boundary word xwx™'.

The statement now follows. L]

It may be useful to reformulate Theorem 6.1 in a different way. We will
consider the following self-intersecting closed paths to depict “generalized
tiles” that have boundary words xyx 'y~ 'x"lyxy=! and xyx—1y=2
respectively.

x lyx

N
BN i

FIGURE 6.2

Generalized tiles
Now Theorem 6.1 may be rephrased as follows.

THEOREM 6.3.  Suppose that rotations are allowed in our protosets.

(a) The tile homotopy group of T = {ED} is isomorphic to 71, and
a specific isomorphism is given by [y] — N, where the loop ~y encloses N
squares, counting multiplicity.

(b) The tile homotopy group of T = {ﬁ]} is isomorphic to Z?, and a

specific isomorphism is given by [v] — (B,R), where the loop v encloses B
black squares and R red squares, counting multiplicity.  []

Conway and Lagarias mention the protoset 7 = { }, with all

orientations allowed. They remark that Walkup [17] has shown that if an
m X n rectangle can be tiled by 7, then both m and n are multiples of 4.
They also note that a rectangle has a signed tiling by 7 if and only if its
area is a multiple of 8. They implicitly ask what the relationship between
Walkup’s proof and the tile homotopy method is. Theorem 6.1 above allows
us to compute the tile homotopy group of 7T .
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PROPOSITION 6.4. The tile homotopy group of T = {} is Z/8Z.

A specific isomorphism is given by [v] — (B + 5R) mod 8, where the loop -y
encloses B black squares and R red squares, counting multiplicity.

Proof. The boundary words of the orientations

FIGURE 6.5

Two orientations of the T tetromino

""""" ¥ = 1 = y 'xox " 'yx~ 152 in P(T).
o

Therefore, ¥ 2y~ !'x = yx~'y~2, which is equivalent to Xy commut-
ing with xyx~!'y~!. Now part (b) of Theorem 6.1 shows that =w(7) =
7%/((1,3),(3,1)) 2 Z/8Z, and the specific isomorphism is as claimed.  []

1

COROLLARY 6.6. The boundary word of a rectangle is trivial- in

m({ }) if and only if its area is divisible by 8. L]

This shows that Walkup’s proof is unrelated to tile homotopy; his proof
relies on subtle geometric restrictions that are not detected by the tile homotopy
group.

Another example that exhibits a similar phenomenon in a more obvious
manner is the following.

-

EXAMPLE 6.7. Let 7 = { }, with all orientations allowed.

Comparing the two orientations

FIGURE 6.8

Two orientations of a tile
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shows that ¥ commutes with xpx~'y~! in the tile path group. Then Theorem
6.1 (a) shows that 7(7) = Z/9Z. This means that the tile homotopy group
only detects area, modulo 9.

On the other hand, we can easily show that if T tiles a rectangle, then
both sides must be even. Consider the ways that a tile can touch the edge of
a rectangle.

FIGURE 6.9

Tiles along an edge of a rectangle

We see that the first two possibilities cannot occur, so each tile that touches
the edge does so along an even length. Therefore, each edge of the rectangle
has even length. In fact, it is not much harder to show that if 7 tiles an
m X n rectangle, then both m and n are multiples of 6. A straightforward
argument shows that every tiling of a quadrant by 7 is a union of 6 X 6
squares, which implies the result.

7. APPENDIX : FURTHER EXAMPLES

Here we give some more tiling restrictions we have found using the tile
homotopy technique. In each case, there are signed tilings that show that the
result cannot be obtained by tile homology methods, and there are tilings
that show that the result is non-vacuous. Further details will be published
elsewhere.

THEOREM 7.1. Let T = {} where all orientations are allowed.

(@) If T tiles an m x n rectangle, then either m or n is a multiple of 4.
(b) A 1 x 6 rectangle has a signed tiling by T .

THEOREM 7.2. Let T = { : I:JI—|}, where all orientations are

allowed.

(@) If T tiles an m X n rectangle, then mn is a multiple of 4.
(b) A 1 X 6 rectangle has a signed tiling by T .
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THEOREM 7.3. Let T = {i} where rotations are permitted, but

reflections are not.
(@) If T tiles an m X n rectangle, then mn is even.
(b) A 1 X5 rectangle has a signed tiling by T .

REMARK 7.4. It is easy to show that if 7 tiles a rectangle, then both
sides are multiples of 5. Also, Yuri Aksyonov [1] has given a clever geometric
proof that one side must be a multiple of 10.

THEOREM 7.5. Let T ={[__ |, , , } where all

orientations are allowed.
(@) If T tiles an m X n rectangle, then one of m or n is a multiple of 4.
(b) A 1 x 2 rectangle has a signed tiling by T .

THEOREM 7.6. Let

ik

where all orientations are allowed.
(a) If T tiles an m X n rectangle, then one of m or n is a multiple of 4.
(b) A 1 x 2 rectangle has a signed tiling by T .

| THEOREM 7.7. Let T = { I+ b * u
“ # i 1 , where all orientations are allowed.

(a) If T tiles an m X n rectangle, then mn is a multiple of 4.
(b) A 1 x 2 rectangle has a signed tiling by T .

THEOREM 7.8. Let T = { , [ i [ 1}, where all orientations

are allowed.
(a) If T tiles an m x n rectangle, then one of m or n is a multiple of 6.

(b) A 2 x 2 square has a signed tiling by T .
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THEOREM 7.9. Let T = {rJ? :

allowed.
(@) If T tiles an m x n rectangle, then either m is a multiple of 3 or n
is a multiple of 6. '

}, where all orientations are

(b) A 1 x 1 square has a signed tiling by T .

THEOREM 7.10. LetT:{,,rg — T T |},Where

all orientations are allowed.

(a) If T tiles an m X n rectangle, then one of m or n is a multiple of 8.
(b) A 1 x 1 square has a signed tiling by T .

THEOREM 7.11. Let T ={[__ i ], , }, where all

orientations are allowed.
(a) If T tiles an m x n rectangle, then one of m or n is a multiple of 5.
(b) A 1 x 1 square has a signed tiling by T .

THEOREM 7.12. Let T ={[_ i ], } where all orientations

are allowed.
(@) If T tiles an m X n rectangle, then one of m or n is a multiple of 4.
(b) A 1 x 2 rectangle has a signed tiling by T .

THEOREM 7.13. Let T ={[_ i i |, ,}, where all orien-

tations are allowed.

() If T tiles an m X n rectangle, then mn is a multiple of 4.
(b) A 1 x 2 rectangle has a signed tiling by T .

THEOREM 7.14. Let T:{,Ls Pl |,}, where all

orientations are allowed.

(@) If T tiles an m X n rectangle, then one of m or n is a multiple of 6.
(b) A 1 x 1 square has a signed tiling by T .
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THEOREM 7.15. Let T ={[ i i [ l,,}, where

all orientations are allowed.

(@) If T tiles an m x n rectangle, then one of m or n is a multiple of 6.
(b) A 2 x 3 rectangle has a signed tiling by T .

THEOREM 7.16. Let T ={ / /> ./ \}, where all orientations are

allowed.
(@) If T tiles a triangle of side n, then n is a multiple of 8.
(b) A triangle of side 4 has a signed tiling by T .

REMARK 7.17. That T tiles any triangle is quite interesting. Karl Scherer
[15, 2.6 D] has found a tiling of a side 32 triangle by 7 .
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