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L'Enseignement Mathématique, t. 42 (1996), p. 153-197

UNIFORM DISTRIBUTION ON DIVISORS

AND BEHREND SEQUENCES

by Gérald Tenenbaum

1. Definitions and basic results

The purpose of this paper is twofold: to give a consistent, largely self

contained account on the theory of uniform distribution on divisors, and to

establish effective estimates with immediate applications to the construction

of Behrend sequences.
We recall that a strictly increasing sequence jaf of integers exceeding 1

is called a Behrend sequence if its set of multiples

Jé(sé) : {ma: a e ^ 1}

has asymptotic density 1. As underlined by Erdös in [5], the problem of
characterising Behrend sequences appears to be both very difficult and

fundamental for describing the multiplicative structure of normal integers.
Recent progress in the area of sets of multiples and Behrend sequences may
be found in [6], [12], [15], [22], [24].

The definition of uniform distribution on divisors is due to Hall [9].
It may certainly be regarded as a concept of independent interest, which
is worth being developed for its own sake. The idea is to give a rigourous
content, given an arithmetic function /, to the assertion that, for almost all
integers n, the numbers f(d) are evenly distributed modulo 1 when d runs
through the divisors of n. To this end, we define the discrepancy function

A(«;/):= sup
I £ 1 - (u - I

0 < w < < 1
\ d\n,u < <f(d)> ^ u I

where, here and throughout this paper, we let <«> denote the fractional
part of the real number u. We then say that uniformly distributed on
divisors (in short: erd, for the French équirépartie sur les diviseurs) if
(1) A («;/) o(t(«)) pp,
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where x(n) stands for the number of divisors of n. Here and in the sequel

we use the notation pp (resp. pp/) to indicate that a relation holds on a

sequence of asymptotic density 1 (resp. logarithmic density 1).

In 1978, Hall [10] introduced the closely connected notion of divisor
density. An integer sequence sé is said to have divisor density z, in which
case we write D zf z, if

t(h, j/):=> £ 1 - {+ o(1)}t(/i) pp.
d\n, d e .7/

The link with uniform distribution on divisors is as follows. Writing

(2) ^z}
we obviously have

(3) D j*(z;f) z (ze[0,1])

whenever / is erd. Moreover, as one might expect from classical results in
the theory of uniform distribution modulo 1, it is not very difficult to prove
that this last condition is also sufficient.

Theorem 1 (Hall [11]). Let f be an arithmetic function. Then f
is erd if and only if condition (3) holds.

Proof. We only need to show that the condition is sufficient. Suppose

that / is not erd. Then, for suitable 8 > 0, we have A{n; f) > 4st(h) for
all integers n in a sequence LÖ with positive lower density. Hence for each

n e 03 there exists zn e [0, 1] such that | Tf(n,zn) - znz{n) \ > 2sx(n),
with

(4) Tf(n,z):x(n, <f(d)) ^
Let q be any integer > 1/s. By the monotonicity of the function

z ^ Tf(n, z)> we can find an integer a, 0 < a < q, such that

I Tf(n, a/q) - (a/q)x(n) | > ex(^)

Since 3$ has positive lower density, this implies that (3) cannot hold for
z a/q.

Davenport & Erdös [2], [3], proved that a set of multiples necessarily

has logarithmic density, equal to its lower asymptotic density. This implies
that a (necessary and) sufficient condition for an integer sequence jaf to be

Behrend is that 8.J/(A) 1. Here and in the remainder of the paper, we use

the letter 8 to denote logarithmic density. The following result is a criterion
for divisor density much in the same spirit.
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Theorem 2 (Hall & Tenenbaum [13]). Let sé be an integer sequence.

Then we have D z if\ and only if,

t(n,sf): E 1 iz + o(1)}t(/z) pp/.
d I «, d e V

The proof rests upon the Hardy-Littlewood-Karamata Tauberian theorem.

An immediate corollary of Theorems 1 & 2 is the following slightly surprising

statement.

Corollary 1. Let f be an arithmetic function such that

(5) A(n; /) o(x(n))pp/.
Then f is erd.

Proof. From (5), it is clear that %(n, <s/(z',f)) {z + o(l)}x(«)pp/
for all z e [0, 1]. By Theorem 2, it follows that (3) holds, so Theorem 1 yields
the required conclusion.

Corollary 1 opens new possibilities for constructing 'thin' Behrend

sequences inasmuch as pp / upper bounds for the discrepancy are usually much
easier to achieve than bounds valid on a set of asymptotic density 1. For
convenience of further reference, we make a formal statement.

Theorem 3. Let s(n) be a non-increasing function of n such that

s(n) o(l), z(n)z(n) oo pp/,

and let f be an arithmetic function satisfying

A(n;f) < \z{n)%(n) pp/.

Then the integer sequence

{d ^ 1 : {f{d)) ^ £(<*)}

is a Behrend sequence.

Proof. We plainly have

\{d\n: (f(d)) ^ e(w)} | ^ z{n)x{n) - A(«;/)> \ z{n)x(n) pp/.
Since z(d) ^ e(n) whenever d\n, this implies ô.//(j^)= 1. By the
Davenport-Erdös theorem, we deduce that is a Behrend sequence.

Thus the problem of finding effective bounds on a set of logarithmic
density 1 appears to be essential in both problems of obtaining erd-type results
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and of constructing Behrend sequences. The remainder of this paper is devoted

to describing the various methods that have been devised to this end.

An obvious consequence of Theorem 1 is that any effective criterion for
divisor density may be employed to decide whether a given function is erd.
We now quote a result of this kind. The statement involves a function
R(x) ^ x which is increasing and has the property that, for all y e [0, 1]

(but actually y ^suffices) there is a suitable Stieltjes measure dXy{t) on
[O, I] with I dXy(t) I t ~ydt and

{1/2 xl~tdXy{t) + 0(x/R(x))
o

where, here and in the sequel, we let Q(n) (resp. co(n)) denote the total number
of prime factors of n, counted with (resp. without) multiplicity. It is shown
in [13] that

R(x) exp{(log x)3/5~8}

is an admissible choice for all 8 > 0, and an examination of the proof
shows that x/R(x) is essentially of the size of the error term in the prime
number theorem — see also [25], chapters II.5, II.6 and notes on §11.5.4.

Theorem 4 (Hall & Tenenbaum [13]). Let {Uj}J= 0 be a strictly increasing

sequence of positive real numbers such that j {j : Uj ^ x} j ^ i?(x0(1))
and put .?/ : ujfa>=1(w2;, w2y+i] n Z+. Then 8-r/= z implies that
D z.

Theorem 4 provides a ready-to-use sufficient condition for smooth
functions to be erd. For instance, it enables one to recover immediately the

two following basic results. We let log^ denote the k-fold iterated logarithm.

Corollary 2 (Tenenbaum [23]). The function d^> (\ogd)a is erd

if and only if, a > 0.

This result was conjectured by Hall in [9].

Corollary 3 (Hall [9], [10]). The function d^> (log2<i)ß is erd if
and only if ß > 1.

It is straightforward to check that the sequences j/(z; /) defined by (2)

for / loga and / logß satisfy the hypotheses of Theorem 4 whenever

a > 0, ß > 1. On the other hand, as observed by Hall in [9], relation (1)

does not hold for f(d) (log2d)$ when ß ^ 1. Indeed, let 0 < 8 < 2~1/ß
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and consider the set SF{8) of integers of the form n mp with pb > m,

which has natural density log(l +6). For n e 5^(8), there are at least

\t (n) divisors d of n which are divisible by p, and all of these verify

f(p)^f(d)^f(pl + sXf(p) + 5P. Thus > (5 - SP) x

The strongest limitation in Theorem 4 is the growth condition on the

sequence {uj}j*L0, which, in the present state of knowledge concerning
the error term of the prime number theorem or the zero-free region for the

Riemann zeta function, certainly implies that

(7) I {j-.Uj<x}| exp{ o((logx)3/5(log2x) ~175 )}

Thus, we can only obtain from Theorem 4 thatf(d)exp {(log of)0}

is erd for 0 < a < 3/5, although it is natural to conjecture that this holds for
all positive a ^ 1. We shall see in section 3 that this can indeed be established

for the range 0 < a < 3/2, a ^ 1. To tackle functions / beyond the scope of
Theorem 4, one possibility is to appeal, as already done in [13], to the
criterion for uniform distribution on divisors established in [23]. In the spirit
of the Weyl criterion for ordinary uniform distribution modulo 1, this is

formulated in terms of exponential sums. We now provide an effective form
of this criterion. Given an integer v, we put

„ e(vf(n))

„ix «4n<">
n 0 (mod k)

(8) £v(x; /) : (logx) ~1/2 £
k

Here and throughout the paper we use the traditional notation

e{u) e2niu(u e R)

Theorem 5. Let f be an arithmetical function. Then f is erd if
and only if we have, as x - oo,

(9) M*;/) o(i) (v ^ 0).

Furthermore, if this is the case, then the upper bound

(10) A(n; f) < \(n)x{n)minj-—- + log T£ pp/
T>\ [T2 1 ^ v ^ T V

holds for arbitrary %{h) oo, where sv+(x;/) is, for each v, any
non-increasing function such that x s ^ (x ; f) |/log x is non-decreasing
and sv(x;/) ^ £v+(v;/) holds for large x.
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Thus, the problem of finding effective pp/ bounds for the discrepancy
(with the byproduct, which is essential here, of exhibiting new types of
Behrend sequences) may be reduced to the study of appropriate exponential
sums with multiplicative coefficients.

Proof of Theorem 5. First assume that / is erd. For k ^ 1, x ^ 2,
0 ^ z ^ 1, put

<&k{z\x)(logx)~1/2 £ —2— «
n^x,n 0(modk) n4Q(n) k4Q{k)

</(«)> ^

By the author's criterion [23] for divisor density and Theorem 1, we have

that

(11) FAz):= I |<Mz;x)-z<Ml;x)] o(l) (x-oo)
k ^ x

for all fixed ze [0,1]. Now for any non-zero integer v we have

M*;/) ü
k < x

e(vz)d®k(z\x)

Ik ^x
2nvi I e(vz){®k(z;x)-

0

^ 2n v Fx(z)dz.

Since /^(z) 0(1) uniformly in x, z, the required conclusion (9)

follows by Lebesgue's theorem of dominated convergence.

Conversely, we now assume that (9) holds and derive a pp/ upper bound

for À(n;f). By the Erdös-Turan inequality for the discrepancy (see

e.g. Kuipers & Niederreiter [19], theorem 2.5) we have for all n and T ^ 1

(12)
V*

I

A(n;f)<—r+ X
1 1 ^ v ^ T

An) I

with gv(n):£ne(vf (d)). By the Cauchy-Schwarz inequality, we infer
that

(13) A(n; /)2 <+ log T £
1

i 1 ^ v ^ T

An)
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We now estimate |gv(^)|2 on logarithmic average with weight l/4ß(/7).
The procedure is similar to the proof of theorem 1 of [23]. Writing
o 1/logx, we have

r v
I ^v(^) 12

^ £ \gv(n) I2

fvW : L —7^7— < e L

(14) < £

nix nAa(n)

1

„=i nl+ °4ßW

£ e(yf(d) - v/(0)
„ i «i + °4ß<">

/ n v - v/(Q)
' +a'1'd,hi[d,ni+«4o«d-'i)

where we used the notation

(15) C(S,^)= £
;Q(/7)

« 1 AT
I] (1 - y/?"5)"1 I I < 2, 1)

We note that

c(1 + c4)
(16)

with

~ //(i)(10g*)1/4 (*-00),

WU n 1 - HÏ IJI < 2)

Using the identity

340(1») £ X(k, o)^1 + °4ß(,<r), with X(k, :=

we may rewrite the last double sum in (14) as

n (i —)
p\*\ 4P, + °J

< 1.

„ e(yf{d)-v/(0) v£ £ A,(/t,o)*:J + 04Q<*)
d.T>i {dty +°4°«")tiSr) '

(17)

£
A.(£, c)

k= i A:1 + a4Q(^)
£ e{yf(km))

; i ffl 1 + O ^ü(w)

Bounding À (A:, o) by 1, and noticing that the m-sum is at most Ç (l + o, j)
in absolute value, we see that the quantity (17) does not exceed
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1

k i kl + °4Q(/:)

-C(l + o.ï) I

y e(v/(fcw))
m i m1 + G4ß(m)

e(v/(«))
B „l + c4flW
Art»

Inserting this upper bound into (14) and appealing to (16) we obtain

Lv(x) < (log x)1/2 X e_GWd^4^(w)

with >4*(w) := I, n ^eu,k\ne(vf (n))4~Qin) n'1. Integrating by parts, it
follows that

(18)

Lv(x) < o(logx)1/2 £
k 1

e~GM£(w)dw

(log x) A(u)e~oudu

with ^4 (w) : £ "=
2

| ^4*(w) | C £v+ (gMï /)]/"• The last integral may be easily
estimated using the monotonicity properties of sv+ (eu; /). We have

A(u)e~au du

tl/o &^(el/o; f)\/Y7a du + I 8^(e1/G;/)e-Gwywd

<1 (logx)3/2s~l (x; /),
and so Lv{x) < (log x)s* (x; /). Inserting this into (13), we deduce that,
for any T ^ 1,

N f V A(^'/)2 ^
1

1 ^ V 8vte/)
(19) (log x)_ I ——-— <^ — + iogr 2, •

fl4Q(w) T2 v

Using the inequality

t(«) ^ 2Q(")/£,(fl)1/3 pp,

which follows from the fact that Q(n) - co(n) is bounded on average, we

infer from (19) that
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f 1 £
+ (X /*) ]

(20) A(n;f) <t(«)£(h) min + log T£——'—|
Di [r2 \iviT v j

holds for all n ^ x except those of a set x with £ne y:x(\/n) ~ ö(logx).
The stated result follows since the quantity inside curly brackets in (20)

is a non-increasing function of x for each fixed T.

It would be possible to obtain pp upper bounds for the discrepancy
in Theorem 4 along the lines of the proof of Theorem 2, appealing to an

effective form of the Hardy-Littlewood-Karamata Tauberian theorem.

However, the resulting estimate would be much weaker than (10). Such an

analysis might of course be pursued for its own sake, but is irrelevant in the

present context, as we remarked earlier.
The pp/ upper bound (10) is by no means a unique or optimal choice.

We now summarise what we believe to be the three most important variations.
It is convenient to introduce the following definition.

Definition. A function F: R+->R+ is called slowly increasing
(resp. slowly decreasing) if it satisfies for suitable x0 > 0

F(x) <eF(xe)(resp. F(x) >zF(xE)) (x > x0)

for all s e]0,1[.
Recall the formula

gv(n):=£
d I n

Then it is an immediate consequence of the Erdös-Turan inequality (12) that

(21) £ A(*;/) MÛW
<

OQg*)"
+ £ 1 £ IgvWl /Z\0(n)

" <xn V2/ T i^v^rv nix \2/
uniformly for x ^ 2, T^1, 0 ^ y < <4.Suppose E, (x, y) log x is
an upper bound for the right-hand side of (21), corresponding to some
optimal or quasi-optimal choice T T(x,y), which has the property that
x— Efx,y) is slowly increasing. Then we deduce from (21) the following
statement.

Theorem 6. Let %{n) - oo and 0 < y0< 4. Then, for any function
y y(n) with values in [0, y„] suchthat n^Ex(n,y(nj) is slowly
increasing, we have

(22) A (n;f) < l(n)x(n)E1(n,y)y~QMpp
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Of course, from our assumption on Ei(x,y), any y(n) y independent
of n will be an admissible choice. Since Q(n) has normal order log2n, the

optimal function y(n) in (22) will be close to y y i(n) minimising the

expression

(23) (logn)-lo*yEi(n,y)

and indeed this choice always approximates the minimum of the right-hand
side of (22) to within a factor (logn)0{l).

Theorem 6 is only applicable when one disposes of non-trivial estimates

for the right-hand side of (21). This is in particular the case when / is additive,
for gv is then multiplicative. We shall study this situation in detail in
section 5.

When individual bounds for | gv(n) | fail to yield non-trivial information
on the weighted average appearing in (21), one can still perform a computation

parallel to (13)-(17), but with replaced by This

gives, uniformly for x ^ 2, T ^ 1, 0 ^ y ^ y0 < 8,

n \iv A(«;/)2 (y\aM
(log x)~2, 7

(24) "<* * \4'
(log x)y ~ 1 1

« + log r(logx)^4-1 X -
T2 V

with

(25) co j » (y\a<-m) e{vf(km))
Hv(x,y):= L 7 777 (o : 1/log x)

At this stage, we may employ two distinct strategies. The first one

corresponds to cases in which we can take advantage of the presence of the

squared modulus in (25). If we then denote by E2(x,y) an upper bound for
the right-hand side of (24) which is slowly increasing as a function of x,
we obtain the following result.

Theorem 7. Let ^(n) -> oo and 0 < y0 < 8. Then, for any function
y y(n) with values in [0,j>0] and such that n E2{n, y{n)) is

slowly increasing, we have

(26) A(«;/) < l{n)T{n)y-a^n]/ËXn^y)PP/

Here again the optimal y must be close to y minimising the

expression

(log n) ~loeyE2(n,y).
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The second strategy, which corresponds to cases when a 'linearized'

upper bound is more convenient, consists in bounding trivially one of
the two (identical) factors of the square in (25) by Ç(1 + g, y) and

then repeating mutatis mutandis the procedure described in (18)-(20).

For 0 < y < 8, v ^ 1, let 8^ (x,y ; f) be a non-increasing function of x such

that z*(x, y; f) (logx)^/2 is non-decreasing and, for all x ^ 2,

(27) (logx) £
k ^x

/y\ O(n) e(vf(n))
\4 / n

< A(x,y,f
n 0 (mod k)

We arrive at the following estimate generalising (19): the bound

ty\ Q{n) A(ft ; /)2
(28) I U ««(log

\4/ n

holds uniformly for x ^ 2, 0 ^ y ^ y0, with

E3 (x, y) : min
T^2

1

T v— + log t 2J
T2 1 ^ V ^ T v

The monotonicity hypotheses on the functions 8l(x,y;f) are slightly
awkward in practical use, and, for convenience of further reference, we

note right away that they may be slightly relaxed. Let us say that a positive
function F is weakly increasing (resp. weakly decreasing) if it satisfies

F(t) < F(x) (resp. F(t) > F(x)) for t ^ x. Then it is enough for (28)
to assume that s* (x, y; f) and (logx)y/2e* (x,y; f are respectively weakly
decreasing and weakly increasing functions of x.

The upper bound (28) immediately implies, in a straightforward way,
our next theorem.

Theorem 8. Fet Un)~* <*>, 0 < y0 < 8, y y(n) e [0,y0] and
suppose that Ef(n,y) is an upper hound for E3(n,y) which is slowly
increasing as a function of n. Then we have

(29) A («;/)< Un)t(n) (log n)^~ v/2y ]/Ef (n, y) ppI

As before, we remark that the choice y y3(n) minimising the expression

(log n)y-l~l°zy E3(n9y)

yields an approximation of the optimum to within a factor (logfl)0^).

*
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2. Functions of moderate growth

In this section, we investigate uniform distribution on divisors and
effective pp / upper bounds for the discrepancy in the case of functions /
for which the sets sd{z\f) defined in (2) may be tackled by Theorem 4

or techniques of similar strength.
We say that a function /: R+ -> R+ has moderate growth if it satisfies

for some increasing function R satisfying (6) and having the property that

An easy calculation shows that this implies R(x) > exp {(log x)c} for some

positive c.

Our first result establishes a connection between usual uniform
distribution modulo 1 and uniform distribution on divisors. It was announced,
with a sketched proof (and incidentally a slightly deficient statement),
in [13].

Theorem 9 (Hall & Tenenbaum). Let F:R+ R* be differentiable
and satisfy

(i) F\x) o(1) (*-><»),
(ii) is uniformly distributed modulo 1.

Suppose that 0:R+->R + has moderate growth and is ultimately of
class C1. Furthermore assume that, for large x,

(32) x*->xQ'(x) is monotonie, and 0(x) x0'(x)log*
Then f : F o 0 is erd.

Proof. We observe that the assumptions on 0(x) imply that 0(x) - oo

and in fact 0(x) > (logx)c for some positive c. Moreover, we may modify 0

on any fixed, finite interval and hence assume without loss of generality that

0'(x) exists and is positive for all x > 0, and that (32) holds for all x > f.
Let z e (0, 1). We shall show that Dsd(z\f) - z, which implies the

stated result in view of Theorem 1 : indeed, the cases z 0 or 1 then follow
by a straightforward argument. For fixed s e (0, min (z, 1 - z)), we set

(30) f(t) < R(t°^) (t^ oo)

(31) lb > 0:R(]/~t) < R(t)l~b (t>l)

(8) : {d ^ 1 : <F([0(rf)])> ^ z ± 8}
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Our first aim is to prove that

(33) ô.o/±(e) z±e
We only consider s/+(e) since the other case is similar. Let x be large

and put N [0(x)]. Denoting by \ji the inverse function of 0, we have

(34) X ~= L X + 0(1 + log (x/y (TV)))
d^x d 1 ^ n < N \|/(/7) < d ^ \\i(n + 1) d

d e &?+ (s) (F(n)) ^ z + e

where the error term corresponds to those d with d ^ \j/(l) or i|/(iV) ^ d ^ x.
The inner sum is

a(n) + 0(\/\\}(n)), with a(n) := log(\j/(/3 + l)/\j/(ft)) •

Since 0 has moderate growth, we certainly have Q(x) < x0{l) < }/x,
whence \|/(«) > n2. Therefore the double sum on the right-hand side of (34)
is equal to

(35) X a(n) + 0(\) (z + s) X X + O(l)
1 ^ n < N n < N n < N

(F(n)y ^ z + s

where

1 - (z +s) if (F(n)) < Z + e,

- (z + s) otherwise.

We have tQ'(t) ^ to0'(to) > I for t ^ t0i so 0(a:) - 0(cx) > 1 for
sufficiently small c and large x. This implies ex ^ y (AT) ^ x and hence

log (x/y (TV)) < 1, £ a(n) log \|/(AO + O(l) logx + O(l)
n <N

Inserting these estimates into (35), we see that proving (33) reduces to
showing the asymptotic formula

(36) X X(n)a(n)o(logx)
n < N

This will follow by partial summation, noting that the assumption that
(F(n)}"=1 is uniformly distributed modulo 1 immediately implies

(37) H{y):= X %(n) o(y)
n ^ y
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We first observe that we have for all y ^ N - 1

(38)
a{y),r^dt=r «

)yV(0 J;, V(06'(v(0)
fy+l log \|/(0 log \y(j> + 1) log

at <

where we have used (32) in the third stage. Now the left-hand side of (36) is

N- 1 fN-l
a{y)AH{y)a(N- 1 )H(N-1) - I

By (37) and (38), and since

a'(y) l/y{y + l)0'(yO> + 1)) - l/vOOO'CvOO)

has constant sign for large y by the monotonicity assumption on x0'(x),
this is

logx
o(N) + o

N || a'{y)ydyô(logx)+ || «OOdyj

where we estimated the integral over a'(y) by another partial summation.

Now

t"-1 f*+i V'(0 fNf'(0
a{y)dyl I dtdy ^ | logx + 0(1)

1 Jl JyV(0 Ji V(0

This shows that (36) holds and hence establishes (33).

We may now apply Theorem 4 to the sequences sd± (e): indeed they are

composed of at most [0(x)] + 1 blocks, and this has the required order

of magnitude since 0 is of moderate growth. Thus we obtain

(39) T>sd± (c) z ± E

From the facts that 0(d) oo and F'(x) o(l), we deduce that, for
each s > 0, there exists a d0(s) such that

|F([0(d)])-F(0(rf»|<8 (d>d0(s)).
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This implies that for all n

t(n, sé~ (s)) - do(s) ^ T(n, sé) < t(n, ^+(s)) + d0(e)

whence, in view of (39),

{z - s + o(l)}x(«) < T(n, jaf) ^ {z + £ + o(l)}x(fl) pp

Since s is arbitrary, a routine argument yields x(«, ^) {z+o(l)}x(«)pp,
as required. This completes the proof of Theorem 9.

The following corollary was also stated (with a slight oversight in the

monotonicity assumption) in [13].

Corollary 4 (Hall & Tenenbaum). Let f:R + ~>R+ be differentiate

and such that\ for some function 0(x) satisfying the conditions of
Theorem 9,

(i) Q'(x)/f'(x) + 1 /xf'{x) is ultimately monotonie,

(ii) I B'(x)/f'(x)I + I xf'(x)Io(0(x))(*-> oo)

Then f is erd.

Proof. Set 0i(x):= 0(x)logx. Then 0i also satisfies the assumptions

of Theorem 9. The only condition which is non-trivial to check is that (30)
holds for / 0i; however we have by (31), for some function r|(x) -> 0

sufficiently slowly,

0i(x) R(x^x)) logx ^(x211^)1 ~b\ogx < R(xly\{x))

We also observe that 0J(x)/0i(x) x 0'(x)/0(x) by (32).
It is clear that 0i is ultimately strictly increasing, and hence ultimately

one-to-one. Let yi denote the inverse of 01, and put F{x) / ° tyi(x) for
sufficiently large x, so that /(x) F(0j(x)). We want to apply Theorem 9

to F and hence must check that F'(x) o(l) and that {T,(«)}^°=1 is

uniformly distributed modulo 1.

By a well-known criterion of Fejér (see e.g. Rauzy [20], corollary II. 1.2)
we only need to prove, in addition to F'{x) o(l), that F' is ultimately
monotonie and that xF'(x) -» oo. Since, for large x,

F'(e,(x)) f'(x)/B[(x)x f'(x)B(x)/B'(x)el(x) -4 xf'(x)/Q(x)
Ql(x)F'(Bi(x)) - f'(x)Q(x)/Q'(x)

our assumption (ii) implies that F'(x) -> 0, xF'(x) oo. Moreover, replacing
B\(x) by 0'(x) + 1 /x in the first equality above yields, by assumption (i),
that F' is monotonie. This completes the proof of Corollary 4.
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Our next result provides effective pp / bounds for the discrepancy under
slightly stronger assumptions. This is a refinement of theorem 5 of [13] and
is obtained by the same technique. The proof has been (re)written jointly
with R.R. Hall.

Theorem 10 (Hall & Tenenbaum). Let /: R+ R+ be continuously
differentiable, such that xf'{x) is ultimately monotonie. Assume that, for
some increasing function R satisfying (6) and (31), there is a further
non-decreasing function cp:R+-»R+ such that cpj (x) : (logx)/cp(x)
is ultimately non-decreasing and

(40) cp(x) > (log2x)2, cpi(x) oo

(41) l/(p(x) x | f'{x) I R(e^{x))

Then f is erd and we have for any ^(n) oo

/ log (pi (ft)\QW/2
(42) A(n\f) < t(7?)E,(t?) I 1 — I logtvdn) pp/

\ 21og2n

We note that the upper bound (42) is always non trivial under the conditions
of the theorem. It yields in fact

(43) A (n; f) < (n) ~1/4 + 0(1) pp/,

since the normal order of Q(^) is log2ft. It is clear that the theorem only
applies to functions of moderate growth, and one can get a fairly precise

idea of the quality of the quantitative result by considering the functions

f(x) (logx)a with a > 0 and f(x) (log2x)ß with ß > 1. In the first
instance we may choose cp(x) (logx)1_a + (log2x)2, and hence obtain

(44) A(ft ; loga) < t(^)1 _K(a) + 0(1) pp/

with K(a) - log (l - \ min(l, a))/log 4 > 0. In the second instance, we

select cp(x) (logx)/(log2x)ß_ 1 and get similarly

(45) A(n; log2) < t(«) (log2 n) ~(ß~1)/4 + 0(1) pp/
From the point of view of constructing Behrend sequences, the uniform

distribution approach is usually weaker than the block sequences technique
developed in the author's recent paper [24], which rests upon a probabilistic
argument. This is to be expected since, in the former case, one derives the

conclusion from a very strong hypothesis (namely that f(d) is occasionally
small modulo 1 because the corresponding frequency is asymptotically equal

to the expectation), whereas, in the latter case, the density of the set of
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multiples is tackled by an ad hoc method. Thus, from (44) one can only

infer, via Theorem 3, that

(46) j/(a, t) := {d > 1: <(logd)a> ^ (log ^/) -r}

is Behrend for t<K(a)log2= log (l — |min(l,a)), whereas

Theorem 1 of [24] provides, after a straightforward calculation, the larger

range

(47) t < t0(a) := (log2)min{l, a/(l - log2)}

which is sharp except for the possibility of taking t t0(a). However, some

upper bounds methods for exponential sums are so powerful that the

discrepancy approach enables one to deal with block sequences composed
of intervals which are far too short for the induction technique of [24] to be

applicable. We shall discuss some examples of this situation in the next two
sections.

At this stage, it is worthwhile to note that one can deduce lower bounds
for the discrepancy from theorem 1 of Hall & Tenenbaum [15], which
provides a necessary condition for block sequences to be Behrend. Indeed,
if a block sequence s>/ is defined, for some function s (ri) which fulfils the
assumptions of Theorem 3, by a formula of the type

{ d>1 : </(</)> < z(d)}

and yet does not satisfy the corresponding necessary condition of [15],
we may deduce that

A(«;/) SÎ s(n)r

on a set of positive logarithmic density. Actually the necessary condition
of [15] and the sufficient condition of [24] are "adjacent" (in a sense
precisely described in [24]), and it follows in particular that the sequence
s/(a, t) of (46) is not Behrend when t > ?o(ot). As a consequence, we
obtain that, for all a < 1 — log 2, the lower bound

(48) A(«;loga) > (log«)lo82~,o(a) + °(1) (log«)(lo82)(l-a/(l-log2)) + o(l)

holds on a set of positive logarithmic density. It is not very difficult to
show by a direct argument (using theorem 07 of [14] or exercise III.5.6
of [25]) that (48) in fact holds pp.

The true order of magnitude of A(«,loga) pp is an interesting open
problem, especially in the case a 1. From (44) we have

A(rc; log) < x(«)1/2 + 0<1) pp/,
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and, as shown in section 5, the exponent \ can be further reduced to
log (4/7i)/log 2 « 0-34850 by exploiting the additivity of \ogd. However,
in view of the fact explained above that jaf (1 ,t) is Behrend for all t < log 2,

it seems not unreasonable to conjecture that

A(/?; log) t(fl)0(1) pp/.
For the sake of further reference, we make the following formal and more
general statement.

Conjecture. Let 1(a) be the infimum of the set of those real
numbers £, such that A(ft;loga) < x(«)^pp/. Then for all positive a

we have

1(a) 1 - t0(a)/\ogl max{0, 1 - a/(l - log 2)}

It follows from (48) that 1(a) ^ max{0, 1 - a/(l - log2)}

Proof of Theorem 10. We use Theorem 7 with 0 < y0 < 4, and set

out to find an upper bound for

cw,.,. v (y\a(m) e(vf(km))
Ay \K) — L I I

m i \4/ m1 + °

where 0 ^ y ^ y0, o 1/logx and v, k are positive integers. Let x0 be so

large that xf'(x) is monotonie, and (Pi(x) is decreasing, for x > x0. It will
be convenient to introduce a parameter M M(k) such that

(49) M>xo,<P(kM) < j log 1)

Such an M exists since (p(£M)/logM ~ 1 /(pi(kM) -> 0 as M-> oo for
each fixed k. We note that for u ^ M(k) we have

log(ku) log(ku) q> (kM) log (ku)
(p (ku) ^

cp i (ku) cp i (kM) log (kM)
logM log (£u),^ 2 ^ 2 'OS2

log (kM)2
For given k,v ^ put h(u):=e(v/ (ku:= 4)a<m>,

so that

h(u)
(51) Sv(k)=\ -±-l-dA(u),Îoo

1-
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and by (6), since 0 < y ^ y0 < 4,

1/2

A(u) I u1~t dXy/4(t) + 0(u/R(u))
o

We insert this into (51), make the trivial estimate | h(u) | ^ 1 for u ^ M
and integrate by parts on [M, oo) the contribution of the remainder term.
We obtain

h(u) 1/2

Sv(k) 0((logM)y/A) + —- (1 - t)u-(dXy/4(t)du
J u Jo

+ o (—) - [* A o (—) du.

The last term is

^(^cp(^w)) _|_ 1

(52)

f00 u I h'(u) I + I h(u) I f
I du < v I
J M U^°R(u) J

du
1,1 + 0 D/iAM ui + °R(u)

i?(l/w) f°° v
v I du<«v

ul + °R(u) lMtt/?(w)è

where we have used (50) in the third step, and (31) in the fourth. Next,
we consider the main term in Sv(k).This is

(53) I (1-0 I
1 1 ,,1 + c + r

h(u)
du

ij 1 + o + t
M U

t~y/4dt.

We substitute uMe"inthe inner integral which becomes

f" e(v/(£Me")) j _ f" H\v)f00(G +du ^ do ^ v 7
do

1 A/To + t „(n + fît) \ '
0 Ma + 'e<-a + ,îv J0 Ma + 'e^a + '^ I M0 + 'e(° + '>«

f°°
Jo + U

with H(v) : e{vf(kMewj)dThefunction

d
r—- \ vf(kMew)} vkMewf'(kMew)dw
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is monotonie on the whole half-line w ^ 0 by the choice of M, and, by (41),

it is > v/(p(kMew) > v/(p(kMev) for w ^ v. By a well-known lemma on

exponential integrals (see e.g. Titchmarsh [26], lemma 4.2), we obtain that

H(v) < v-I(p(kMev)

so the upper bound in (53) is

1 f1/2 f" (o + 0<P(A
dvdt

v Jo Jo Ma + te{a + t)vty/4

At this stage, we note that q>i(x) (Pi(x') for 1 ^ x ^ x'. This readily
follows from the facts that (pi is non-decreasing for x > x0 and that

(p(x) x 1 for 1 <x^x0, so we omit the details. Therefore, we have for
1, h > 1,

/e N „ lo^ to«1! ,e,(54) (P(Çti) —« —— + —— <P(0 + tp(Tl) •

(Pl(^Tl) <Pl(^) <Pl (T|)

Thus, the last double integral is

i/2^,+ rr (o+°(p(e") d^.
0 M'F/4 J0 J0 M'eto + ^ty*

The first term can be computed explicitly. In the inner u-integral of the

second term, we substitute v w/(g + t) and split the range at w 1. We

obtain altogether

(j) (p w/(o + 0)
(p(kM) (logM)y/4"1 + I I — dwdt

Mtewiy/4

1/2 poo

0 Jo

f1/2 (p(el/(° + t}) f1/z r00 (p(ew/(°-+*h
(p(kM) (logM)y/4~ 1 + I — —- dt + I — dwdt

Mtty/4 J0 J j Mlewty/4

r/2 r°° w(p(^^tG+h)
< {<$>(kM) + q>(eu°)}(\ogM)y/4-1 + I I dwdt

Jo Ji Mtewty/4

< {(p(kM) + (p(e1/G)}(logM)->;/4~1

where we have used in the penultimate stage the upper bound

w w
(p(ew/(a + t)) w(p(e1/(G + /))

(o + t)(Pi(ew/{o + t)) (o + t)(pi(el/(ü + t))
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Collecting our estimates so far and inserting them into (52) we obtain,
since el/o x,

Sv(k)<(logMH/4 + vi? (M)~ b/1+ v"'{(p(kM) + cp(x)}(logM)-v/4~1
(55)

« (log M) ï/4 + vi? (M) "0/2 + v -1 (p (x),

as cp (kM) ^logM by (49). Let C be an absolute constant which is at
least three times as large as the implicit constant in (54). We select

so that, when x^Xi(C), we have cp(M) ^ (l/2C)logM (because M is

large) and hence

(p(kM) ^ 5 C{<p(M) + cp(Â:)} < ± log | log \ log

Thus (49) is satisfied with this choice of M. Moreover, we also have

cp(x)/v logM, so we finally obtain from (55) that

Sv(k) < (logM)y/4 + vR(M)~b/1 < cp(k)y/4 + q>(x)y/4 + vR(e(y{x))~b/1

<(p(jc)^/411 + j + vi?(ei>W)-i/2

where we have used in the last stage the inequality (Pi (v) ^ cpj (k) for k ^ x.
We are now in a position to embark on the final part of the proof.

Inserting the above estimate for Sv(k) into (25), we find that

M : £C(pW + (PW

Hv(x,y)= I y
4

Sv(k) I2 cp(x)y/2(logx)y/4 +
v2(log x)y/4

k= i \4 kl + ° R(e^))b
Hence, for T ^ 2,

1 ^ v < T V

We therefore deduce from (24) that

X - Hv (x) <cp(x) y'1 (log x) y* log T +
r2(iog x)y/4

R(e<PM)i

(log x)y~1
< ——— + (p(x)^/2(iogx)^/2-I(iogr)2

r2(iogr)(iogx)4'/2-'
R(e<pW)i
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We choose T q>\(x)y/4 (logx/<${x))y/A. The upper bound above

becomes

(56) (p (x)y/2 (log x)y/1 ~1 (log cp i (x))2

Indeed the last term is easily seen to be negligible by the lower bound (40)

imposed on (p(x), and because R(x) exp{(logx)4/7} is an admissible
choice for R. Thus we may define E2(x,y) as being equal to a suitable

constant multiple of the right-hand side of (56), and apply Theorem 7 to
obtain that

(57) A(«;/) « i,(n)T(n)ya^/2)/E2(n,y)pp/,
provided 0 ^ y< y0<4andy y{n) is such that E2(n,y) is slowly
increasing as a function of n. We choose

z/in- '°ei>(">) -1/(1- '""''"h,
/ \ log2n J / \ 2 log2 n

which minimises (log n) ~logyE2(n, y) up to a power of log2(Pi(ft). This
value of y is always in the range [1,2]. Inserting into (56) yields

Ei{n,y) x (logcpi(fl))2

which implies that this function is slowly decreasing. The required estimate (42)
hence follows from (57). This completes the proof of Theorem 10.

3. Functions of excessive growth: the case f(d) da

Here, we address the problem of bounding the discrepancy pp/ for
functions which increase too fast for the techniques of the previous section to
be applicable. More precisely, let us recall the quantity

0° / y\ I
(58) Hv(x,y):= I \-\—k=i \4j kl + °

with o: 1/logx, which appears implicitly in the upper bound (26) of
Theorem 7 for the discrepancy A (/?;/). This was primarily defined for

y < 8, but we restrict if here to values of y ^ 4. The functions of moderate

growth are essentially those for which the inner m -sum can be estimated by

partial summation, using the available results on the mean value of
m^> (y/4)Q(m). When the rate of growth of / prohibits such a treatment,
we may consider Hv(x,y) as a 'type II sum', according to the poetic

£ e(yf(km))
m i \4 / m1 + G
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terminology of Vinogradov. For all intents and purposes, this means

making the trivial estimate | (y/4)Q(/:) | ^ 1, expanding the square and, after

permuting summations, estimating the inner £-sum by an ad hoc exponential

sum method.
This programme may be carried out, in principle, for any smooth

function / of, say, at most polynomial growth, and indeed one could even

aim at a general theorem established along these lines and providing,
under suitable sufficient conditions, explicit upper bounds for the discrepancy.
Due to the considerable amount of calculations that this would involve,

we have preferred to treat only examples which reflect all the difficulties of
the general case, but avoid tedious technicalities that would hide the main
stream of the argument. In this context, we believe that the functions

(aeR+\Z + (6 eR\Q)
are of special interest. We treat the first of these immediately and the second

one in the next section. The following theorem provides an effective version
of the corresponding qualitative result obtained by Hall & Tenenbaum
in [13].

Theorem 11. Let a > 0 be a given real number, not an integer. Then
the function ga(d):=da is erd. More precisely, we have

(59) A(n;ga) < T(n)(\ogn)~ô pp/

for all 5 < 50 : j log n •

We note that 80 > ^. We have not attempted here to find the best

exponent available from latest developments in exponential sums theory and
have confined ourselves to using a result of Karatsuba [16] on Vinogradov-type
bounds which is expressed in an easily applicable form. We remark that
van der Corput-type estimates would in general yield weaker bounds for the
discrepancy and would actually only save a power of log 2 ft in (59).

It is also worthwhile to note at this stage that the method of proof of
Theorem 11 will readily yield that the function

f(d) exp{(log g?)0}

is erd for 0 < a <1,andindeed it will provide a bound comparable
with (59) for the discrepancy. In particular, this shows that the limitation
a <3/5 which arises from mere application of Theorems 4 or 10 is
purely technical. The range 1 < a < 3/2 may also be handled by the



176 G. TENENBAUM

same technique, but with a weaker effective result — see Theorem 2 of
Karatsuba [16].

By Theorem 3, we immediately derive from the above result the following
corollary.

Corollary 5. Let a, 8 be as in the statement of Theorem 11. Then

the sequence

(60) {n ^ 2: <«a> ^ (log«)-0}

is a Behrendt sequence.

Of course we can rewrite the condition in (60) introducing j: [na].
This yields the following reformulation in terms of block sequences.

Corollary 6. Let ß > 0, 1 /ß $ Z, ô < ô0 \ log jf. Then the

sequence

(61) .^(6):= U
j 2

J;ß ,y'p 1 + — —)
I j(logy)5/

n /
is a Behrendt sequence.

As far as block sequences are concerned, this is only significant when

ß > 1: otherwise the 'blocks' have lengths smaller than 1 and looking at

^(ô) as a block sequence is meaningless. As we remarked in the previous
section, the above result is unreachable, in the present state of knowledge,

by the technique applied in [24]. The natural conjecture in accord with the

results of [15] and [24] would be that dd{8) is Behrend for all ô < log 2,

this exponent then being optimal. This is also out of reach of the present

technique, which implies a systematic loss due, among other causes, to the

trivial estimate for (y/4)Q{k) in (58).

We now embark on the proof of Theorem 11. We give ourselves two
parameters X\, x2 satisfying

glAogx x2.a Xl0g2x
s

and introduce the following further notation

J J(x) :
log(*2/Xl)

; (0 < y sj J),
log 2

Bj(m, n;v,f):= ^ e(vf{k))K:<K iKi+l
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Lemma 1. Let a > 0. Then we have uniformly for x ^ 3, v ^ 1,

0 ^ y ^ 4, and a real valued arithmetical function f
Hv(x,y) < (logx)>'/2(\ogxl)y/4

(62)
+ ^ ^ ,n;v,f)

xx < m < n <: x2 mn O^j Kj
n a - m a ^ 1

Proof. To lighten the presentation, we temporarily set z y/4. We

first split the k-sum in (58) according to whether k ^ Xj, X\ < k < x2 or
k > x2, so as to write correspondingly

Hv(x,y) H^{x,y)+ H(x,y) +

Using the bounds

(63) Yé zQ{k)k~l < (logXi)z
k^xxand

(64) F za{k)k-i-o^x^°/2£ (log *) * - i/z t
k > jf 2 A- ^ 1

we readily obtain

#v'(*>.)') + H^\x,y)<(logx,)'(logx)2j + (logx)3«"172
(65)

(logX^^logXi)4"74 •

Next, we split the inner /«-sum in Hat x, and x2 and use the
inequality (a + b +c)2< 3(a2 + b2 +c2) to obtain

H(2\x,y)s£ 3 H(2,)(x,y)+ 3 + 3//<23)(x,.y)

with

//foc,/) ^ F zQWAr-' F z0«'")^-1)
(66) J"! <A SC A-2 yw^A'j /

« (logX)5(10gX!)2z « (log x) ->'/2 (log Xi

by (63), and

H(v23>(x,y) ^ £ / £ z^'m-'"0)
(67) x I <k ^ x2 \m>x2

<4(logx)3*-1 (log x)34,74 - 1 « (log x)4/2

by (64).
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It remains to estimate H{22)(x,y). We have

(68) Ä-fWx E *7' E
0^7^ y Kj<k^K;

2 Q(m)

E ——
x i < m ^ x 2 Wl °

where we have made the trivial estimate zQ{k) < 1. Expanding the square,
we find that it does not exceed

yO.{mn) _ I
(69) 29te E e(yf(kn) -2E — •

m<n^x2 (mnf + a ^ Yl

na - ma ^ 1 «a-m«<l

We claim that the second sum on the right is < :min(1'a). This plainly
holds if a > 1 since the summation conditions then imply that m n.
When 0 < a < 1, we note that na - ma ^ a(n - m)na~l, so for fixed n

the m -sum is < nl~a/n n~a and the conclusion is still valid. Inserting
this estimate into (69) and (68) and using the fact that J < xm{l,a\
we obtain

H{?\x,y)
<SRe E — E E

goc*") e(yf — v/ + 1

o^j^j Kj Kj< k <: kj ^, Xl<w<«^x2 (mn)l + °
na - ma ^ 1

We permute summations on k and m, n and see that the new, inner
£-sum equals Bj(m, n\v, /). Together with (65), (66) and (67), this
completes the proof of our lemma.

We now apply Karatsuba's estimate to bound the exponential sum

(70) B(K;v):E e(uka)
K < k ^ 2K

for relevant values of u, K.

Lemma 2. Let a e R+\Z + There exists a constant c c(a) > 0

such that the estimate

j QogK)3
(71) B(K;o) <KX~C+ Kcx^\-c-(1 + logt))2 J

holds uniformly for K ^ 1, v ^ 1.

Proof. If v ^ Kl~a, and so 0 < a < 1, we apply a classical estimate

of van der Corput (see e.g. Titchmarsh [26], lemma 4.7) to get

p2K

B(K; u) I e(ut«)dt + 0(\) <Kl~a
K
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(The same estimate also follows from theorem 2.1 of Graham & Kolesnik [7].)

Thus (71) holds in this case.

If v > Kl~af set n: [3a + 3 (log ft)/log <|, so that n ^ 3 and

K»n vx* < kc+ D/3

Put g(t) ;= oia. We have for all non-negative integers s

g(s)(t)

si
ft ta-

Writing (°) (-l)'II, "(<* + M"}» we see that we have for

suitable positive constants c{ ci(a), c2 c2(a),

(72) Cl s - a ~1 ^ ^ CiS~ (O 0)

Hence for large K and K ^ t ^ 2K we have

g I«* i) (0
(/? + 1)!

2 ac2
uKa~n-1 ^ 2ac2K~2(n + l)/3 ^ K~(n + l)/z

(ft + l)a +1

Similarly, a straightforward computation enables us to deduce from (72)

that for all s in the range 3n/4 ^ s ^ n (so s ^ 3) and large K we have

K ^ C\S~ a~ 12 -sK~2/3 ^
?(s)(0

si
< 2aK~5s/9 + l/3 ^ K~s/3

By Theorem 1 of Karatsuba [16], it follows that, for suitable positive
absolute constants c3 and c4 and K > K0(a) we have

\B(K;v) I < c3Kl~^/n2

This implies the required bound.

We are now in a position to complete the proof of Theorem 11. We want
to apply Theorem 7 and use Lemmas 1 and 2 to obtain an upper bound for
the quantity E2(n,y). We select, in Lemma 1, / ga, as defined in the
statement of the theorem, and

Xi exp{c(log x)2/3 log2^:}

with c c(a) > 0 at our disposal. Then, with the notation of Lemma 2,

we have Bj(m, n\v, ga) B(Kj\ft) where u:=v(na-ma), so v^xl + a

provided v ^ x. By Lemma 2 there is a positive constant c5 c5(a) such
that, for all m, n ^ x with na - ma ^ 1,
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(log Kj) 3

Bj(m, n ; v, ga)/Kj < exp < - c5 1 / (log x)A
K (log X2) 2

provided c(a) is large enough. By (62), we infer that we have uniformly
for 1 ^ v ^ x, 0 ^ y ^ 4,

(73) Hv(x,y) < (logx)2y/3{log2x)yM

Inserting the above estimate into (24) with, say, T: log*, we see that
we may choose

(74) E2(x, y) - (][ogx)Uy/n~l (\og2x)2 + y/A

which is hence slowly increasing. Therefore we get by Theorem 7 that

(75) A(jz, ga) < i(n) (log n)Uy/2A~ 1/2-(1/2)1°g^ + o(1) pp/.

The required estimate (59) now follows on taking optimally y jy.

4. Functions of excessive growth: the case /(g0 Qd

We now investigate, in a quantitative form, the uniform distribution on
divisors of the function

hQ(d) : Qd

when 0 is a given irrational real number. This study is similar in principle
to that of the previous section, but more complicated inasmuch as the effective
bounds for A(n; hQ) will depend on the arithmetic nature of 0. On the other
hand we shall not need, as might be expected, any involved tool for the

estimation of the relevant exponential sums.

More explicitly, let us define Q(x):= x/(logx)10, and

(76) q(x; 0) := inf{q: 1 < q < Q(x), || qQ || < 1 /Q(x)}

where \ \u\\ denotes the distance of u to the set of integers. Our results depend

on a free parameter y, 0 < y < 4, and may be expressed conveniently in
terms of any increasing lower bound for q(x; 0), say q*(x;y, 0), with the

property that q*(x;y9 0)/(log*)-y/4 is decreasing. A possible choice is

[x y (logt)7/4-1
(77) g*(x;j,0):= 4(logx)-»"74/ I — —— ât

' J tmîu>,q{u\0)

Unless 0 has abnormally good rational approximations, we have

(78) q*(x;y,0)- (\ogx)y/4
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Indeed, let us define, for real positive y, the set

E(y) : {0 e R\Q: liminf q(x; 0)/(logx)Y > 0}
X 00

Then E(y) contains almost all real numbers, and in particular, by Liouville's

theorem, all algebraic numbers. Moreover, it is not difficult to show that

R\E(y) has zero Hausdorff dimension. We readily see from (77) that (78)

holds for all 0 e E(y) whenever y > \ y.
We shall establish the following result.

Theorem 12. Let 0 e R\Q, 0 < 5 < 1. Uniformly for x ^ 2,

0 < y ^ 4, we have

(79) Yj (-) yjhJh) <zt

nix \4/ n

Taking y 1, we immediately obtain an effective uniform distribution
result which is valid without any restriction on 0. The corresponding

qualitative result had been established by Dupain, Hall & Tenenbaum [4].

Corollary 7. The function hQ(d) Qd is erd for each irrational
number 0. Moreover, if 0 < 8 < 1, then we have

A(n;hQ) < t(n)/q*(n; 1, 0)5/2 pp/

The above bound is always o(x(n)) and i(«)/(log n)~ô/8 for
0 e£(|) However, if we are prepared to exclude a set of 0 of Hausdorff
dimension zero, we may achieve a better pp/ estimate by taking y \
in (79). Indeed, the following statement stems from Theorem 12 by optimising
the parameter y under the assumption that (78) holds.

Corollary 8. Let y > Then we have for all 0 e E(y)

A(n; hQ) < x(n)^l0ë3)/l0ë4 + 0(1) pp/.

It is very likely that the estimate A(n, hQ) < x(/7)1/2 + 0(1)pp/ holds outside

a set of 0 with Hausdorff dimension 0, but this is beyond the scope of
the method employed here. If we only require that the set of exceptional 0

have Lebesgue measure zero, this last bound does actually hold and can be

easily established by the variance argument used for the proof of Theorem 14

below. Moreover, with this level of generality, the exponent 1/2 is sharp.
Of course, Corollaries 7 and 8 may be used to exhibit Behrend sequences.

An immediate application of these results and Theorem 3 yields the following
proposition.
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Corollary 9. Let 0eR\Q, 0<ô<l. Then the sequence

^(0, 6) : {n ^ 2 : <0«> ^ q*(n; 1, 0) ~ô/2}

A a Behrend sequence. Furthermore, if 0 g E(y) for some y > |, ûtzJ

in particular if 0 /s algebraic, then the sequence

p) := {w ^2 : <0«> < (log /?) ~p}

/s a Behrend sequence for all ç> <\ log |.
Let p*(y) denote the supremum of those exponents p such that

7^(0, p) is Behrend for all 0 e E(y). The above result implies that

p*(y) ^ \ log I « 0- 14384 for y >\, and it is natural to conjecture that
there exists a y0 such that p* (y) log 2 for y > y0. By techniques similar to
those presented below for the proof of Theorem 12, it can be shown that the

distributions of Q(/z) and <0/7> are largely independent. Moreover, using

Vaughan's bound for exponential sums over primes (see e.g. Davenport [1],

chapter 25), this statement can be put in an effective form which is sufficiently
strong to yield (log n)10«2"1/2

y. < oo

« e f is, p) n2a(-n)

for all p > log 2 and, e.g., 0 e E(2). By a result of Hall ([12], theorem 1),

this implies that, when 0 e E{2) and p>log2, the sequence 7^(0, p)
is not Behrend. A weak consequence of this is that p*(y)^log2 for
all y ^ 2.

For the proof of Theorem 12, we have chosen to avoid some technical

complications by applying Theorem 8 rather than Theorem 7, although the

latter could in principle lead to better quantitative estimates. In connection

with the general upper bound (28) for weighted logarithmic averages of
A (n;f)2, we introduce the expressions

e(Qn) yO.{k)
(80) r(x;z,0) : £ -X—i, S0): £ | *0) |,

n^x n k^x k

so that (28) reads, for / /z0,

/y\ Q(n) A(fl ; hQ)2 [ 1 1

(81) £ - (logx)H —- + log T X - sv(x,y; /z0)[
n^x \4/ n [T2 iever v

uniformly for x ^ 2, 0 ^ y ^ y0 < 8, T ^ 2, where s*(x,y;/z0) is any
non-increasing function of x such that x e* (x, y ; A0) (logx)^72 is non-
decreasing and satisfies
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S(x; \y, v9) (logx)^/28^(x, y; hB)

For technical reasons, it will be more convenient to use at certain stages

Cesàro-type averages, so we set

T*(x;z,0):= I zQ<")e(0n),

(82)
S*(x; z, 0) : Yza{k)\»k^x

from which we shall derive information on the quantities in (80) by partial
summation.

We need several preliminary estimates which we state as independent

lemmata.

Lemma 3. For 0 ^ z ^ I, 1 ^ a ^ q ^ x, (a, q) 1, | 0 - a/q | ^ 1 /q2,
we have

(83) S*(x; z, 0) < v(logx)z~1 (\og2x)z + x(logx)2
X

+
Vq

Proof. This is a variant of a familiar lemma in Vinogradov's method.
We first note the trivial estimate.

(84) |r*(w;z, 0) | ^ Y, zQ(n) < w(\ogw)z~l (w ^ 2)
n ^ w

which stems from (6) or e.g. theorem III.3.5 of [25]. Then, assuming, as

we may, that x is large, we put y (logx)6 ^ ]/x and we split the outer
£-sum in S* (x; z, 0), applying (84) with w x/k for the ranges k ^ y and

x/y < k ^ x. Using (84) again with partial summation for the corresponding
resulting summation over k, and bounding zQ(k) by 1 in the complementary
sum, we arrive at

(85) S*(x;z,0) « x(logx)J"1(log2x)? +
1 / 0

log (x/y)
with J : and

logy
(86) W(K : £ \T*(x/k-,z,kQ)\.

K<k^2K

Now we have for y<K^x/y, by the Cauchy-Schwarz inequality,

W(K)2 < K££ za^e(k6(n - m))
K<k^2K l^m,n^x/k

K £ £
\^m,n^x/K K<k^mm(2K,x/m,x/n)

(87) ^ x£ min (AT, 1/|| 0(7! - zw) II)
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To estimate the /z-sum, we write 0 a/q + ß with | ß | < 1 /q2 and
h tq + r with 0 ^ r < q. Then, for each given t, we have || 0/z || || ar ||

with ar : ra/q + rß + tq$. For 0 ^ r F s < q, and if <ar> - \ and

<a5> - \ have the same sign, we may write 11| as || - || ar || | || as - ar ||

> || (5 - r)a/q || - 1 /q. Hence there are at most 6 values of r, 0 ^ r < q,
such that ar belongs to any given interval (u/q, (v + 1)/q] modulo 1. This

implies that

Y mm(K, 1 / || 0/z ||) Y D min(K, 1 / || ar/q ||)
O^h^x/K 0 ^t^x/Kq 0^r<q

< (1 +x/Kq)(K+ qlogq)
1

x log x\ I— H 1

K
IK q 1

1 '— + —

\x X Q

/I q 1\
- + - + -

\y x Ql
By (87), we infer that

(88) W(K) < x log x I I / — H— (y ^ K ^ x/y)
(logx)2

Inserting this into (85), we readily get the required estimate.

Lemma 4. Let 0 e R\Q. For all x^3 such that g(x; 0)

> (log x)10 and uniformly for 0 ^ z < 1, 1 ^ v ^ logx, we have

(89) S*(x; z, v0) x(logx)*-1 (log2x)z

Proof. Let q q(x; 0). Then, by Dirichlet's theorem, q ^ Q(x)
x/(logx)10 and, for suitable integer a, we have |0 - a/q | < 1 /qQ

^ 1 /q2. Moreover the minimality assumption on q implies that (a, q) 1.

Thus for each v with 1 ^ v ^ logx we have | v0 - av/qv | ^ 1 /q2v for some

integers av,qv with (av,qv)= 1, (logx)9 < qv ^ q. Applying Lemma 3,

we obtain

S* (x; z, v0) x(logx)z~1 (log2x)z + x/(logx)5/2

The result follows.

Our next lemma concerns the distribution of the numbers zQ{n) on
arithmetic progressions. We put

(90) H(x; z; q,a):= Y zQ{n), H(x;z;q):= Y zQ(n)
n t^x n ^ x

n tf(mod q) (n,q) 1
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Lemma 5. Let A > 0. Then there is a positive constant c such that,

for 0^z^l,x^2, 1<#< (logx)^4, (tf, q) 1, we have

(91) H(x; z.; q, a) ——H(x\z\q) + 0(xexp{ - c(logAr)1/3})

Proof. It would be possible, as in Rieger [21], to obtain an exponent \
instead of \ in the remainder term using contour integration and standard

analytic information on powers L(s, %)z of Dirichlet L-functions. The result
stated will be more than sufficient for our actual purpose. It may be given
a short proof which we include for the convenience of the reader. We

introduce the Dirichlet characters to the modulus q and write

(92) H(x\ z; q, a) H(x; z; q) + O max
(p (q) Ix^xo

F X(Q(n)

where the maximum is taken over all non-principal characters % modulo q.
This remainder may be bounded above by appealing to the prime number
theorem for arithmetic progressions in the form

(93) F X(p)< te~c^1°g7 (<? < (log/)4) >

P^t

valid for any non-principal character % to the modulus Here b is any fixed
parameter and c(b) > 0. This estimate may be found e.g. in Davenport [1],
p. 132.

We also introduce the largest prime factor function P+(n) and recall
from [25] (theorem III.5.1) the estimate

(94) T (x,y):=£ J xi - t/Ufogjo
n ^ x

P + (n)^y

For any non-principal character x to the modulus q, we have

F x(n)znM F %(n)zaM + 0
n^x ns^x

P + 0)>exp| log a-

F x(m)x(r)za(m)+1 + 0(xe~2l logx)
mr ^ a

P + (mr) r
r > exp ] log a-

F x(m)za{m)+l F +
mP ' (/«)<* P + (m)^r^x/m

r prime

r > exp I 'log x

Yj — e-c(21)t.-log(.r//wj + 0(xe~2] logx)
mP + (m) ^ x m
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by (93). Write c(2A) cx for brevity and set Mj:= x/eJ(j 0,1,...).
The above m -sum does not exceed

Y — e~c\Vj Y 1 Y xe~c^j — (iogAr)/(2y)
^

O^y^logA- Mj Mj + < m ^ Mj O^y^logx
P + (m) ^ eJ + 1

by (94). Since cx\Tj + (logx)/(2y) > (logx)173, we obtain that the estimate

Y < xexpj - c(logx)173}
n ^ A'

holds, under the prescribed conditions, for a suitable positive constant c.

In view of (92) this readily yields the required result.

Lemma 6. Let A > 0. There exists a positive constant c0 such that,

uniformly for O^z^l, x ^ 2, 1 ^ g ^ (logx)-4, (a, q) 1, we have

u (0 z ^
T*(x; z, a/q) £ H(tx/q;z;+ 0(xexp{ - c0(logx)1/3})Ik<P(0

Proof. We have

T*(x\z,a/q)= Y e{ab/q) Y zQ(n)
O^b <q n ^x

n - ö(mod q)

Y e(ab/q)zQ(ib,g)>> Y zQ(w)
0^b<q m^x/(b,q)

m - b/{b, q) (mod q/(b, q))

Y ü e(ah/t)zQ{g/t)H(tx/q; z; t, h)
11 q O^h < t

where we have put t q/{b, q), £ hq/t — h(b, q) with (h, t) 1. Using
Lemma 5 to evaluate H(tx/q; z; t, h), and appealing to Ramanujan's
formula

Y e(ah/t) |li(0
0 ^ h < t
(htt)= 1

we get

u t) z ^
T*(x; z,a/q) X H(tx/q;zt)+ p{ - c(logx)1/3}).

t\q CP(0

Hence the required estimate holds for all c0 < c.

We are now in a position to evaluate S*(x; z, v0) when q(x; 0) is small.
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Lemma 7. Let 0 e R\Q, and 0 < 8 < 1. For all real numbers

x ^ 3 such that q(x; 0) ^ (logx)10 and uniformly for 0 < z ^ 1,

1 ^ v ^ log 2q(x; 0), we have

(95) S*(x; z, v0) < x(logx)2z~ ^(logx) ~ôz + q(x; 0) ~5}

Proof. As previously, we start with Dirichlet's theorem which implies that

q q(x, 0) ^ Q(x) x/(logx)10. Hence we have | 0 - a/q | ^ 1 /qQ(x)
with (a, q) 1. For 1 ^ v ^ log 2q, we write av : av/(q, v), gv : q/(q, v).
Putting Q: x/(logx)n, we obtain that

(96) 0 < I v0 — av/qv | ^ 1 /qvQ, (av,qv) 1, q/loglq ^ qv ^ (logx)10

In the sequel, we write ßv : v0 - av/qv.
Let ri : \ (1 - 8), x2:= exp(logx)11. We plainly have

S*(x; z, v0) £ zQ{k)
k ^x/x 2

x/k

dT*(u; z, kvQ) + T*(x2; z, kvQ)
x2

+ £ zQ{k) I T*(x/k;z, kvQ) |.
x/x2 < k ^x

Using the trivial bounds

T*(x2; z, kvQ) < x2(\ogx2)z~l and F*(x/k; z, kvd) < (x/k) (\og(x/k))z~l

for x/x2 < k ^ x, and noting that

dT*(u;z, kvQ) e{k$vu)dT*(u\ z, kav/qv)

we arrive at

S*(x;z, v0) x(logx)(1 + Tl)z_1

(97) J»*/A"

+ X *°<*>
'

k ^ x/x2
e(^ßvw)dr*(w;z, kav/qv)

x2

For each k^x/x2,weput ?„(*):= qav(k):=Then T*(u;z,kav/qv) T*(u;z,;av(k)/qv(kandwe may apply
Lemma 6 with A 10/r| to write, whenever x2 < < x,

T*(u;z, kajqv) M(u) + i?(y)
with

U (t) Z
M{u):=£ t\qv(k)<p(t)

Ä(w) « mexp{ - CoGogx)1!73}
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The contribution of R to the integral in (97) may be estimated by partial
summation. We have

Îx/k <?(Arßvw)d/?(w) « - exp{ - c0(logx)i/3} (1 + | ßvx j)
k

X
< - exp{ - Ci (log x)11/3}

k

for a suitable positive constant cx, since | ßv | x ^ (log x)11 by (96). Thus the

total contribution of the remainder term R to the right-hand side of (97) is

xexp{ - CiOogx)^73} Y zQ(k)/k<x/logx
k ^ x/x2

We estimate the contribution of the main term M(u) to the integral
of (97) by considering M(u) as a double summation and bounding all the
summands in absolute value. Moreover, we may also delete in this process
the coprimality conditions appearing in the //-functions. In other words, we

use the inequality between Stieltj es measures

(98) I dM(u) I ^ Y —^—dH(tu/qv(k);z,l).
4vW <p(0

Therefore we obtain

fix/k

e(k$vu)dM(u)
J X2

i V/k
< £ 1)

11 qv(k) CP (0 Jo

I — I
t\qv(k) <p(0 n ^ tx/kqv(k)

l tx
<P(0

t(q){\og2q)2 x
q) -

q k

(,osf)"
'

K)'
by (84) and (96). In the last stage, we have used the bound //(p(/)
^ q/q>(q) < log2q for all t\qv(k). Since x(q) (\og2q)2 < qwe see that
the total contribution of the main term M(u) to the right-hand side

of (97) is
7 Q,(k) / z - 1

< xq 11 'i y (k,q)——log 7
k x/x2 k y k J

7 £2(0 / y \ z~ 1

< xq-% + ^ Y za{d) Y (log—I
d\q k*7ix2d I \ Id)

< xq~l + X[x{q){\ogx)2z~l < q~6x(logx)2z_1
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Inserting this into (97), we obtain the required estimate and this finishes

the proof of the lemma.

Completion of the proof of Theorem 12. We want to apply (81) and hence

need an upper bound for S(x;\y, v0). We select T log 2q* (x; y, 0).

Since q*(x; y, 0) ^ q(x; 0) and #*(x; y, 0) < (logx)*74, we infer from

Lemmas 4 and 7 that we have uniformly for 1 ^ v ^ T, 1 < y < 4,

(99) S* (x; \y, vö) ^ x(log x)y/2~l q* (x; y, 0) "ô

Now

S(x; \y, v0)

- I (L) Q(k)

k

E
k < x

Ix/k

1-

dT* (u\ \y, £v0)

(I v\Q(k) fr
' - T* (x/k; \ y, £v0)

V
+

a:/Ar

\y, kvd^jdu

1 ïx 1I - T*(x/k;\y,kvQ) + — T*(u/k;\y, kvQ)du
k^x X J i

U2

1 f* 1

^ - S* (x; v0) + I — S* (w; ~ j, v0) du
x J x u

By our monotonicity assumptions on q*(x;y, 0) and (99), we have for
1 ^ u ^ x

S* [u; \ y, vO) u(\og2uY2~8)y/A~l{{\ogx)y/A/q""{x\y, 0)}5

Inserting this into the previous bound, we obtain

(100) S(x;\y, vô) < (\ogx)y/2/q*(x; y, Q)8

It follows that, with the value of T given above, we may take in (81), for
all v with 1 ^ v ^ 7",

(101) sv(x,j>; Ä0) := q*(x;y, 0)~5

This is clearly a non-increasing function of x and s* (x, y ; hQ) (\ogx)y/2
is plainly non-decreasing. Therefore we obtain

I U
nCx \4

>\Q("> A (n
(\ogx)yq*{x;y,Q)-*{\og2q*(x-,y,Q)}2

Altering the value of 6, the factor may be deleted.
This yields (79) and finishes the proof of Theorem 12.
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§5. Additive functions

As we noted in the first section, the study of uniform distribution on
divisors of additive functions is made much easier by the fact that the

Weyl sums are multiplicative. Indeed this is the only case when we are able

to achieve estimates for the discrepancy which go beyond the statistical
bound 1/t(h).

We shall prove the following theorem, which provides a simple, but
nevertheless effective criterion. We write for integer v

nrvn 7-/v. V
II vf(P)II2^ ^ v 1 - [COSVTT/Cp) I

(102) Lv(x;f):= 2, Cv(x;/) E >

P^X P p^x P

and note that we have for all x

(103) 4Lv{x\f)<Cv(x;/) <i*2Lv(x;/)

Theorem 13. Let f be an additive function. Then f is erd if*

and only if\

004) (v(0).
P P

Moreover, if this is the case then we have

A(n- f) lv\Q{n) fl e-ycv(x;f)
(105) £ U <0ogx)>U+ E

n \2J [7 î^v^r v

uniformly for x^2, 1, 0 ^ y ^ < 4.

The qualitative result corresponding to this statement (i.e. the
criterion (104)) was first established by Kâtai [18].

By (104) and the lower bound of (103), the expression between curly
brackets tends to zero for suitable T T(x,y). Hence (105) provides, as

described in Theorem 6, a family of effective pp/ estimates for A(n;f)
which may of course be further optimised with respect to y. This process

must lead to a non trivial result since y 1 is admissible.

We give below two applications of Theorem 13, respectively devoted to the

functions f(d) QQ(d) for irrational 0, and f(d) logd. Recovering a

result first obtained independently by Hall and Kâtai, the latter case

furnishes the best known pp I upper bound for the discrepancy for any
function we are aware of, although this falls short of the current conjecture
stated in section 2. The former case provides an example of a function which
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is erd but has the same rate of growth than, and indeed is asymptotically
equal to, a function which is not, namely 01og2n — see Corollary 3.

Actually, if we define Q(n;E) as the number of those prime factors of n

which belong to some set of primes E, then Theorem 13 implies that
QQ(n;E) is erd for all 0 e R\Q if, and only if, lLpeE^//P ~ 00• We t^lus

exhibit erd additive functions with an arbitrarily slow growth.
The effective bounds for A(n; OQ) naturally depend on the rational

approximations to 0. We set Q\(x): ]/log2x/log3x, and define

(106) qfx;0) inf max{<7 ^ Qft) : || Qq || ^ l/Q\(t)}

Then q{(x',§) increases to oo for all irrational 0 and furthermore
<7i(v;0) (log2x)1/2 + 0(1) for almost all 0.

Corollary 10. Let 0 e R\Q. Then the function 0Q(«) is erd
and we have

Corollary 11 (Hall [8]; Kâtai [17]). Let a > (log(4/7t))/log 2

« 0-34850. We have

We now embark on the proof of Theorem 13. That the condition is

necessary is a straightforward consequence of the definition of uniform
distribution on divisors in the form (1). Indeed, suppose that (104) fails to
hold for v ^ 0. Writing F(z; n) := Yd\n,</(</)> 1, we have

(107) A(n ; OQ) < %(n)qx (n ; 0) ~ 1 + 0(1) pp/.

(108) A(n ; log) < t(n)a pp/

2niv I e(vz) (E(z; n) - zi(n))&z

hence

(109) 2tt I v I A(n;f) ^ |gv(^)

Now for all s e]0, 1[, we have

n^x nx{n) p + (n)^xz nx{n) n> x n
P+ (n)^xt

j - 0(e l/2elogx)
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where the O-estimate follows from (94) by partial summation. The product is

I vf(p)v COSJtv/(p)
>exp 1 2.

l Pix*P
^ exp j s > 8 log X

P

by our assumption that the series (104) converges. Inserting this into (110)
and choosing s small enough but fixed, we obtain that the left-hand side is

> log*, whence by (109)

A (n;f)
L > log *

n%x m(n)

This cannot hold if A(n;f) o(x(n))pp (or even pp/), and we obtain
the required necessity assertion.

The sufficiency part of the theorem readily follows from the upper
bound (21) which we recall for convenience: we have uniformly for * ^ 2,

T ^ 1, 0 ^ y ^ y0 < 4,

A{n\ f) ly\Q(/7) (log*)' v 1 v |gv(i) I (y\Q{n)
(111) L " <—-— + L ~ L

n^x ft T V n^x ft \2

The inner n-sum on the right does not exceed

E !i4îLl(r)'""><KP s \<mxye-,c,u,n.
P+(n)^x ft \2] P

Inserting this into (111) yields (105). Taking y= 1 implies A(n;f)
o(2Q(n)) ppl, from which we deduce in turn that A(n;f) o{i(n))ppl

by a familiar argument. Corollary 1 hence implies that / is erd, and this

finishes the proof of Theorem 13.

Proof of Corollary 10. We apply the upper bound (105) of Theorem 13

with y 1. We have

Cv(x; 6Q) (1 - I cos7iv0 |) log2* + ö{ 1)

and need a lower bound for this. For given *, there exist integers a, q with

(a,q) 1, q ^ Qfx) l/log2*/log3 *, and | 6 - a/q | ^ 1 / qQx (*).
Furthermore, we have

(112) q^q i (*; 0)

where the right-hand side is defined by (106). We select T : q/log q, and note
that for v ^ T we have | 0v - av/qv | ^ T/qQfx) ^ \/q\ogq, with

av — av/(q, v), qv q/(q, v). This implies || 0v || ^ (1 /q) - 1 /q log q,
hence, for large *,

1 - I COS 71V0 I ^ (I 712 + o(l))/<72 > (log3*)/log2*
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Inserting this into (105), we arrive at

/I X 1 V A(w;0Q) 1 log# ^ / Y.n\-l + 0(l)
(log x) ~ Y, ^ 1

K ë ; £x n2Qw T log2x

Since qx(x\ 0) is a non-decreasing function of x, this implies (107) and

the proof is thereby completed.

Proofof Corollary 11. Put t (n,0): ï,dl„d">. When log, we have

that gv(n) t(n, 2nv). By lemma 30.2 of [14] we infer that, uniformly for
1 < I 0 I ^ exp]/logx,

£
1 HP,8)1_ J,

Icos^eiog^)! 2
logJ + 0(1)

P^X p P^X P 7C

This is proved by partial summation from a strong form of the prime

number theorem. Thus we obtain that we have uniformly for 1 < v < logx

Cv(x; log) (1 - 2/ log2x + O(l)

Inserting this into (105) with T logx and choosing optimally y
we obtain

/ 4\ Q(n)

A(n;f) < ^(n)(\og2n) 1-1 pp/

for all - oo. This implies the required result by a now standard device.

6. Metric results

In this last section, we investigate the problem of uniform distribution on
divisors from a further statistical point of view, regarding as random not only
the integer n but also the function /. Thus, we define a measure |x on the

set A of all real valued arithmetical function as the inverse image of the

Haar measure on the compact group (R/Z)N by the canonical mapping

/ </). in other words, & is characterised by the property that for all
finite families {Ej : 1 ^j^k} of measurable subsets of the torus R/Z
and for all integers ri\, n2,nk, we have

IX {/ e A: </(«,)> Ej (1 sjy < {[
j= i



194 G. TENENBAUM

where X stands for the Lebesgue measure on R/Z. The only basic property
of ^ that we shall use is the orthogonality relation

Jf 1 if m — n,e(yf(n)-v/(m))dK/) '

n
A 0 if m n

If an arithmetic function behaves statistically, then one expects that the

Weyl sums

gv(n) :£
d I n

and hence the discrepancy A(«;/), will normally have size roughly ]/x{n).
The purpose of the next theorem is to establish that this is indeed the case.

Theorem 14. Let £(«)- oo. For jjl -almost all arithmetic functions

f, we have

(114) A(n; /) < £,(«) (log2 «)3 (x(n))1/2 pp/.

Moreover, the exponent ^ is sharp in this statement.

Proof. The upper bound follows from (24) with y 2, T (logx)2,
namely

1

v A (rvJY
\ogx F 2

(115)
1 log2x 1

+ L -Hv(x~,f),
(logx)3 ]/(logx) io<r v

with

ft"" ' -***"»
2/ k 1 + a

(o : 1/logx)
î i +

We have Hv(x; f) ^ 2h\{x\ f) + 2H\{x\ f) where the m-sum is

restricted to m ^ (log x)3 in h\ and to m > (log x)3 in //J. We note right
away the trivial estimate

H\(x\f) < l/logx log2x

which follows from (6) by partial summation. We deduce from this and (115)

that

(116) S(x\ f) < (log2x)3 + R(x\ f)
with log2x „ 1 tR(x>f):"7== I -//I(x;/).

1/ log X l^v^T V
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Expanding the square and integrating over / with respect to v we get

from (113) thatÎi 1

hUx- f)dix( f) Y Y <l/(logx)2.
A

vi ,J) ^U) tx 2+ ° m>kgx)3 4^)m2 + 2°

Hence

(log 2 x)2
i?(x;/)d|x(/) ^

(log x)5/2

Markov's inequality thus implies that

pif e A:R(2l;f) > 1} < l//2 (/= 1,2,...)

so it follows by the Borel-Cantelli theorem, that for |x-almost all / we have

R{2*\f)<\ (1= 1,2,...)

In view of (116), we see that the estimate S(2l; f) < (log 2/)3 holds

jji-almost surely in / and uniformly for / ^ 1. However, using the trivial
bound A(n; f) ^ x(«), we readily see that

S(x;f) - S(2!;f) < 1 (2^x<2/+1).
This yields that for jx -almost all / and uniformly in x ^ 3, we have

S(*;/M(log2x)3,
which in turn implies (114).

To show that the exponent \ is sharp, we simply use (109) with v 1

in the form

4ti2 I A(n;f)2dv(f) ^ 1 I gi (") |2djx(/) x(n)
Ja JA

where the equality follows from (113). This plainly implies that there is

no a < \ such that A(n; f) < T(n)appl for jx-almost all /: such a bound
is actually false as soon as i(n) is large enough.

The same quadratic mean approach that we used for Theorem 14 yields
metric results for more restricted classes of arithmetic functions. We quote
without proof the following theorem.

Theorem 15. The function d^>Qd is erd for almost all 0 > 1

and the function d^XQd is erd for all 0 > 1 and almost all X.
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More precisely, the corresponding discrepancies satisfy

(117) A(n;f) <x(n)U2 + 0^ pp/,
under the indicated hypotheses, and the exponent \ is sharp.

Theorems 14 and 15 together provide an optimal strengthening of
theorem 5 of Dupain, Hall & Tenenbaum [4].
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