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INTRODUCTION TO MICROLOCAL ANALYSIS ')

by Masaki KASHIWARA

§ 0. INTRODUCTION

0.1. In this lecture, we explain the micro-local point of view (ie. the
B! consideration on the cotangent bundle) for the study of systems of linear
Il differential equations.

0.2. The importance of the cotangent bundle in analysis has been recognized
¥ for a long time, although implicitly, for example by the following con-
§ . sideration.
; We consider a linear differential operator

P(x,0) = Y ax)0* with 0% = (0/0x,)* ... (0/0x,)*

aeN"

for ¢ = (oty, .., ,), and try to find a solution to P(x, du(x) = 0. If we
- suppose that u(x) has a singularity along a hypersurface f(x) = 0, then the
simplest possible form of u(x) is

u(x) = co(x)f(x)" + c () f()" + ..
Then setting P,(x, &) = Y. a,(x)5* we have

|a|=m
0.11)  P(x, Ou(x) = S5—1) ... (s—m+ Deolx)P,(x, df)f(F™ + ..
+ (s+j) . (s+j-—m~+Dcx)P,(x, df)
+ (terms in ¢g, ..., ¢;— 1) f(x)* 7 + ...

Therefore P,(x,df) must be a multiple of f(x) (ie. P, (x,df) = 0 on
M. /(0)). In this case, f~1(0) is called characteristic.

Thus the hypersurface f~'(0) is not arbitrary and the singularity of the
| solution to Pu(x) = 0 has a very special form.
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3 1 Survey lectures given at the University of Bern in June 1984 under the
H sponsorship of the International Mathematical Union.

This article has already been published in Monographie de I'Enseignement Mathé-
matique, N° 32, Université de Genéve, 1986.
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228 M. KASHIWARA

03. If P,(x,&) # 0 for any non-zero real vector &, then P is called an
elliptic operator. In this case, one can easily solve P(x, d)u(x) = f(x) for any
f(x), at least locally. We start from the plane wave decomposition of the
d-function.

()

<x,E>"

(0.3.1) d(x) = const. J
’ sn—1

where (&) is the invariant volume element of the sphere S"~ 1.
By formula (0.1.1), we can solve

1
(<xa E.s> — <) &>)n ’

P(x, 0)K(x, y) =

by setting K(x, y) = ) ¢;(<x,&>— <y, £>)"""*/ and determining c; recur-

sively. Then K(x, y) = const J K(x, y, E)(&) satisfies

P(x, OK(x, y) = 8(x—y)
by (0.3.1).
If we set u(x) = jK(x, ) f(y)dy then u(x) satisfies P(x, du(x) = f(x).

In fact
P(x, Oyu(x) = JP(x, DK(x, y) f(y)dy = J O(x=y)f(Wdy = f(x).

0.4. By these considerations, M. Sato recognized explicitly the importance
of the cotangent bundle by introducing the singular spectrum of functions
and microfunctions [Sato]. For a real analytic manifold M, let <7,, be the
sheaf of real analytic functions and %,, the sheaf of hyperfunctions. Let
n: T*M — M be the cotangent bundle of M. Then he constructed the sheaf
%\ of microfunctions and an exact sequence

0 oy = By 1,6y — 0.

The action of a differential operator P(x, d) on A, extends to the action
on €y, .
- Moreover P: %, — %, is an isomorphism outside

{x,8e€ T*M; P,(x, &) = 0} .
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| 05 In the situation of §0.2, u(x) = ¢o(x)f(x)" + .. satisfies supp sp(u(x))
= {+df(0)} Therefore P,(x,df) must be zero if P(x, du(x) = 0. In fact
otherwise the bijectivity of P: €y — € implies sp(u) = 0.

f 0.6. Such a method of studying functions or differential equations locally
on the cotangent bundle is called microlocal analysis. After Sato’s discovery
| of microfunctions, microlocal analysis was studied intensively in Sato-Kawai-

! Kashiwara [SKK].

3 Also L. Hérmander [H] worked in the C*-case. Since then, microlocal
{ analysis has been one of the most fundamental tools in the theory of

linear partial differential equations.

§ 1. SYSTEMS OF DIFFERENTIAL EQUATIONS (See [O], [Bjl)

1.1. Let X be a complex manifold. A system of linear differential equations
{ can be written in the form

; No
(1)) S P =0, i=1,2.N,.
. j=1

Here u,, .., uy, denote unknown functions and the P;;(x, 0) are differential
- operators on X. The holomorphic function solutions of (1.1.1) are simply
§  the kernel of the homomorphism

(1.1.2) P:0% - 0%

which assigns (v , .., Uy,) t0 (Uy, ., Uiy, ), Where v; =} Pyj(x, O)u;.

1 Let us denote by 2y the ring of differentiall operators with holo-
morphic coefficients. Then

(1.1.3) P: 9% > 9%

given by (Q;, .., Qn,) to (2Q;P;, .., ZQ;Piy,) is a left Py-linear homo-
: f“ morphism. If we denote by .# the cokernel of (1.1.3), then .# becomes a
left @y-module and Homg, (M, Ox) is the kernel of (1.1.2). This means
that the set of holomorphic solutions to Pu = 0 depends only on /.
For this reason we mean by a system of linear differential equations
a left 24-module. ‘
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1.2. Let us take a local coordinate system (x,,..,x,) of X. Then any
differential operator P can be written in the form

(1.2.1) P(x,0) = ¥ a (0"
aeN"
where 0* = dl*//ox% ... ox*, |o| = o; + .. + o, and the a/x) are holo-

morphic functions. For j € N, we set

Piv8 = ¥ (e,
al=j
where & = £3'.. &y, and we call {P;(x, &)} the total symbol of P. The
largest m such that P,, # 0 is called the order of P and P, is called the
principal symbol of P and denoted by o(P).
Let us denote by T*X the cotangent bundle of X, and let

(X1 5 ooy X3 &1 5 v Ep)

be the associated coordinates of T*X. It is a classical result that if we
consider o(P) as a function on T*X, then this does not depend on our
choice of the local coordinate system (x,, ..., X,).

1.3. Let M be a real analytic manifold, and X its complexification, e.g.,
M=R"cX =C" Let P be a differential operator on X. When
o(P) (x, &) # 0 for (x, &) e R"” x (R"\{0}), P is called an elliptic differential
operator. In this case, we have the following result.

ProrosiTiON 1.3.1. If u is a hyperfunction (or distribution) on M
and Pu is real analytic, then wu is real analytic. More precisely if we
denote by </ the sheaf of real analytic functions on M and by X%
(resp. Db) the sheaf of hyperfunctions (resp. distributions) on M, then
P:RB|A — B/A (resp. P:Db/d — Db/l ) is a sheaf isomorphism.

This suggests that if o(P)(x,&) # 0, we can consider the inverse P!
in a certain sense. Since (x, &) is a point of the cotangent bundle, P!
is attached to the cotangent bundle.

In fact, as we shall see in the sequel, we can construct a sheaf of rings
&x on T*X such that 9y < n,Ex, where n is the canonical projection
T*X — X. Moreover if P € 9y satisfies o(P) (x, §) # 0 at a point (x, ) € T*X,
then P~ ! exists as a section of &y on a neighborhood of (x, &).

This can be compared to the analogous phenomena for polynomial
rings, as shown in the following table.
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C[x;, s Xn] Dy
C" ’ T*X
the sheaf O¢» of

holomorphic functions Ex

§ 2. MICRO-DIFFERENTIAL OperATORS (See [SKK], [Bjl, [S], [K2])

71. Let X be an n-dimensional complex manifold and let my: T*X —» X

{ be the cotangent bundle of X. Let us take a local coordinate system

‘ (xy, - X,) Of X and the associated coordinates (Xy, .., Xn> &1 - g,) of T*X.
For a differential operator P, let {P;(x, &)} be the total symbol of P as in

i § 1.2. We sometimes write P = XP;(x, 0).
Let Q = 2Q;(x, 0) be another differential operator. Set S = P + Q and

'R = PQ. Then the total symbols {S;} and {R;} of R and S are given
I explicitly by

1 21 S; =P+

!

212 R = ) —(0%P;) (0520
| e o

where 0 = (0/08)" .. (8/08, )y~ and 0% = (9/0x)*" ... (0/0x,)™"
B The total symbol {P;(x, )} of a differential operator behaves as follows
} under coordinate transformations. Let (xy, ..., X,) and (X}, .., X,;) be two local

1 coordinate systems. Let &, . &) and €, .., §,) be related by

_ 0%,
R & = Z &7
] , J T 0%y
% L€, (Xgs e X3 E1» s &) aDd (Xg 5 oes %€, .,E,) are the associated local
coordinate systems of the cotangent bundle T*X. Let P be a differential
§ operator on X and let {P;(x, £)} and {P;(%,E)} be the total symbols of P
#% with respect to the local coordinate systems (X;,.. X,) and (X, .. X,),

respectively. Then one has

BB P% Y

<B gux> .. < 0%x>08 T WPi(x, §).
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Here the indices run over jeZ, veN, «,,..,a,€N" such that k
Loty |, |0, | = 2andl=]+v—|a1|— —lavl.ForBeN",<E,6§£>§
denotes Z E0°%;. ' 1

2.2. The total symbol {P;(x, &)} of a differential operator is a polynomial ]
in & We shall define microdifferential operators by admitting P; to be
holomorphic in E.

For A € C, let Or,x(A) be the sheaf of homogeneous holomorphic functions |
of degree A on T*X, i.e. , holomorphic functions f(x, &) satisfying ]

(X8;0/08;—Nf(x,8) = 0.
Definition 2.2.1. For AeC we define the sheaf &x(A) on T*X by ’
Q> {(Poey5, D)jens Pry € T(Q; Opyulh—)) ‘

and satisfies the following conditions (2.2.1)}

(2.2.1) for any compact subset K of Q, there exists a Cx > 0 such that
3111<p|P,L_j|<Cgf(j!) forall j>0. |

Remark. The growth condition (2.2.1) can be explained as follows. For :
a differential operator P = XP;(x, d), we have

I .
P(x, 0) (<x, &> +p)* = ZP;(x, é)r(tl—(—;l)'i‘l)(<x’ E>+pH7.

For P = (P,_;(x, £)) € &(\) we set, by analogy

I'(p)
Fp—A+j+1)

P(<x,E> +pt = pr—j(X, £) (<x,E>+pHr*ti.

Then the growth condition (2.2.1) is simply the condition that the right
hand side converges when 0 < | <x,E> + p| « 1.

Now, we have the following

ProrosiTion 2.2.2 ([SKK], Chap. II, § 1, [Bj] Chap. 1V, § 1).
0) &x(A) contains Ex(A—m) as a subsheaf for me N.

(1) Patching by rule (2.1.3) under coordinate transformatlons Ex(A) becomes §
a sheaf defined globally on T*X.
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§ (2) By rule (2.1.1), &x(A) isa sheaf of C-vector space on T*X.
j (3) By rule (2.1.2), we can define the “product” homomorphism :
600 ® &x() — Ex ),
c

which satisfies the associative law.

(4) In particular, &x(0) and &x = U &(m) become sheaves of (non

meZ

commutative ) rings on T*X, with a unit.
The unit is given by (P;(x,£)) with P; =1 for j=0 and P;= 0
W for j#0. ‘

We define the homomorphism
& o)1 Ex(N) = Opx(M)
§§ by (Pk—j)HPx-

Then, o, is a well-defined homomorphism on T*X (i.e. compatible with
5 .
B coordinate transformation) and we have an exact sequence

0> Ex(h—1) > Ex(1) 3 Op,x(¥) = 0.
i Now we have the following proposition, which says that the ring &y

B is a kind of localization of .

r PRroOPOSITION 2.2.3.
() For Pe&M)) and Qe &), we have o, (PQ) = o,(P)5,(Q).

B () ((SKK] Chap. II, Thm. 2.1.1) If Pe&() satisfies o,(P)(g) # 0 at
1 ge T*X, then there exists Qe &(—MA) such that PQ = QP = 1.

The relations between &y and 2, are summarized in the following
theorem.

THEOREM 2.2.4 ([SKK], Chap. II, § 3).

W () &y contains n”'Dy as a subring and is flat over n”'Dy.

(i) &Exlr%x =~ Dx, where TXX is the zero section of T*X.
| (i) For a coherent ZDy-module M, the characteristic variety of M

coincides with the support of &y & mnx'AM.

-1
ny Dx.
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§ 3. THE ALGEBRAIC PROPERTIES OF & (See [SKK], [Bj])

3.1. In the preceding section, we introduced the notion of micro-differential

operators. The ring & of micro-differential operators has nice algebraic pro- |

perties similar to those of the ring of holomorphic functions.
Let us recall some definitions of finiteness properties.
Definition 3.1.1. Let o/ be a sheaf of rings on a topological space S. |

(1) An o/-module .# is called of finite type (resp. of finite presentation)
if for any point x € X there exists a neighborhood U and an exact
sequence 0 « M |y < AP |y (resp. 0 « M|y « AP|y « L)

(2) A is called pseudo-coherent, if any submodule of finite type defined on
an open subset is of finite presentation. If .# is pseudo-coherent and of |
finite type, then ./ is called coherent. '

(3) A is called Noetherian if ./ satisfies the following properties:
(a) A is coherent.

(b) For any x e X, .4, is a Noetherian «/,-module (i.e. any increasing
sequence of &7, -submodules is stationary).

() For any open subset U, any increasing sequence of coherent
(.« | y)-submodules of ./ |, is locally stationary.

As for the sheaf of holomorphic functions, we have

THEOREM 3.1.1 ([SKK] Chap. II, Thm. 3.4.1, Prop. 3.2.7). Ler T*X
denote the complement of the zero section in T*X.

(1) &x and &x(0) are Noetherian rings on T*X.
(2) &x isflat over n 19,

(3) Ex(M)|f4x is a Noetherian &x(0)| ¢, x-module.
(4) For peT*X, &x(0), is a local ring with the residual field C.

(5) A coherent &y-module is pseudo-coherent over & 4(0).

§4. VARIANTS OF & (See [SKK], [Bi], [S])

4.1. We have defined the sheaf of rings & However we can introduce
other sheaves of rings, similar to &, which makes the theory transparent.
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42 The sheaf & = lim &/&(—m) is called the sheaf of formal micro-
m:N

differential operators. This is nothing but the sheaf similar to &, obtained
. by dropping the growth condition (2.2.1).

43. We can define the sheaf & of micro-differential operators of infinite
d order ([SKK]). For an open Q = C", we set

T(Q; 6%) = {(pjiezs Py € T(Q; Oryx()))
satisfying the following conditions (4.3.1) and (4.3.2)}.

: (43.1) For any compact set K < Q, there is a Cx >0 such that
| sup | p;| < Cgl(—j)!forj < 0.
K

, (4.32) For any compact set K = Q and any & > 0, there exists a
: Ck.. > 0 such that
e
sup | p;| < Cyorr for j>1.
K j!

8 44, We can also define the sheaf &% on T*X by #"(u (0F:%)). (See
‘ [KS] Chap. II, [SKK]). Here n = dim X, 0%." is the sheaf of holomorphic
forms on X x X which are n-forms with respect to the second variable,
and p, is the micro-localization with respect to the diagonal set of X x X
. (See [SKK] Chap. II for the details).

', 45. We have &y < €2 < &%, &y = 4. Moreover, £2, &% and &y are
faithfully flat over &y. The sheaf &y is Noetherian. The sheaf &% contains

&4(\)’s compatible with the multiplication.

4.6. If we denote by v the projection map T*X — T*X/C*, then Riy &% = 0
forj # 0 and &° = y~ 'y, &R,

§47. In [SKK], &, &, and £ are denoted by #, ? and 2.

14.8. To explain the differences between &, £, &® and &, we shall take the
following example. Let X be a complex manifold and Y a hypersurface of X.

We shall take local coordinates (x,, .., x,) of X such that Y is given by
X, = 0. The Py-module Dy/PDyx; + ) Dy0; is denoted by Byx. Set

i>1
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(gnx = & _% «@nx,(gﬂx = gx? (gnx,

(g;olx = éa;{o ;@ (gylx and (gl}le == gRX;’@ (gYIX'

Then we have, setting p = (0, dx;), xo = 0
Cyix,p = {a + blogx;;ae0x . [1/x,],be Oy, xo}/(OX, X0

= (Ox,x[1/%11/Ox, x)) ® Ox, x4
(gnx,p = {a + blogx;;a€e Oy, [1/x,], b€ @xw, %0}/ Ox, xo
= (Ox, xo[1/%11/0x, ) ® Oxjy,x, -
Here @le - li}_n Ox/xTOy is the sheaf of formal power series in the

x,-direction.

;OIX,p = {a + blOg xl;ae(j*i_l(OX)xos bE@X,xo}/(pX,xo
where j is the open embedding X\Y < X.
€., = lim OU)/0, , -

U
Here U ranges over the set of open subsets of the form

{xeX;|x|<éeRex, <elmuxg}.

4.8. If we use &%, the structure of &-modules becomes simpler. We just
mention two theorems in this direction.

- Tueorem 4.8.1 ([KK] Thm. 5.2.1). Let A/ be a holonomic & x-module.
Then there exists a (unique) regular holonomic &x-module M., such that

E° Q@ MZE®Q My
. Ex

Ex

TueoreMm 4.8.2 ([SKK] Chap. II, Thm. 5.3.1). Let X and Y be
complex manifolds and let T%Y be the zero section of T*Y. If M
is an &y« y-module whose support is contained in T*X x TYY, then there
exists a (locally) coherent &x-module ¥ such that

g;(oxY ® ﬂgé{’;{oxY ® (g®@Y)

Exxy Exxy

Here & denotes the exterior tensor product. (See § 8).
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§5. THE VANISHING CYCLE SHEAF

1 51. Let M be a real manifold and f: M — R a continuous map. For a
b sheaf # on M, #%-1x+(F) | ;-1 1s called the (j-th) vanishing cycle sheaf
b of #. Here R* = {teR;t > 0}. This measures how the cohomology groups
of # change across the fibers of f. Its algebro-geometric version is studied

é by Grothendieck-Deligne ([D]).

52. Let (X, Oy) be a complex manifold. Let f: X — R be a C®-map and
consider the vanishing cycle sheaf #7%-1g+(0x) | s-1(0)- Let s be the section
. of £71(0) » T*X given by df. Then we have

siri - Ak

s e

{  PROPOSITION 52.1 ([KS1] §3, [K2] §4.2). #%-1+(0x)| s-10) has a
i structure of an s~ '& y-module.

| Let P be a differential operator. If o(P) does not vanish on s(f ~10)),
} then P has an inverse in s~1&, by Proposition 2.2.3. Therefore we obtain

COROLLARY 5.2.2. If o(P)|sr-10) # 0, then
P: #%-13+(0x) | s-10) = K- 1@ (O0) | s-10)
is bijective.
53. More generally, let .# be a coherent Zx-module, and set
| F' = R#tomg (M, Oy).
‘é Then the preceding corollary shows that
R[ ;- ge(F )| po10) =0 if  s(f70) 0 Ch(lt) = @ .

Here Ch.# denotes the characteristic variety of /.

54. To consider vaniShing cycle sheaves is very near to the “microlocal”
consideration. In this direction, see [K-S2].

§ 6. MICRO-DIFFERENTIAL OPERATORS
AND THE SYMPLECTIC STRUCTURE ON THE COTANGENT BUNDLE

| 6.1. The ring &4 is a non-commutative ring. This fact gives rise to new
phenomena which are not shared by commutative rings such as the ring of

T N AN K 2555 55T G 2 2 2 5

18
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holomorphic functions. They are also closely related to the symplectic
structure of the cotangent bundle.

6.2. Let us recall the symplectic structure on the cotangent bundle.

Let Oy denote the canonical 1-form on the cotangent bundle T*X of a
complex- manifold. Then dBy gives the symplectic structure on T*X. The
Hamiltonian map H: T*T*X) 5 T(T*X) is given by

(6.1.1) <m,v> = <db;,vAH(M)> for neTXT*X)
and ve T(T*X).

For a function { on T*X, H(df) is denoted by H, and the Poisson §
bracket {f, g} is defined as Hg). If we denote by % the Euler vector
field (i.e. the infinitesimal action of C* on T*X), then we have "

X = H(—0,).

With a local coordinate system (x,, .., x,) of X and the associated local
coordinate system (x;, ..., X,; &y, ..., &,) of T*X, we have ‘

ex = Z&_,dej ¥

dby = Zdéjdxj ’
H: dE_U. — 6/axj, dxj — —a/a&j

0
9[=Z§ja—¢g

{f.9} = Z(ag}. 0x; B 0&; axJ').

6.3. This structure is deeply related to the ring of micro-differential operators.
The first relation between them appears in the following

PrROPOSITION 6.3.1. For Pe &) and Qe &(p), set
[P,Q] = PQ — QP (A +p—1).
Then
Gseu [P, 0]) = {51(P), 5,(Q)}




€x
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An analytic subset V of T*X is called involutive if fly = gly =0

implies {f, g} |y = 0.
The following theorem exhibits a phenomenon which has no analogue
§ in the commutative case.

THEOREM 6.3.2 ([G]). Let # be a coherent &x-module defined on an
E  open subset Q of T*X and let ¥ be a £x(0)|g-module which is a

union of coherent & x(0)-modules. Then V = {peQ; & isnot coherent over

£4(0) on any neighborhood of p} is an involutive analytic subset of Q.

: COROLLARY 6.3.3 ([SKK] Chap. II, Theorem 5.3.2, [M]). For any
¥ coherent &x-module M, Supp M is involutive.

Since any involutive subset has codimension less than or equal to

§  dim X, we have

COROLLARY 6.3.4. The support of a coherent & x-module has codimension
< dim X.

After some algebraic calculation, this implies

THEOREM 6.3.5 ([SKK] Chap. II, Theorem 5.3.5). For any point p e T*X,

., has a global cohomological dimension dim X.

~ 6.4. An analytic subset A of T*X is called Lagrangean if A is involutive

¥ and dim A = dim X. A coherent &x-module is called holonomic if its support

- is Lagrangean.

§ 7. QUANTIZED CONTACT TRANSFORMATIONS

~ 7.1. In the previous section, we saw that the symplectic structure of
§ 7T*X is closely related to micro-differential operators via the relation of

. commutator and Poisson bracket. In this section, we shall explain another
% relation.

1 Definition 7.2.1. Let X and Y be complex manifolds of the same
' dimension. A morphism ¢ from an open subset U of T*X to T*Y is
| called a homogeneous symplectic transformation if @*0, = 0.

e A b
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We can easily see the following

(7.2.1) If ¢ is a homogeneous symplectic transformation, then ¢ is a local
1isomorphism and is compatible with the action of C*.

(7.22) Assume Y = C” and let (y,, ..., ¥,; N1, - Nn.) b€ the coordinates of
T*Y, so that 8, = Y ndy;.

Set p; = ;o @ and g; = y; o ¢. Then we have

(723.1) {p;, o} = {g5- a4} = 0, {pj» s} = d;xforjk = 1,..,n.

(7.2.3.2) p; is homogeneous of degree 1 and g; is homogeneous of degree 0
with respect to the fiber coordinates.

(7.2.4) Conversely assume that functions {q;, -, ¢,, P1> - Ps} o0 U = T*X
satisfy (7.2.3.1) and (7.2.3.2). Then the map ¢: U — T*Y, given by

Usx (ql (X), ] Qn(x)a P (X), sne3y pn(x)) € T*Y s

is a homogeneous symplectic transformation. We call (q,, .-, gu; P15 - Pn)
a homogeneous symplectic coordinate system.

THeoreM 7.2.2 ([SKK] Chap. II §3.2, [K2] §24, [Bj] Chap. 4 §6).
Let @:T*X D U — T*Y be a homogeneous symplectic transformation,
let py beapoint of U and set py = ©(px). Then we have

(@) There exists an open neighborhood U’ of pyx and a C-algebra
isomorphism ®: @ 1&y|y = Ex|y (wecall (@, ®) aquantized contact
transformation ).

(b) If ®:9 &y — Ex|ly is a C-algebra homomorphism ‘then for any
m,® gives an isomorphism @ 'EWm) > Ex(m)|y. Moreover the
following diagram commutes :

le

@~ Ey(m) Ex(m) |y
l Om ’ l Om

¢_1(97*y(m) 3 @T*Y(m)l U

(c) Let ® and @ be two C-algebra homomorphisms ¢ '8y — &x|y-




i
2

)

;’ condition ®(Q) = Q fort = 0.

X =C'""={tx)eC x C",

ok scadbadou ST A S PR MNPt
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Then there exist L e C, aneighborhood U’ of px and PeT(U; &x(V)

| such that o,(P) is invertible and

'(Q) = POQP~  for Qe ¢ 'ylu -
Moreover A is unique and P is unique up to constant multiple.

(d) Let Y = C" andlet U be an open subset of T*X.
If P,el(U;é&x(1) and Q;eT(U; 6x(0) (1<j<n) satisfy

(7-2-5) [Pj,Pk] = [Qja Qk] =0
[Pjan] = 8jk

then there exists a unique quantized contact transformation (@, ®) such that

(P(p) = (GO(Ql) (p)= ees 0-O(Qn) (p)’ Gl(Pl) (p)a wees G1(Pn) (p)) H

l and <D(y1) = Qj’q)(ayj) = PJ"

We call {Qy, ., Qu, Py, ... P,} quantized canonical coordinates.

73. We shall give several examples of quantized contact transformations.

Example 7.3.1. 1f P(d) is a constant coefficient micro-differential operator

| of order 1, then

(x1+ [P, x11, X3+ [P, X1, s X+ [P, X,], Oy, s s Oy,

l  gives quantized canonical coordinates.

Example 7.3.2. More generally if P is a micro-differential operator of

- order 1 and exp tH,, exists, then exp tP gives a quantized contact trans-

? : : . d
1 formation ®,, by solving the equation I ®,(0) = [P, ®,(Q)] with the initial

Example 7.3.3. (Paraboloidal transformation [K2] p. 36). Set

Q = {(t,x;7,& e T*X ;1 # 0}, G = Sp(n; C)

= {geGL(2n; C);'gJg = J} with J =< ? (1))

B o .
For g = (Y S)E G, let ¥, be the quantized contact transformation

‘i
| |
given by 3
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2. > 0f, — B,
X v0,0, ! + 8x
0, — 0,

1
t—t + §{<ax,tya(3x> 0,72+ <0,,"yBx> 0, !

+ <'yBx,0,> 4, ' + <x,"8Px>}.
Then we have ¥, ¥,, = ¥

gi92 °

§ 8. FUNCTORIAL PROPERTIES OF MICRO-DIFFERENTIAL MODULES
-(See [SKK])

8.1. External Tensor Product.

Let X and Y be complex manifolds and let p; and p, be the projections
T*XxY)— T*X and T*X x Y) —» T*Y, respectively. Then &y contains
pi'6x ® p; '€y as a subring. For an &y-module .# and an &y-module A,

C

we define the &y xy-module A4 & A by

(8.1.1) MO N = Exxy ® il @ p;tH).
-1 -1 c
p1 éx 63 p2 ¢y
Then one can easily see

ProPosITION 8.1.1.
() M & N isan exact functor in M and in N and Supp (ARN)
= Supp A4 x Supp N
G) If M is &Ex-coherent and N is &Ey-coherent, then * M & N s
& x x y-Coherent.

8.2. For a complex submanifold Y of a complex manifold X of codimension |/,
the sheaf lim &xt} (Ox/ #™ Ox) has a natural structure of Zy-module,

m

which is denoted by %y x. Here # is the defining ideal of Y. The homo-
morphism Oy — Extg,(Oy, Q%) — Q% ® By x gives the canonical section
Ox

oY, X) of Q% ® AByx- If we take local coordinates (x, .., x,) of X such
Y

that Y is defined by x;, = ... = x; = 0, then we have
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Byx = DY, Dxx; + Z Dx0; -
j=sl
If we denote by & the canonical generator of the left hand side, then
- oY, X) corresponds to dx; A .. A dx; ® d. We set
(ngX =6y ® n—lgnx-

t12x

Therefore locally we have

Gox = 6x Y, Exxj + L Ex;-

| ~ Then %y)x 1s a coherent & x-module whose support is T7X.

8.3. For an invertible Gy-module ¥, & ® Ex ® £® 1 has a natural

Ox Ox
structure of sheaves of rings, by the composition rule

RPRs® 1o (sQQRs® ) = s Q@ PQQs® 1

for an invertible section s of & and P, Q € 6.
Then the category Mod (x) of left &x-modules and the category
Mod (& ® Ex ® PO of left (¥ ® &x @ L® )-modules are equi-

Cx Ox Ox

valent by the functor

Mod (64) 3 - /ZHﬁ@ﬂEMOd(Q@é’X@g@ .

Ox Ox

l 34 Let oy be the canonical sheaf on X, ie. the sheaf of differential
1 forms with top degree. Let a be the antipodal map of T*X, ie. the
B multiplication by — 1. Then we have the anti-ring isomorphism.
(8.4.1) 0y RExRQ S S a18y.

Ox Ox
- This homomorphism is given by using a local coordinate system (x, ..., X,)
§ s follows. For P = Y P{x,d)e &x we define P* = ) P¥(x, d), called the
 formal adjoint of P ([SKK] Chap. II, Th. 1.5.1), by

S

842) P~ = 3 1 0WIPfcD).
Jiel:l"u

| This is well-defined and satisfies

(8.4.3) (P¥)* = P
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(8.4.4) (PQ)* = Q*pP* .
Then the isomorphism (8.4.1) is given by
(8.4.5) dx @ P ® (dx)® ! P*

where dx = dx; AN .. A dx, € ®wy. This is independent of coordinate trans-
formations.

8.5. The isomorphism (8.4.1) can be explained as follows. Let Ay be the
diagonal set of X x X, and let p; be the j-th projection from T% (X x X)
to T*X for j = 1,2. Then the p; are isomorphisms and p,op;' = a.
Let g; be the j-th projection from T*(X x X) to X(j=1, 2). Then c(Ay, X x X)

gives the canonical section of g, '®y ® Fayxxx- Since B xxx is a
-1
92 Ox
p 1 *€x-module, this section gives a homomorphism

piléx = q; oy @ (gAX|X><X
42 0x
It turns out that this is an isomorphism and the right multiplication of

Oy on & corresponds to the Oy-module structure of g5 oy, ® € Ax|X x X

-1
. . q2 Ox
via ¢, . Thus we obtain

()" ® Ex @0 NS q1 oy ® Caxixxx -
Ox Ox ‘11 (9x
This last being isomorphic to p; '€y, we obtain
Oy @ Ex @ wF ' S piprtEx ~aEx.

Ox Ox

8.6. By 8.3 and 84, if ./ is a left &y y-module for an open set U of
T*X, then oy ® a™ '/ is a right (& x|,y)-module.
, byl

8.7. For a left coherent é”x-module M, Exth (M, Ey) is a right coherent
&x-module. Therefore &xt} (M, &) ® 0P ! is a left &x-module by §8.6.

If ./ is holonomic then &xt% (A, €X) = O for j # n = dim X (See [SKK],
[K1]). Set M* = &xthy (M, Ex) @ @3~ 1. Then A* is also a holonomic
Ox

& x-module.
We call #* the dual system of .#. We have A** = M, and M — M*
is an exact contravariant functor on the category of holonomic & y-modules.




MICROLOCAL ANALYSIS 245

&
|

88 Let X and Y be complex manifolds, and let p,: T*X xY)— T*X
§ and p,: THX xY) -~ T*Y be the canonical projections. Let p% denote
| p,oa Let A be a left &y.y-module defined on an open subset of
| T*(X x Y). Then, by §8.6, oy ® A has a structure of (p;'€x,p5 "Ey)-
g o

bi-module. For an &y-module A,

ﬂ=P1*(((DY((OX)9{) 181) Pg_lv/‘/)

g p2 6y
" has a structure of &x-module. We have the following

1 TuroreM 8.8.1. Let Q, Uy and Uy be open subsets of T*X xY),
| T*X and T*Y, respectively. Let A be a coherent (Exxy|q)-module and

V& acoherent (&y|y,)-module. Assume
I i) py:pitUx 0 Supp A Aps tSupp &/ - Uy is a finite morphism.

Then we have

: a—1 _
| @ 7o o (O @X.p5 ")y tux = 0 for j#0.

(b) M = Py @A) ® ps 'A) |y, is a coherent &x-module.
Oy -1

a
p2 &y

| (¢ Supp.# = Uy py (Supp X np5 " Supp A).

We denote py(0y ® ) & ps~ ' A) by J A o N
Oy Y

a—1
p2 €&y

3 89. Let f:X — Y be a holomorphic map and let A, be the graph of f,
ie. {(x, f(x)) e X x Y;xe X}, then A = €u xxy is a coherent &y x y-module
§; whose support is Tx(X xY). Now let ® be the canonical map X x T*Y

{
g > T*X and p the projection X x T*Y. Then we have the following
§. diagram

T*X & X x T*Y Lt T*Y
Y

& (8.9.1) id | 2 | id.
T*X «— T (X xY) - T*Y
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We set &y.y = Oy ® €4, xxy and consider this as a sheaf on X x T*Y
Oy . Y

by the above isomorphism. Then &4,y is a (® ~'&y, p~ '&y)-bi-module.
For an &y-module A,

J'f ° </‘/‘ = R(T)*p_l(éax_,y ® p_lc/V‘).

p~léey

We shall denote this by f*.A4" and call it the pull-back of A4". Then
Theorem 8.8.1 reads as follows.

THEOREM 8.9.1. Let Uy and Uy be open subsets of T*X and
T*Y, respectively. Let A be a coherent (&y|y)-module. Assume

i) p;'(Supp &) N &; (Uy) - Uy is a finite morphism.

Then we have

-1
(@) Tor?t ¥ (Exy, /) = 0 for j#0.

b) M =& (Exoy @ p;rA)|u, isacoherent &x-module.
-1
pf 6y

(c) SuppM = &,p;"' Supp &/ N Uy.

8.10. Similarly let g: Y — X be a holomorphic map and let A, be the
graph of g, ie. {(g(y),y)€ X x Y;ye Y}. Then we have the isomorphisms

Pg Bg

T*X - Y x T*X - T*Y
(8.10.1) || 2 | id.
| T*X <  Ti(XxY) T*Y

—
a
p2

We set &xcy = 0y @ €5, xxy and regard this as a sheaf on Y x T*X.
0 X

Then Ex.y is a (p~ &y, ® ~1&y)-bi-module. For an &y-module 4 we have

J%Aguxy"«/‘/ = RP*GJ—I(gX«Y ® & 'AH).

(’f)—lény

We shall denote this by j/V . Then Theorem 8.8.1 applies to this case
’ - o

and we have
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| TueoreMm 8.10.1. Let Uy and Uy be open subsets of T*X and
d T*Y, respectively. Let A" be a coherent (€y| y,)-module. Assume

@) p,i®y (Supp A) N p, (Ux) > Uy is a finite morphism.

Then we have

| !

I (a) TorP “¥(Exey,®,'N) =0 for j#0.

(b)) M = puExcy Q? ®, ' A)|uy isacoherent & x|y ,-module.
G)g Sy

(©) Supp A = p, (B, " Supp &/ NUy).
§9. REecuLArITY ConDITIONS (See [KK], [K-O])

9.1. Let us recall the notion of regular singularity of ordinary differential
equations. Let P(x,d) = Y a;(x)0' be a linear differential operator in one

jsm
variable x. We assume that the aj{x) are holomorphic on a neighborhood of
x = 0. Then we say that the origin 0 is a regular singularity of Pu = 0 if

(*) Ordx=0aj(x) 2 Ordx=0'am(x) - (m _]) .

 Here ord,_, means the order of the zero. In this case, the local structure

of the equation is very simple. In fact, the Zx-module Px/PxP is a direct
sum of copies of the following modules:

Ox = 9x/9x0, Bioyx = Dx/Dxx, Dx/Dx(x0—N""1  (AeC, meN),
Dy Dx(x0)""1x (meN), Dy Dx0(x0)" 1 (meN) .

| If we denote by u the canonical generator, then we have Pu = 0.
1 By multiplying either a power of 0 or a power of x, we obtain

i b{x) (x0Yu = 0
i=0

. . , o . N-1 . '

§ with by(x) = 1. Hence # = Y O(xdYu = ) O(xdYu is a coherent @-sub-
B j=0 i=0

§. module of ./ which satisfies (x0)F < #. We shall generalize this property

B. to the case of several variables.

B 02 et X be a complex manifold, Q an open subset of T*X and V
a closed involutive complex submanifold of Q. Let us define
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Fv = {ueé)|q; oyP)|y = 0}

and let &, be the subring of &y|, generated by #,. For a coherent
&x-module #, a coherent sub-&y(0)-module & of 4 is called a lattice of
M M = ExF. The following proposition is easily derived from the fact
that &(0) is a Noetherian ring.

ProPOSITION 9.2.1 ([K-O] Theorem 1.4.7). Let .# be a coherent
&x | g-module. Then the following conditions are equivalent.

(1) For any point peQ, there is a lattice M, of M on a neigh-
borhood of p suchthat gy Mo = M,.

(2) For any open subset U of Q and for any coherent &(0)-submodule &
of M|y,EyL iscoherent over £0)|y.

Definition 9.2.2. If the equivalent conditions of the preceding proposition
are satisfied, then we say that .# has regular singularities along V.

Remark that if .# has regular singularity along V, then the support of .#
is contained in V. Let us denote by IR, () the set of points p such that
A has no regular singularities along ¥ on any neighborhood of p.

The following theorem is an immediate consequence of Gabber’s
Theorem 6.3.2.

THEOREM 9.2.3.  IRy(.#) is an involutive analytic subset of M.

In fact, if we take a lattice .#, of #, then T*X\IR(.#) is the largest
open subset on which &,.#, is coherent over &(0).

9.3. If an &-module .# has regular singularities along an involutive sub-
manifold V then .# is, roughly speaking, constant along the bicharacteristics
of V. More precisely, let Y and Z be complex manifolds and X = Y x Z.
Let zo € Z and let j be the inclusion map Y ¢ X by y > (y, z,). Then we
have

THEOREM 9.3.1. Let .# be a coherent &x-module. Assume that M
has. regular singularities along T*Y x T%¥Z. Then . is isomorphic to
xR 0,.

Note that any involutive submanifold V of T*X with 04|, # 0 is
transformed by a homogeneous symplectic transformation to the form
T*Y x T%Z.
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9 4. Noting that any nowhere dense closed analytic subset of a Lagrangean
| variety is never involutive, Theorem 9.2.3 implies the following theorem.

! THEOREM 9.4.1. Let . be a holonomic & s-module. Then the following
condltzons are equivalent.

(1) There exists a Lagrangean subvariety A such that M has regular
| singularities along A.

(i) For any involutive subvariety A which contains Supp M, M has
! regular singularities along A.

(111) There exists an open dense subset Q of Supp /A such that M
has regular singularities along Supp 4 on Q.

; If these equivalent conditions are satisfied, we say that ./ is a regular
| holonomic & y-module.

The following properties are almost immediate.

THEOREM 9.4.2.

i () Let 0— M — M — M"— 0 be an exact sequence of three coherent
& y-modules. If two of them are regular holonomic then so is the third.

(i) If M is regular holonomic, its dual M* is also regular holonomic.

1 We just mention another analytic property of regular holonomic modules,
~ which generalizes the fact that a formal solution of an ordinary differential
l equation with regular singularity converges.

{ TueoreM 9.4.3 ([KK] Theorem 6.1.3). If .# and A are regular
* holonomic ~ &x-modules, then &xth (M, N) — Extl (M, &y @ N) and
| Ex

1 Extly (M, N) > Extl (M, EF & N) are isomorphisms.
; A Ex

§ 10. STRUCTURE OF REGULAR HOLONOMIC &-MODULES
(See [SKK], [KK])

"x* 10.1. Let A be a Lagrangean submanifold of T*X. We define ¢, and
b &, asin §9.2. ;
* Then &5(—1) = &4+ &(—1) is a two-sided ideal of &, and E,/EA(—1) |
 is a sheaf of rings which contains 0,(0) = &(0)/#A(—1), the sheaf of
homogeneous functions on A. i
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Let us take an invertible 0,-module % such that 2 = o, @ 02 !.
Ox

Such an # exists at least locally. For P = P(x,d) + Py(x,0) + ..€ #
we define, for ¢ € @, and an invertible section s of &,

1 Lu, (s%°®dx) 1 & o°P,
L(P)((PS)={HPI((P)+—2‘(P S®2®dx +(PO—§Zaxaé> }S

Here dx = dx; A .. A dx,e oy and s®2 ® dx is regarded as a section
of w,. The Lie derivative Ly, of Hp operates on @, as the first order
1

differential operators so that Ly, (s®2®dx) is a section of ®, and
1
Ly, (s®°*®dx)/s®* ® dx is a function on A.
1

We thus obtain L: £, — &nd(¥). Then this does not depend on the
choice of local coordinate system and moreover it extends to the ring
homomorphism L: &, — &nd(¥). Since the image is contained in the

differential endomorphism of %, we obtain the ring homomorphism
L:6,>¥QP,Q £® 1.

N N

ProrosiTiON 10.1.1. By L, &A/E\(—1) coincides with the subsheaf of
L R D\ Q@ L® 1 consisting of differential endomorphisms of ¥ homo-

OA Op
geneous of degree O.

If we take
Fr€d = 84(x,0) + (x, 0) +
such that d3; = —04 mod I,Q! and

829,

Z@ 3 = 94(x, ) mod £,

then L(8) gives the Euler operator of %#. Such a 9 is unique modulo
FA=1) = EA(—=1) 0 Ex(D).

10.2. Let .# be a regular holonomic &y-module whose support is A.
Let .4, be a coherent sub-&,-module of M which generates .#. Such an
M, is called a saturated lattice of M. Then M = M,/E(—1)M, is an
& /& A(— 1)-module, which is coherent over @,(0).

Since a coherent sheaf with integrable connection is locally free, we have

LemMMA 10.2.1. . is a locally free © A(0)-rlnodule of finite rank.
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Since 9 belongs to the center of &,/EA(—1), 9 can be considered as an
éndomorphism of Homg, e A(_l)(ﬁ, %), which is a locally constant sheaf
f on A. Its eigenvalues are called the order of .4 with respect to My .

10.3. Let us take a section G < C of C — C/Z. Then there exists a unique
| saturated lattice M, such that the orders of 4 with respect to #, are

contained in G (See [K4]). Then

é F = Homg s, -\ M Z)
and

M = exp 2mid € Aut(F)

does not depend on the choice of G.

ORI N SO LA ISICY

I  Tueorem 10.3.1 ([KK] Chapter I, §3). Assume that there exists an
I invertible Oj-module ¥  such that $®2 = @, @y 1. Then the
§ category of regular holonomic & y-modules with support in A is equivalent
| to the category of (7, M)s where & is a locally constant C,-module

and M € Lut(F).

} 104. If ue ., then the solution to L(P)p = 0 for Pe &, with Pu =0
'is called a principal symbol of u and denoted by o(u). The homogeneous
1 degree of o(u) is called the order of u. In the terminology of §10.2, the
principal symbol is a section of Homg, s, (- 1)\ EAUEA(— Dt %) and the
| order is the eigenvalue of § in Homyg, s, (- o(EAWE A(— Dy, £).

R |

i 10.4. When the characteristic variety is not smooth, we don’t know much

g about the structure of holonomic systems. In this direction, we have

TueoreM 10.4.1 ([K-K] Theorem 1.2.2). Let Z be a closed analytic

(i) If dimZ < n—1, then

5 [(Q; Homg (M, N) > T(Q\Z, Homg (M, )
is injective.

(i) If dimZ <n—2, then

T(Q; #Homgs (M, N)) = T(Q\Z; #Homg (M, N)
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is an isomorphism.

In particular if Supp 4 < A; U A, andif dim(A;nA,) < n—2, then
M is a direct sum of two holonomic &y-modules supported on A, and
A,, respectively. '

Here is another type of theorem.

THeorEM 104.3 ([SKKO]). Let M = &u = &£/ be a holonomic
&-module defined on a neighborhood of pe T*X. Assume Supp .4
= A, UA, and '

M A;,A, and A, A, are non-singular and dim A; = dim A,
= n,dim (A;nA,) = n—1.

M T, AinT,A, = T (AnA,) forany p' in a neighborhood of p in
Ai 0 A,.

(i) The symbol ideal of # coincides with the ideal of functions vanishing
on A UA,.

Setting k = ord,,u — ord, u — 1/2, we have
(@) A has a non-zero quotient supported on A, <> .# has a non-zero
submodule supported on A, < ke Z.
(b) A, isasimple & ,-module <>k ¢ Z.

Sketch of the proof. By a quantized contact transformation, we can
transform p, A;, A, and _¢ as follows:

p = (0, dx,)
Ay ={x8;x =& =..=§, =0}
Ay = {x8;x1 =x, =8 =..=§ =0} °
F = E(x10;—N) + E(x20,—p) + Y &9,

j>2

In this case, we can easily check the theorem.
§ 11. APPLICATION TO THE b-FUNCTION (see [SKKO])
11.1. As one of the most successful application of microlocal analysis,

we shall sketch here how to calculate the b-function of a function under
certain conditions.
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" 11.2. Let f be a holomorphic function on a complex manifold X. Then,
it is proved ([Bj], [Be] [K1]) that there exist (locally) a non zero poly-
! nhomial b(s) and P(s) € Z[s] = 2 ® C[s] such that P(s)f (x)**! = b(s)f(x)

‘ def C
_for any seN. Such a polynomial b(s) of smallest degree is called the

b-function of f(x) and is denoted by b(s). For the relations between the
b-function and the local monodromy see [M1], [K3].

b 113, Set # = {P(s)e D[s]; P(s)f* = O for seN} and A = P[s]/.7. We
shall denote the canonical generator of A" by f° Then t: A3 P(s) f5
, = P(s+1)f - fSe A gives a @-endomorphism of 4" and tA4" = D[s]fsH.
Here f5*! = f - fSe 4. In this terminology b (s) is the minimal polynomial
l  of se &ndy(N/tA).

’ For Ae C, we set M, = D[s]/(F+D[s](s—))) and denote by f* the
canonical generator of .#,. Then f**'+> f f* defines a Z-linear homo-
morphism A, 1 = M.

~ 11.4. Let W be the closure of
| {(s,x,8)e C x T*X; & = sdlog f(x), f(x) # 0}
in C x T*X.Set W, = W n {s=0} = T*X. Then we can prove

ProprosiTION 11.4.1 ([K1]).

5 () N is a coherent Dx-module and Ch(A) = p(W), where p is the
| projection from C x T*X to T*X.

(i) For any AeC,.#, is a regular holonomic Dx-module and
1 Ch(w,) = W,.

| (i) &)t/ is a regular holonomic ~ Dy-module and Ch (AN '[tN")
= Wo 0 (nof)”(0).

i 11.5. In the sequel, for the sake of simplicity, we assume that there exists
B a vector field v such that o(f) = f. Therefore we have vf(f*) = s*f*.
Hence A4 is a @2-module generated by f° If we set £ = 2 n #, then
N =9/ Fand #F = D[s](s—v) + D[s].7.

11.6. The following lemma is almost obvious but affords a fundamental
tool to calculate the b-function.




254 M. KASHIWARA

LEMMA 11.6.1. Let & be an Ex-module and w a non-zero section
of ¥. For AeC, we assume

1) vw) = Aw
() Fw =0
(iii) fw = 0.

Then we have b(\) = 0.

Proof. There is a P € 9 such that b(s)f* = Pf**1. Hence (b (v)— Pf)f*
= 0, which implies b(v) — Pfe #. Since b Av)w = b(M)w we have

0 = (bv)—Pflw = b (AM)w.
This implies b{(A) = 0.

11.7. Let # be the symbol ideal of #. Then the zero set of ¢ is W,
and the zero of ¢ + Oo(v) is W,. Let A be an irreducible component of
Wo. If # 4+ Or,xo(v) is a reduced ideal at a generic point p of A then
we call A a good Lagrangean.

If A is a good Lagrangean, then W is non-singular on a neighborhood
of a generic point p of A and o = o(s)|» has non zero-differential. Let
p: W — X denote the projection. We define m(A) e N as the degree of zero
of fop along A, and set f, = (fop/c™™)|,. Let @ be the non-vanishing
n-form on X. Then (p*w) A do is an (n+ 1)-form on W. Let p(A) be the
degree of zeros of (p*w) A do along A, and let n be the n-form on A
given by

p*o A do
GH®)

=n A do.
A

If we set kK, =N 0® 'ew, ® ®§ !, then this is independent of the
choice of . We have

ProrosiTioN 11.7.1 ((SKKO]). If A is a good Lagrangean, then for any
AeC, M, is a simple holonomic system on a neighborhood of a generic
point p of A and we have

@ o(fY) = fav/¥a-

In particular

ord f* = —m(A\ — WA)/2.
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(i) There exists a monic polynomial  b(s) of degree m(A) and an
! invertible micro-differential operator P, of order m(A) such that

baA(S)f* = Ppf - f°5 in (f%%

and o(P)lr= frt.

% Remark that f, and ®, are homogeneous of degree —m(A) and

— w(A), respectively.

5 Remark also that the minimal polynomial of se€ &ndg(6 @ N /tN)|A
D

b is ba(9). In fact, if Pf**! = b(s)f* in & ® A, then (P+P 5 'ba(s) = b(9)f* = O.
| This implies that P+ P 'b,(v) — b(v) € & 7. Hence

S(P+ P 'ba(v)—b)|w = 0.

d If ord P- P 'b,(v) = ord P > degb, then o(P)|y = 0. Therefore P = P’
| + P” with P" € & and o(P’) < o(P). Hence P’ f**! = b(s)f*. Thus, we may
| assume ord P < deg b. Then

0= G(b(v)“P'PXIbA(U)N w = b(c) — (O'(P)IWfAbA(U))-

- This shows that b(s) is a multiple of b,(s).

CoroLLARY 11.7.2. If every irreducible component. of W, is good
| Lagrangean, then b(s) is the least common multiple of the b A(s).

11.8. Let A; and A, be two good Lagrangeans. We assume the following
1 conditions for a point pe A; N A,:

%(11.8.1) dim,A; " A, = n—1 and A, A, and A; n A, are non singular
on a neighborhood of p.

(11.8.2) For any point p’ on a neighborhood of p in A; N A,, we have
Tp'Al N Tp'A2 = Tp' (AlnAz).

’;;(11.8.3) F + Oo(v) coincides with the defining ideal of A, U A, with the
3 reduced structure.

B In this case we say that A, and A, have a good intersection.

We have the following theorem.
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THEOREM 11.7.3. Let A, and A, be good Lagrangeans with a good
intersection. If m(A,) = m(A,), then

m(A1) —m(A2)—1

s e e g oy s

1
<ordA2fs—ordA1fs+§+k> | b(s) .

k=0

In order to prove this let us take A € C such that

k = ords f* — ord,,f* — 12e N and
(11.8.4)
k' = ord,, f**! — ord,, f*** — 1/2eN.,

Recall that
1 :
k = (m(Ay) —m(A)\ — E(H(Az)_U(Al)_l/z) ;

and k' = k + (m(A,)—m(A,)). Then by Theorem 10.4.3, ., has a non-zero
quotient £ whose support is A;. Let we ¥ be the image of f*e .,. ;

Let a: 4, — &£ be the canonical homomorphism and B: .#,., - 4, &
be the homomorphism given by f**!+> f - f* Then, since k' ¢ N, .#,,, i
has no non-zero quotient supported in A;. Hence oo B = 0. Therefore

fw = af(f**!) = 0. Thus we can apply Lemma 11.6.1 to conclude that
bAr) = 0.If ke Z with 0 < k < m(A;) — m(A,) then

1 1
= ) (k + E(u(Al)—u(Az)—l))

satisfies (11.8.4). This shows that b {(s) is a multiple of

m(A1) —m(A2)— 1

k=0

1
<(m(A1)~m(A2))S ) (H(A1)_H(A2)_1) ry k)
m(A1)—m(Az)—1 1
= const. I1 (ordAsz —ord,, f* + - + k).

k=0 2

If we refine this argument, we can prove

Tueorem 11.8.2 ([SKKO]). If A, and A, are good Lagrangeans with
a good intersection and if m(A,) = m(A,) then

b m(A1) —m(A2)— 1 1
AlS) = const. 1 (ordAzfs —ord,, f*+ - + k).
bAz(S) k=0 A 2
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Example 11.8.3.
() X =M,(C) =C” and f(x)=detx

s+1

D —s—1/2
s+2

@ —2s—4/2 bs) = le (s+7).
S+n

n’ —ns—n?/2

Here means a good Lagrangean which is the conormal bundle to an
a-codimensional submanifold. O—O means that the two corresponding

good Lagrangeans have a good intersection.
The polynomial attached to the intersection is the ratio of the corres-
ponding b,-functions, calculated by Theorem 11.8.2. The polynomial attached

to the circle is the order of f™.

() X =C f() = x}+ .+ x2
G 0
.
s+1 |
E O —5—1/2 bs) = (s+1) (s+n/2)
s+n/2
(n) —25—n/2

i) X = C3 f = x%y 4+ 22
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—s—1/2  bds) = (s+1)Xs+3/2)

(2542) (25+3) —2s—1

—3s5—2
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