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THE REPRESENTATION THEORY OF SL(2, R),
A NON-INFINITESIMAL APPROACH

by Tom H. KOORNWINDER

ABSTRACT

The representation theory of SL(2, R) is developed by the use of non-
infinitesimal methods. This approach is based on an explicit knowledge of the
matrix elements of the principal series with respect to the K-basis. The
irreducible subquotient representations of the principal series are determined,
and also their Naimark equivalences and unitarizability. All irreducible K-
unitary, K-finite representations of SL(2, R) are classified, where an inversion
formula for the generalized Abel transform provides an important tool.

1. INTRODUCTION

In 1947 two papers appeared on the representation theory of the two
prototypes of noncompact semisimple Lie groups, namely by BARGMANN [2] on
SL(2, R) and by GELFAND & NAIMARK [18] on SL(2, C). The methods in the two
papers are surprisingly different. Bargmann uses the infinitesimal (i.e. Lie
algebraic) approach, while Gelfand & Naimark prefer non-infinitesimal (global)
methods. In subsequent work to generalize these results for arbitrary
noncompact semisimple Lie groups, the Bargmann approach has proved to be
most successful, in particular by the work of Harish-Chandra. (However, it is
interesting to note MAUTNER’s [31] review of HARISH-CHANDRA’s paper [22].)

Without denying the success of the infinitesimal approach, I want to add
some motivation for a paper which favours the global approach:

(a) Thedidactic arqument. The global approach is a more natural and direct one

and it does not require so much sophisticated functional analysis as the
infinitesimal approach.
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(b) Spin off to the theory of special functions and related harmonic analysis. The
global approach requires explicit knowledge of canonical matrix elements
of representations as special functions. This provides new group-theoretic
interpretations of well-known special functions and it also yields new
interesting special functions.

(c) The philosophical argument. The representation theory of semisimple Lie
groups 1s one of the great topics in mathematics at the moment. It is good to
have several distinct philosophies existing beside each other for the
development of this theory, where each philosophy provides a different
insight.

In this paper a global approach to the representation theory of SL(2, R) is
presented. It is based -on an explicit knowledge of the matrix elements of the
principal series representations with respect to a basis which behaves nicely
under the action of a maximal compact subgroup K.

Our program consists of four parts:

(1) Determine all irreducible subquotient representations of the principal series
representations of SL(2, R).

(i) Determine which equivalence do exist between the representations in (i).

(i11) Prove that each irreducible representation of SL(2, R) is equivalent to some
representation in (1).

(iv) Which of the representations in (i) are unitarizable?

We will not only consider unitary representations, but, more generally, strongly
continuous representations on a Hilbert space which are K-unitary and K-finite
(cf. §2.1). Accordingly, we need a more general (but still non-infinitesimal) notion
of equivalence than the notion of unitary equivalence, namely Naimark
equivalence (cf. §4.1).

The four parts of the above program will be treated in Sections 3, 4, 5 and 6,
respectively. We start in Section 2 with the conputation of the canonical matrix
elements of the principal series representations. They can be expressed in terms
of hypergeometric or, more elegantly, Jacobi functions. These explicit
expressions will be used throughout the paper. Each section ends with extensive
bibliographic notes.

The theory required for parts (i), (ii) and (1v) of our program can be developed
in the more general situation of Hilbert representations of a locally compact
group G which are multiplicity free with respect to a compact subgroup K, cf. the
author’s report [27]. This would make the theory applicable to SOy(n, 1) and
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SU(n, 1). For convenience, in order to avoid matrix manipulations, we restrict
ourselves here to the case that the compact subgroup K is abelian.

The results of this paper may be generalized rather easily to the universal
covering group of SL(2, R). The extension to SL(2, C) was done by KOSTERS [28],
see also NAIMARK [34, ch. 3, §9]. Hopefully, an extension to SO(n, 1) and
SU(n, 1) 1s feasible.

The reader of this paper is supposed to already have a modest knowledge
about certain elements of semisimple Lie theory, like principal series and
spherical functions. Suitable references will be given. Some of this preliminary
material can also be found in the earlier version [27]. Modern accounts of the
infinitesimal approach to SL(2, R) can be found, for instance, in SCHMID [36, §2]
or VAN Duk [9]. TAKAHASHI [42] also presented a global approach to SL(2, R),
partly based on an earlier version of the present paper, partly (the global proof of
Theorem 5.4) independently.

Finally, I would like to thank G. van Dijk and M. Flensted-Jensen for useful
comments.

2. THE CANONICAL MATRIX ELEMENTS
OF THE PRINCIPAL SERIES

2.1. PRELIMINARIES

Let G be a locally compact group satisfying the second axiom of countability
(Icsc. group). A Hilbert representation of G is a strongly continuous but not
necessarily unitary representation t of G on some Hilbert space s#(t) (which is
always assumed to be separable). Let K be a compact subgroup of G. A Hilbert
representation t of G is called K-unitary if the restriction 1 | of T to K is a unitary
representation of K. A Hilbert representation t of G is called K-finite respectively
K-multiplicity free if t is K-unitary and each &€ K has finite multiplicity
respectively multiplicity 1 or Oin 1 |. If Tis K-multiplicity free then the K-content
M (7) of 1 is the set of all 8 € K which have multiplicity 1 in T |4.

Let K be a compact abelian subgroup of G and let T be a K-multiplicity free
representation of G. Choose an orthogonal basis {d; | & € #(1)} of H#(1) such
et W00; = 500y, Be M, ke K.

We call {¢;} a K-basis for #(t) and the functions 1,4(y, § € .#(1)), defined by

(21) Ty, B(Q) 2= (T(g)(bﬁa (by) » g€ G 5

the canonical matrix elements of T (with respect 1o K).
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2.2. THE PRINCIPAL SERIES

Let G be a connected noncompact real semisimple Lie group with finite
center. Let G = KAN be an Iwasawa decomposition. For ge G write ¢
= u(g)exp(H(g))n(g), where u(g) € K, H(g) € a(the Lie algebra of 4) and n(g) € N.
Let p € a* be half the sum of the positive roots. Let M be the centralizer of Ain K.
For £ e M, \ € a¥ the principal series representation T, of G 1s obtained by
inducing the (not necessarily unitary) finite-dimensional irreducible
representation man — "¢ 9E(m) of the subgroup MAN. In the so-called
compact picture we have the following realization of m;, (cf. WALLACH [45,

§8.3]):

(2.2) (e, 2(9)f) (k) = e~ @THHE D) f(y(g~1k)),
feLiK, #E), keK,geG.

Here the Hilbert space LZ(K, #(£)) consists of all #(£)-valued L*-functions f on
K such that f(km) = &(m~")f(k), k € K, m € M. The representation 7, , is a K-
unitary Hilbert representation. It is unitary if A € ia*. By Frobenius reciprocity,
T 18 K-finite and =, , 1s K-multiplicity free if each 6 € K is M-multiplicity free.

Let us now specialize the above results to G = SL(2, R). It is convenient to
work with the group G = SU(1, 1), isomorphic to SL(2, R):

(2.3) G:= {gw = <Cf ?); o, BeC,lu? — |B? = 1}.

B o
Let
Iy g
21
(2.4) K::{u‘,:(e 1); 0<9<4n},
O e—jie
chit shit 0 4
;= = = t ;teRy,
(2.5) A {a, (sh%t chlt exp L g €
1+4iz Lz
(2.6) N := {nz = ( ii; l_zliz>;Z€R}.
2 2

Then G = KAN is an Iwasawa decomposition for G = SU(1, 1), p(log a,) = 3t
and M = {uy, u,,}. M consists of the two one-dimensional representations
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(2.7) Uy > €% ugeM,E =0 or 3.

Let LK) consist of all f e L¥K) such that f(u,.,.) = f(uy) or — f(uy)
according to whether & = 0 or 3, respectively.
Now, by using explicit expressions for the factors in the Iwasawa
decomposition of g, p u,, (cf. TAKAHASHI [39, §17]) we can write (2.2) in the case G
vl 1) as follows:

1

(2.8) (ng, 2(9s, B)f) (u\p) = Iaefi‘l’ — Be—fiw | T 1f(u¢') ;

1 1
V' i= 2 arg(aezV—Be 2V), g,3€G,u, €K, f e LAK),
' E=0o0r3,AeC.

On putting g, 5 := us € K we get

(2.9) (ng, x(“e)f) (uy) = fluy o), fe€ LQZ(K), Uy, Uy € K,
which again shows that n; , is K-unitary. K consists of the representations
(2.10) S(ug) := €™, uye K,

where n runs through the set 17, ie., 2n e Z. An orthogonal basis for LK) is
given by the functions

(2.11) | buuy) :=e ™, u,ekK,

where n runs through the set Z + £ := {m+&|me Z}. Then
(2.12) T, x(ue)d),,' = 0,(ug)d,, uyeK,neZ + & .
Thus =, , is K-multiplicity free,

(2.13) M(m.,) = {8,eK|neZ + &},

the ¢,’s form a K-basis for L(K) and the canonical matrix elements of T, ) are

(214) TCE,, A, m, n(g) = (TEE,, l(g)d)n’ (bm) > g = G’ m,n € Z + {; *

Recause of the Cartan decomposition G = KAK, n_ . . is completely
< A, I Y]

determined by its restriction to A. It follows from (2.8) and (2.11) that

SxTIN

> L
(né, l(at)d)n) (u\l,) = | chit 2V — Sh%t e "2 | “2r+2n-1

s i,
- (chit e2™ —shit e~ 2¥) =27
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Hence
(2.15) T 2, m, n(al) = (Ch%t)_ ol

4n

1 i . .
E_J (l—th%t el‘ll)—l+n—l/2(1_th%te-—ul;)—l*n—l/2el(m—n)d/dqj,
T

0

teR,mneZ + & .

The following symmatry is evident from (2.15):

(216) né’;, A, —m, ~n(at) - Tcé, A, m, n(at) .

2.3. CALCULATION OF THE CANONICAL MATRIX ELEMENTS

Let us calculate the integral (2.15). In view of (2.16) we can suppose m > n.
The binomial expansion

(2.17) (1—z)"¢ }: —Z—Z", |z| < 1l,aeC,
where

| D@k = H@th
(2.18) (@), = ala+1)..(a+ =

can be substituted for the first two factors in the integrand of (2.15). Now
interchange the order of summation and integration and perform the integration
in each term. Then we obtain (m>n)

()\'+n+2)m n
(m—n)!

S F Mm+i A—n+d:m—n+1;(thi)?),

(219) T, 3, m, n(at) — (h [)m n(chl )n m—2i—1

where the ,F, denotes a hypergeometric series, defined by

(2.20) ,Fi{a,b;c;z) = k'Z’ lz| < 1,a,b,ceC,
k= |

cf. [10, Vol. I, Ch. 2].

The expression (2.20) is clearly symmetric in a and b. As a function of z, the
,F | has an analytic continuation to a one-valued function on C\[1, o). Appli-
cation of the transformation formulas
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z
(2.21) ,Fa,b;c;z) = (1—z)b2F1<c—a,b;c;:1—>

z
- (l—z)_“2F1<a, c—b;c; z—l)

(cf. [10, Vol. I, §2.1 (22)]) to (2.19) yields (m=n):

(222) TEF;. hom, n(at)
1
= (kﬂ(—n+2)),',,_,, (sh%t)’"_"(ch%t)""'"zFl(l—'n+%, —h—n+iim—n+1;—(shit)?)
m—n)!

1
_ “J(r”“))';"" (shsty™ = "(chst)y™ " F (A +m+3, —A+m+%;m—n+1; —(sh30)?).
m-—nj.

It is more elegant to express the hypergeometric functions in (2.22) in terms of
Jacobi functions 6@ P (p, o, pe C, o ¢ {—1, —2, ...}), which are defined on R by

(2.23) o Po(r)
c= S F (3o B+ 1+ip), (a4 B+ L—ip); o+ 15 —(sht)?)

(cf. KOORNWINDER [36, §2]). Clearly,

(2.24) | o= B(0) = 1,A
(2.25) ¢ (1) = ¢ P(—1),
(2.26) ' O P(t) = ¢ PAr) .

The function ¢ P satisfies the differential equation

_, d du(t)
(2.27) (A, (1) i <Aa, ol1) 7)
= — (P +(a+B+ 1)),
where
A, plt):= (sht)®** Y(cht)?P*1 |

and u:= ¢% P is the unique solution of (2.27) which is regular at t = 0 and
satisfies u(0) = 1. For fixed a > —1, Be R, Jacobi functions ¢ ? form a
continuous orthogonal system with respect to the measure A, (t)dt, t > O.
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Substitution of (2.23) and (2.22) yields (m>n):

(2.28) T %, m, ()

A +n+3)m-n . S
= oy ST ()

A+n+d),._, ) )
= o SRk O (o).

Application of (2.16) gives a similar result in the case m < n. Finally we
conclude:

THEOREM 2.1.  The canonical matrix elements m; ; , Ja)(heC;& = Oor
L.mneZ +€;teR) of SU(,1) can be expressed in terms of Jacobi
functions by

c m, n m-—n m+n m—n|, m+n
(2.29) Te o m nl@) = —(lnii Y (sh3) =" (chity™ "dldp - m ) (e
where

O+, ifm=n,
(2.30) Crmn T \—ntd) . ifnzm.

In view of (2.24), formulas (2.29) and (2.30) describe the asymptotics of
Te a,m n n€Art = 0.

2.4. NOTES

2.4.1. The principal series of representations was first written down for
SL(2, R) by BARGMANN [2], for SL(2, C) by GELFAND & NAIMARK [ 18], and for a
general noncompact semisimple Lie group by HARISH-CHANDRA [21, §12].

2.4.2. BARGMANN [2, §10] already obtained explicit expressions in terms of
hypergeometric functions for the canonical matrix elements of the irreducible
unitary representations of SL(2, R). He solved the differential equation satisfied
by these matrix elements, which is obtained from the Casimir operator. VILENKIN
[43, Ch. VI, §3] gives a derivation of these expressions which is similar to our
derivation in §2.4, starting from the integral representation (2.15).

2.4.3. 1t follows from the present paper that the spherical functions for
SL(2, R) can be expressed as Jacobi functions of order (o, B) = (0, 0). More
generally, the spherical functions on any noncompact real semisimple Lie group
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of rank 1 (i.e., dim(4) = 1)can be written as Jacobi functions of certain order (cf.
HARISH-CHANDRA [23, §13]). This motivated FLENSTED-JENSEN [14] to study
harmonic analysis for Jacobi function expansions of quite general order (o, B),
o > B > —1 This research was continued in several papers by Flensted-Jensen
and the author.

3. THE IRREDUCIBLE SUBQUOTIENT REPRESENTATIONS
OF THE PRINCIPAL SERIES

3.1. SUBQUOTIENT REPRESENTATIONS

We start with the definition and some general properties and next derive an
irreducibility criterium (Theorem 3.2) and a decomposition theorem 3.3.

Let G be a lcsc. group and let t be a Hilbert representation of G. Let 5, be a
closed subspace of #°(t) and let P, be the orthogonal projection from #(t) onto
H . Define

(3.1) Tolglv = Potlglv, geG,ve H,.

Then t(g) € L () for each ge G, to(e) = id.,, and g — 15(g)v: G — H#, is
continuous for each v € #,. If also

(3.2) T0(g9192) = T0(91)70(92), 91,9, € G,

then 1, 1s a Hilbert representation of G on #, and it is called a subquotient
representation of T. Formula (3.2) is clearly valid if # is an invariant subspace of

H (1), 1e, if tHgve #H, for all ge G, ve #, In that case, 1, is called a
subrepresentation of T.

LEMMA 3.1, Let #, beaclosed subspace of #(1), let #, be theclosed
G-invariant subspace of (1) which is generated by Ho and let A, :

=, N H;. Then 1, isasubquotient representation if and onlyif #, isG-
invariant.
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Proof. Let P, and P, denote the orthogonal projections on #, and # |,
respectively. It follows from (3.1) that

To(g192)v — To(g1)T0(g2)V
= Potlg,)P1Ug)v, ¢1,9,€G,ve Ay .

A 1 1s the closed linear span of all elements P,1(g,)v, g, € G, v € #,. So (3.2)
holds iff Pyt(g,)w = O for all g, € G, we H#,. O

Let K be a compact subgroup of G and suppose that 1 is K-unitary. Let t, be
a subquotient representation of t on #, and let #, and # , be asin Lemma 3.1.
Then ', and #, are G-invariant subspaces, so #, = H#, A A1 is K-
invariant. It follows that 7, is K-unitary and that to(k)v = t(k)v,k € K,v € # . If
K is compact abelian and if t is K-multiplicity free then 1, is also K-multiplicity
free, M (o) = A (7) and 14 ., s(9) = T, s(g) for v, 6 € M(1y), g € G.

Let again K be a compact abelian subgroup of G and t a K-multiplicity free
Hilbert representation of G. Let J#, be a K-invariant closed subspace of #(x).
Then, by Lemma 3.1, 1, defined by (3.1) is a subquotient representation if and
only if we can partition the K-basis for #(t) into three parts, the first part
providing a basis for S, such that, for each g € G, the corresponding 3 x 3 block
matrix of (t,5(g)) takes the form

*
* O
*

*

(3.3)

-
(@)
*

THEOREM 3.2. Let K be a compact abelian subgroup of the lcsc. group G
and let 7 beaK-multiplicitj/free Hilbert representation of G. Let t, bea
subquotient representation of 1. Then the following three statements are
equivalent :

(a) 1, is irreducible.

(b) For some &e M(ty) we have 1,5 # 0 # 15, forall ve M(ty).
(c) Forall v,8€ .M(ty) we have 15 # 0.

Proof. First note: if v € #(7,) and (v, d,) # O for some y € .4(1,) then ¢,
(element of the K-basis) belongs to the t,-invariant subspace of #(t,) generated
by v. Indeed,

(v, §,)0, = f Yk~ ek do

K
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and

(b) = (a): Let 0 # ve #(1,). Let #, be the T,-invariant subspace of
#(1,) generated by v. Then ¢, € #° for some y € #(1,). Now, for some g € G,

(To(g)(j)y, (bs) = To,s, y(g) = Tg, y(g) # 0,

50 To(g)d, and ¢, are in #,. For each Be .#(t,) we have (to(9) s dp)
= Tp5(9) # 0 for some g€ G. Thus ¢ge ', for all Be A (1), so #'y = H(Ty).

(a) = (c):  Suppose 1,; = 0 for some vy, & € .#(t,). Then, for all g€ G,

(to(9)ds d,) = 0. Hence, the to-invariant subspace of #'(t,) generated by dg 18
orthogonal to ¢., so T, is not irreducible.

(c) = (b): Clear. O

Let © be K-multiplicity free, K being compact abelian. Define a relation < on
M) by:y < 8ifft, 5 # 0. Then y < & iff ¢, is in the t-invariant subspace of
H(1) generated by ¢;. It follows that

B<yandy<d=P<3

Define arelation ~ on (1) by:y ~ difft, 5 # 0 # 15 ,. Itfollows that ~ isan
equivalence relation on .#(t) and that, ift, ; # 0,0 ~ y,p ~ Sthent, 5 # 0.1t
follows that, for a given equivalence set, we can partition .#(t) into three parts,
the first part being the equivalence set, such that the corresponding 3 x 3 block
matrix for (t,4(g)) takes the form (3.3). In view of Theorem 3.2 this proves:

THEOREM 3.3. Let G be a lcsc. group with compact abelian subgroup K
and let t be a K-multiplicity free representation of G. Then there is a unique
orthogonal decomposition of #(t) into subspaces #(t;), where the 1s are
precisely the irreducible subquotient representations of T

3.2. THE case SU(1, 1)

ForLe C,& = 0 or 3, the representation n, , of G = SU(1, 1) on L(K) (cf.
(2.8))is K-multiplicity free with K-content given by (2.13). By inspecting (2.29) for
small but nonzero t and by using (2.24) it follows that
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(3.4) ng,x,m,n¢0©n§,x,m,n|/§?éO@CQ,L,m,n?éOs

where ¢; ; . 1s given by (2.30). Combination of (3.4) with Theorems 3.2 and 3.3
yields: '

THEOREM 3.4. Depending on & and A, the representation m., of
SU(1, 1) has the following irreducible subquotient representations: :

(@) A+ EEZ + 3

Mg 5 s irreducible itself.

(b) A =0& =1

7t1+/2,0 on Cl Span {¢1/2a ¢3/2, } )
Ti2.0 on ClSpan {., ¢ 5, &y} -

These are also subrepresentations.

0 M+ E€Z + 3, A > 0:

ng.5 on Cl Span (&4 12, Grvajo )
T 5 ON Cl Span {, ¢—x—3/2, ¢—x-1/2} )

né’,x on Span {& _; 412, O 143725 o ¢)_x—1/2} .

Among these m;, and w , are subrepresentations.

d A+EeZ +10<0:

n;x on Cl Span {¢ 5112, ® 14372 ) >
g, on Cl Span {.., &1 3.2, Dr—1)2) >

T, 3 ON Span {¢; 172> Prs3/25 o0 O 1/2} .
Among these ng,x is a subrepresentation.

Proof.
i (a) C&, A,m,n ?é 0

. 1 1
: (b) C1/2,0,mn Q0 mn< —z0rmn = 5.
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Thus ¢y, m » has block matrix

n<—A—% —A+isn<h—3  n=h4g

d) CermanFO=r+ti<m< —A=%ormn<h—3

ormmn> —A + 3 O

The finite-dimensional representation occurring in the above classification
are the representations m¢ ,(A+&€Z +3, A #0).

3.3. NOTES

3.3.1. In the case of the unitary principal series (A imaginary), Theorem 3.4
was first proved by BARGMANN [2, sections 6 and 7]. See van Duk [9, Theorem
4.17] for the statement and (infinitesimal) proof of our Theorem 3.4 in the general

case. A proof of Theorem 3.4 similar to our proof was earlier given by BARUT &
PuiLLips [3, §II (4)]. "

3.3.2. Theorem 3.4 in the case of imaginary and nonzero A is contained in a
general theorem by BRUHAT [5, Theorem 7; 2]: For & € M, A € ia, the principal
series representation m; ; of G (cf. (2.2)) is irreducible if s . & # A forall s  ein
the Weyl group for (G, K).

3.3.3. GELFAND & NAIMARK [ 18, §5.4, Theorem 1] proved the irreducibility
of the unitary principal series for SL(2, C) by a global method different from ours,
working in a noncompact realization and calculating the “matrix elements” of

the representation with respect to a (continuous) N-basis.

3.3.4. Analogues of Theorems 3.2 and 3.3 can be formulated in the case of
non-abelian K, cf. [27, Theorem 3.3]. In that case the canonical matrix elements
T,, 5 are matrix-valued functions. By using this method, NAIMARK [34, Ch. 3, §9,

No. 15] examined the irreducibility of the nonunitary principal series for
SL(2, C), see also KOSTERS [28].

L’Enseignement mathém., t. XXVIII, fasc. 1-2.
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3.3.5. Further applications of the irreducibility criterium in Theorem 3.2
can be found in MILLER [32, Lemmas 3.2 and 4.5] for the Euclidean motion
group of R? and for the harmonic oscillator group, TAKAHASHI [39, §3.4] for the
discrete series of SL(2, R) and [41, p. 560, Cor. 2] for the spherical principal series
of Fu—z0)-

3.3.6. The method of this section does not show in an a priori way thata K-
multiplicity free principal series representation has only finitely many irreducible
subquotient representations. Actually, this property holds quite generally, cf.
WALLACH [45, Theorem 8.13.3].

4. EQUIVALENCES BETWEEN IRREDUCIBLE SUBQUOTIENT REPRESENTATIONS
OF THE PRINCIPAL SERIES

4.1. NAIMARK EQUIVALENCE

In this subsection we derive a criterium (Theorem 4.5) for Naimark
equivalence of K-multiplicity free representations. Lemmas 4.3 and 4.4 are
preparations for its proof. |

Let G be an lcsc. group.

Definition 4.1. Let o and 1 be Hilbert representations of G. The
representation o is called Naimark related to t if there is a closed (possibly)
unbounded) injective linear operator A from #(c) to #(t) with domain Z(A)
dense in (o) and range %(A) dense in (1) such that %(A) is c-invariant and

Ac(g)v = HG)Av for all v e Z(A), g € G. Then we use the notation o ~ 1 or
A

(0} T.

Naimark relatedness is not necessarily a transitive relation (cf. WARNER [48,
p. 2427). However, we will see that it becomes an equivalence relation (called
Naimark equivalence) when restricted to the class of unitary representations or of
K-multiplicity free representations, K abelian.

Two unitary representations o and t of G are called unitarily equivalent if
there is an isometry A from (o) onto (1) such that Ac(g)v = t(g)Av for all
v e H(o), g € G. Clearly unitary equivalence is an equivalence relation.

——
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PROPOSITION 4.2. Two unitary representations of an lcsc. group G are
Naimark related if and only if they are unitarily equivalent.

See WARNER [48, Prop. 4.3.1.4] for the proof.

Let K be a compact abelian subgroup of G. Let 6 and T be K-multiplicity free
representations of G. Let {¢;} and {{;} be K-bases for #(o) and #(1),
respectively.

A

LEMMA 43. If o ~1 then (o) = M(t), dsc P(A) and Vs € A(A)
(3e.#(c)), and there are nonzero complex numbers c5(deM(c)) such that

(41) (AU, \1’6) = CS(U’ 4)6) ’ ve @(A) .
In particular
(4.2) Aby = czls -

Proof. Letd e .4 (o). Letv € Z(A). We have, by the intertwining
property of A,

JS(k “Notkdk = (v, d)ds ,

K

J (k™ YAo(kwdk = J 8(k~ Yo(k) Avdk
K K

(Ao, Y5 if b€ (7)),
10 if ¢ .4(1).

Since A is closed, we conclude that (v, ¢5)ds € Z(A) and

(Av, Yss if de ),
A((U, d)S)(bS) = oo . ( )

0 if 6¢ .4(1).
Since A is injective with dense domain, the left hand side is nonzero for certain
ve Z(A). Hence 06 € (1), b5 € Y(A) and (4.2) and (4.1) hold for certain nonzero
¢5. Finally, since A4 is closed with dense range, .#(c) = .#(x). O

LEMMA 4.4. Let A bea possibly unbounded, not necessarily closed, injective
linear operator from H#(c) to H(t) which satisfies all other properties of
Definition 4.1. Suppose that &g € D(A) forall & e M(o), M(o) = (1) and,
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foreach & e (o), thereisacomplex number cs5 suchthat (Av, ills) = c5(v, dg)
for all ve P(A). Then the closure- A of A is one-valued and injective, A
satisfies all properties of Definition 4.1 and

(4.3) DA) = {veHo)| Y lcsv, dy)|? < 0}.

d¢e ./ (o)

Proof. Let{v,} beasequencein P(A4)suchthatv, — vin #(c)and Av, - w
in #°(1). Then, for each 6 € .# (o),

(W, W) = lim (Ao, W) = ¢5 lim (v, ds) = c5v, ds) -

n — o n — o

Hence v = 0 iff w = 0, so 4 is one-valued and injective.
To prove the domain invariance and intertwining property of 4, let

ve PD(A), sov, - v, Av, - Av

for some sequence {v,} in Z(A). If g € G then

o(g)v, — olg)v and Ac(g)v, = t(g)Av, — tg)Av,

so o(g)v € 2(A) and Ao(gly = 1(g)Av.
Finally, to prove (4.3), first suppose that v € #(c) and

DI () | cs(v, (1)5) | 2 < .
Then
v = Z(v, Pg)bs W: = Zcg(v, Ps)Vs € H(1) and Ads

= ¢35 80, w = Av and v e 9(A).

Conversely, let v € 2(A4). Then Av = Z(Av, Y ); = Zcg(v, G5 (note (Av, V)

= c4(v, O) by (4.1)). Hence Z | ¢5(v, ds) | 2 < o0. 'm
Next we will prove a criterium for Naimark relatedness of K-multiplicity free

representations o and T in terms of the canonical matrix elements.

THEOREM 4.5. Let G be anlcsc. group with compact abelian subgroup K.
Let o and T be K-multiplicity free representations of G. Let {ds} and
(W5} be K-bases of H(c) and H(1t), respectively. For each
de (o) M) let 0 # cszeC. Then the following two statements are
equivalent :
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(a) o~1 and Ads = cs\Vs 0 € M(0).
(b) .#(c) = M(v) and, for all v, d € M(o),

(44) Ty, 5 — Cy, 50% )

with C, 5 = ¢,/
If, moreover, ¢ and t areirreducible then(a)and (b) are also equivalent to .

(c) Forsome v,d¢€ . H(c)n H(t)(4.4) holds for some nonzero complex C, ;.

Proof.

(a) = (b): Apply Lemma 4.3. By using (4.1) we have

CY(G(QMDS, (by) = (Ao-(g)d)& q”y) = (T(g)Ad)& \1]7)
= CS(T(g)\p& ‘*ij) *

(b) = (a): Define 4 on the domain {ve #(c) | Z | cs(v, ds) | > < 00} by
Av:= Zcs(v, ds)\s. Then A is injective with dense domain and range and A4
satisfies (4.1). We will prove that 2(A4)is G-invariant and that 4 is an intertwining
operator. Let v € 2(A), g € G. Then, by (4.4) and the definition of Av:

C'Y(G(g)va d)Y) = C E (U d)S)Gy, S(g)
= ZBCS( d) ) y 6(9) ( (g)AU, \py) o

Hence
Tl efolg, d,) 1?2 = | tg)dv || ? < .

So o(g)v € Y(A) and Ac(g)v = t(g)Av. Now apply Lemma 4.4.

(c) = (b): (o, tirreducible): We will first show that #(c) = .#(t) and, for
each B e .#(o), 1,y = C, 40, pand 15 5 = C; ;04 ; for some nonzero complex
C, p and C; 5. It follows from (4.4) evaluated for g = g,kg, that

z B(k)fy, B(g 1)%, 5(9.2)

Be.x (1)

:CS.Y Z B(k)o 7591535(92) Jd1,9,€ G, ke K.

Be .« (o)

Both sides are absolutely and uniformly convergent Fourier series in k € K.
Because of Theorem 3.2 and the irreducibility of ¢ and 1, for each B e (1)
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respectively B € .# (o) the Fourier coefficient at the left respectively right hand
side does not vanish identically in g,, g,. Hence .#(c) = .#(t) and

Ty, 5(91)%, 5(g2) = Cy, 30y, 9(91)0'3, 5(92) -
This implies

Ty, B - CY, BGY’ B and TB, 5 — CB, SO-B’ 5 Wlth C./’ BCBv 5 — CY’ S -

By repeating this argument we prove thatt, ; = C, 40, gforalle, B e #(o)
and that Cu, BCB’ 5 — Ca’ & 1€. Ca’ B — Ca’ S/CB- 5 D

COROLLARY 4.6. Let G be an lcsc. group with compact abelian subgroup
K.  Then Naimark relatedness is an equivalence relation in the class of K-
multiplicity free representations of G.

42. THE case SU(1, 1)

Consider irreducible subquotient representations of m, ;, as classified in
Theorem 3.4. By comparing K-contents it follows that the only possible
nontrivial Naimark equivalences are:

Mg a =~ T (A& R+ EEZ 45, L #p)
and
0 0 e
TI{:)L ~ TC; — TE(V;,}. s TEE_,, _')», TCEJ,X — Ttﬁ, -2

(A+EeZ+35, L#£0).

Suppose that ¢ and 1 are irreducible subquotient representations of m, ; and
me ., respectively, and that ¢,, € #(c) N A(1) for some me Z + & It follows
from Theorem 4.5 that 6 ~ tiff 7 ; ,, m = T . m - Lhis last identity already
holds if it 1s valid for the restrictions to A. In view of (2.29) and (2.30) we have: o
~ tiff

(4.5) : O™ = ¢82™(t), teR.

Formula (4.5) holds if A = 4 p(cf. (2.26)). Conversely, assume (4.5) and expand
both sides of (4.5) as a power series in —(sh t)*> by using (2.23) and (2.20). The
coefficients of —(sh t)? yield the equality

m+1+r)(m+1—2) = m+1+p (m+1—p)

Hence A = +p. We have proved:
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TueoreM 4.7. Let o and to#1) be irreducible subquotient
representations of the principal series. Then o is Naimark equivalent to T in
precisely the following situations (cf. the notation of Theorem 3.4):

(a) T, = T, A+ EEZ + 3, A #0)

(b) n&fx = TtEj: -0 ngl = Ttg, - ni_,l — ni—,*l ()\‘+EA€Z+%>X¢O) .

Remark 4.8. It follows from Theorém 3.4 and Theorem 4.7 that each
irreducible subquotient representation of some m, , is Naimark equivalent to
some irreducible subrepresentation of some T, ;.

It follows from Theorems 4.7 and 4.5 that for each & € {0, 3} and A € C\{0}
we have identities

(46) TCE” —-A,m,n = Ci, A,m,n TE&, A,m,n

for certain nonzero complex constants C; ; ,, ,, where m,ne Z + € and, if A
+ £ e Z + 1 we have the further restriction that m,ne (—o0, —| A | —1] or
mnel[—|A| +3 A —3] or myne[|A] + 3 o). Indeed, it follows from
(2.29) and (2.26) that (4.6) holds with

Ce, -, m,
(4.7) Cermy = —=—2t®

Ci, A,m,n

A calculation using (4.7) and (2.30) shows that

(4.8) Ca,x, mon — C&_,,x,m/cg,x,n
with
(4.9) Ce.x.m = const. [(—Atm+3) = const. [(—A—m+3)
CA+m+9) FA—m+49)
= const. (—1)" S T(—A+m+3) I(—A—m+1)
= const. (=

TA+m+H TA—m+3)°

IfA + &¢ Z + 5then we can use all alternatives for ¢, ;_,,, butifA + £E€Z + 4
then we can use precisely one alternative. Now, by Theorem 4.5, we obtain :

A
PROPOSITION 4.9. Let © ~ 1 be one of the equivalences of Theorem 4.7

with & being a subquotient represertation of T .. Then




g

72 T. H. KOORNWINDER

(4.10) Adp = Coam O
where meZ + & such that §, € #(c) and Ceo.m IS given by (4.9).

4.3. NOTES

43.1. Definition 4.1 of Naimark relatedness goes back to NAIMARK [33].
He introduced this concept in the context of representations of the Lorentz
group on a reflexive Banach space. Next he gave a much more involved
definition in his book [34, Ch. 3, §9, No. 3]. Afterwards, many different versions
of this definition appeared in literature, which all refer to [34]. We mention
ZELOBENKO & NAIMARK [ 51, Def. 2] (“weak equivalence” for representations on
locally convex spaces), FELL [13, §6] (Naimark relatedness for “linear system
representations”) and WARNER [48, p. 232 and p. 242]. Warner starts with the
definition of Naimark relatedness for Banach representations of an associative
algebra over C (this definition is similar to our Definition 4.1) and next he defines
Naimark relatedness for Banach representations of an Icsc. group G in terms of
Naimark relatedness for the corresponding representations of M(G) or
(equivalently) C(G). Warner’s definition seems to be standard now. POULSEN
[35, Def. 33] gives Naimark’s original definition [33] and he calls it weak
equivalence. FELL [ 13] (see also WARNER [48, Theorem 4.5.5.2]) proved that, for
K-finite Banach representations of a connected unimodular Lie group, two
representations are Naimark related iff they are infinitesimally equivalent.

4.3.2.  Our implication (c) = (a) in Theorem 4.5 is related to WALLACH [44,
Cor. 2.1]. Theorem 4.7 can be formulated for general semisimple Lie groups G. If -
T, 1s an irreducible principal series representation and if se W then m, ,
~ T, 59 (Cf. WALLACH [44, Theorem 3.1]). This yields part (a). Regarding part
(b) see LEPOWsKY’s [ 29, Theorem 9.8] result that n, ; and w5 ., have equivalent
composition series.

4.3.3. Theorem 4.7 was first proved in the unitarizable cases by BARGMANN
[2]. He used infinitesimal methods. TAKAHASHI [ 39] proved Theorem 4.7 (again
in the unitarizable cases) by calculating the diagonal matrix elements n, , ,, .(a,)
and by observing that they are even in A. GELFAND, GRAEV & VILENKIN [17,
Ch. VII, §4] obtained Theorem 4.7 by working in the noncompact realization of
the principal series and by explicitly constructing all possible intertwining
operators.

43.4. Analogues of the results in §4.1 hold for nonabelian K and (in
Lemmas 4.3, 4.4 and Corollary 4.6) for K-finite representations, cf. [27, §4].




REPRESENTATION THEORY 73

5. EQUIVALENCE OF IRREDUCIBLE REPRESENTATIONS OF SU(I, 1)
TO SUBREPRESENTATIONS OF THE PRINCIPAL SERIES

The first two subsections review some generalities about Gelfand pairs and
spherical functions. By using the concepts developed there we can next, in §5.4,
translate the problem of classifying the irreducible representations of SU(1, 1) in
such a way that the problem can be solved by global methods. For this the
generalized Abel transform (§5.3) and the Chebyshev transform pair of Deans
(Theorem 5.10) are the main tools. The problem is finally reduced to finding the
continuous characters on the convolution algebra Z.,.,(R) (Prop. 5.7).

5.1. SPHERICAL FUNCTIONS

We remember some of the standard facts about spherical functions (cf. for
instance GODEMENT [20], HELGASON [25, Ch. X1, FArRauT [12, Ch. 1]). Let G be
a unimodular lesc. group with compact subgroup K. (G, K) is called a Gelfand
pair if C(K\G/K) is a commutative algebra under convolution. If there is a
continuous involutive automorphism o on G such that ¢( KxK) = Kx~'K(xeG)
then (G, K) 1s a Gelfand pair. If (G, K) is a Gelfand pair and the irreducible
representation t of G is unitary or K-finite then the representation 1 of K has
multiplicity O or 1 in .

Let (G, K) be a Gelfand pair. A spherical function is a function ¢ # Oon G
such that

P(x)P(y) = J¢(xky)dk, x,yeG.

K

The nonzero continuous algebra homomorphisms from C/(K\G/K) (or
C7(K\G/K) if G 1s a Lie group) to C are precisely of the form

(5.1) /- Jf(X)d)(X”)dx,
J |

where ¢ is a spherical function. If tis a K-unitary representation of G and if H (1)
contains a K-fixed unit vector v, unique up to a constant factor, then x
— (t(x)v, v) is a spherical function.
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5.2. SPHERICAL FUNCTIONS OF TYPE 0

Let G be a unimodular Icsc. group with compact subgroup K. Let

K*: = {(k,k)e G x K|keK}.

Let € K and let © be a K-unitary representation of G. Then t ® & (§ the
contragredient representation to 9) is a K*-unitary representation of G x K on
H (1) ® H(D).

LEMMA 5.1.  The multiplicity of 6 in t|g isequalto the multiplicity of the
representation L of K* in 1 ® & |g,. 1 isirreducibleiff t ® & isirreducible.
T s unitary iff T® & is unitary.

This can be proved immediately. By using the results summarized in §5.1 we
conclude that (G x K, K*)1s a Gelfand pair if there exists a continuous involutive
homomorphism o on G such that for each (¢, k) e G x K we have og)
= k,g " 'k,, a(k) = k k™ 'k, for certain k,, k, € K. Furthermore, if (G x K, K*)
is a Gelfand pair and if the irreducible representation t of G is unitary or K-finite
then t i1s K-multiplicity free. In particular, this applies to SU(1, 1):

ProrosiTioN 5.2. If G = SU(1,1) then (Gx K, K*) isa Gelfand pair.

Proof. For ge SU(1, 1) define af(g): = (g~ '). Then o is a continuous
involutive automorphism on G and a(a,) = a_, on A, a(uy) = u_4 on K. Since
G = KAK, a has the required properties. OJ

Let (G x K, K*) be a Gelfand pair. Identify G x {e} with G. A spherical
functionon G x K is completely determined by its restriction to G. By using the
results mentioned in §5.1 we obtain the following properties. First, a continuous
function ¢ on G is the restriction to G of a spherical functionon G x Kiff ¢ # 0
and

d(x)d(y) = Jd)(x’(yk_ Ndk, x,yeG.

Next, let
I1(G) (or 12(G))

= {f € CG) (or CX(G)) | f(kgk™") = f(g),
geG, ke K}.




REPRESENTATION THEORY 75

These are commutative - topological algebras under convolution and their
characters are precisely of the form (5.1), where ¢ is a spherical function on G
x K.If ¢ is a spherical function on G x K then thereis a § € K such that for all
x € G the function k — ¢(xk) on K belongs to 8. Then & is called a spherical
function of type & on G (with respect to K), cf. GODEMENT [ 19]. It is funny that
spherical functions of type & are on the one hand generalizations of ordinary
spherical functions for (G, K), on the other hand restrictions to G of ordinary
spherical functions for (G x K, K*).

For convenience, we take a one-dimensional § € K. Then a spherical function
¢ on G. x K is of type o iff

P(xk) = d(kx) = o(k)d(x), xeG keK.
Let

I 5(G) (or IZ4G))
L= 1/ € CAG) (or C2(G))| f(xk) = f(k)
= (k) f(x), xe G, ke K} .

These are closed subalgebras of I(G) (or I2°(G)) and their characters are precisely
of the form (5.1), where ¢ is a spherical function of type 8. Finally, if T is a K-
unitary representation of G and if #(t) contains a unit vector v satisfying t(k)v .
= &(k)v, unique up to a constant factor, then x — (t(x)v, v)is a spherical function
of type d. ‘

5.3.  THE GENERALIZED ABEL TRANSFORM
Let G be a connected noncompact real semisimple Lie group with finite

center. Use the notation of §2.2. For given Haar measures dk, da, dn on K, A, N,
respectively, normalize the Haar measure on G such that

(5.2) ff J f(kan)e** 189 dk da dn, f € C(G)

KXxAxXN

(cf. HELGASON [25, Ch. X, Prop. 1.11]). Note the property

(5.3) ff(n)dn = g?rlloga) Jf(ana“ “dn, f e C(N),aec A

(cf. [25, Ch. X, proof of Prop. 1.117).
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For A € ag let U* be the representation of G induced by the one-dimensional
representation an — ¢* 29 of the subgroup AN :

(5.4) (Ul(g)f Jk): = e~ @CTPHGTN f(y(g= k), f e L¥(K), g€ G, ke K .

The representation U* is easily seen to split as a direct sum of principal series
representations 7, ,. U* restricted to K is the left regular representation of K.

Let 5e K. For convenience, suppose that & is one-dimensional. The
generalized Abel transform f — F5: 1, §G) — C(A) is defined by

(5.5) Fi(a): = eP(l8® Jf(an)dn, aecA.

If G = SU(1, 1) and & = 1 then this transform can be rewritten as the classical
Abel transform, cf. §5.4.

PROPOSITION 5.3. The mapping [ — F% is a continuous homomorphism
(with respect to convolution on G and A, respectively) from 1Z75G) to
CX(A). Furthermore,

(5.6) JFi’r(a)e_“log “da = Jf(g)(Uk(g_ 16, 8)dg, f € IZ5(G), h € af,
A G
where (.,.) denotes the inner product on L*(K).

Proof. The continuity is immediate. The homomorphism property follows
easily from (5.2) and (5.3) (cf. WARNER [49, pp. 34, 35]). For the proof of (5.6)
substitute (5.4) into the right hand side of (5.6):

m~

Y,

G
m

= | flg)e” ®TMHD §((u(g))~ ')dyg

J flg)(UMg™18, 8)dg = | | sige=trmmsn 8((u(gk)) ™ "k)dk dg
G K

Qt

= J f(kan)e®®~M1oea §(k~Ydk da dn

KxAxN
(‘

= jf(an)e“’”” 8¢ dn da
AN

= | Fi{a)e "¢ da .

,
A
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Now let G = SU(1, 1). Write F(1) and I® (G) instead of F{*(a,) and 175 (G),
respectively. If n e Z + & then (5.5) and (5.6) take the form

(5.7) Fin) = e J flan,)dz

and

.

(5.8) J Fi(t)e ™ dt = jf(g)ﬂg. g g, f€12,(G), AeC,

G

where dg = (2n)” 'e'dOdtdz if g = ugan,.

5.4. THE MAIN THEOREM
It is the purpose of this section to prove:

THEOREM 5.4. Let 1 be an irreducible K-unitary representation of
SU(1, 1) which is K-finite or unitary. Then t is Naimark equivalent to an
irreducible subrepresentation of some principal series representation T ;.

By Proposition 5.2 tis K-multiplicity free. If 8, € .#(t) then write 1, , instead
of 15 5. In view of Theorem 4.5 and Remark 4.8 it is sufficient for the proof of
Theorem 5.4 to show that for some &, € .#(7), for some A € C and for € € {0, 3}
with ne Z + & we have |

(5.9)

Tn,n = ﬂ:é,k,n,n'

Both sides of (5.9) are spherical functions of type d,. Then (5.9) holds if the

corresponding characters on 1°,(G) are equal. Hence Theorem 5.4 will follow
from

ProproSITION 5.5. Let G = SU(1,1),nedZ. Let o be a continuous
character on 12 (G). Then

(5.10) af) = Jf(g)ng,x,n,n(g“l)dg,fefﬁf’n(G),

G

for some L e C and for £e{0,5} suchthat neZ + &
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Now substitute (5.8) into the right hand side of (5.10). Thus, for the proof of
Prop. 5.5 we have to show that each continuous character o on I (G) takes the

form

(5.11) af) = J Fit)e ™ dt, f € 17 (G).

for some A € C. In §5.5 we will prove:

THEOREM 5.6. Let G = SU(1,1),ne3Z. The mapping f — F} is a
topological algebra isomorphism from 1ZX,(G) onto D....(R), the algebra of
even C*-functions with compact support on R.

Thus, in view of (5.11) we are left to prove:

PROPOSITION 5.7. The continuous characters on %.,.,(R) have the form

h— J h(t)e ™™ dt

for some A€ C.

5.5. COMPLETION OF THE PROOF OF THE MAIN THEOREM

By the discussion in §5.4 we reduced the proof of Theorem 5.4 to the task of -
proving Theorem 5.6 and Prop. 5.7. Theorem 5.6 was partly proved in Prop. 5.3.
[t is left to prove that f — F}isinjective on I° (G) with image &, .,(R) and that
the inverse mapping is continuous. In order to establish this we identify both
I®(G) and 9.,..(R), considered as topological vector spaces, with Z([ 1, c0)) and
we rewrite f — F'; as a mapping from 9([ 1, ) onto itself. This mapping turns
out to be a known integral transformation, for which an inverse transformation
can be explicitly given. First note:

LEmMMA 5.8. The formula

(5.12) f(x) = g(x?)

defines an isomorphism of topological vector spaces f — g from 9.,..(R) onto
2([0, 0)).
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Proof. Clearly,if g € 2([0, 0)) then f € Z,,..(R)and the mappingg — [ 1
continuous. Conversely, let [ € Z....(R) and let g be defined by (5.12). By
complete induction with respect to n we prove: g"(0) exists and there is a
function f, € Z.,..(R) such that

filx) = g"(x?), xeR,

and f = f,: Zeven(R) & Zyen(R) is coniinuous. Indeed, suppose this is proved
up to n — 1. Then

2x(g" V) (x?) = froa)dy

=%
!
=
I
B ey g

SO

) 2 13
(5.13) f(x)::f<< t x 1)2>>,xe[1, o).
(x2—1)2 X

For f e 17 ,(G) define
(5.14) h(chit): = h(t),teR.

LEMMA 5.9. The mapping [ — [ defined by (5.13) is an isomorphism of
topological vector spaces from 17,(G) onto 9([1, ). The mapping h — h
defined by (5.35) is an isomorphism of topological vector spaces from %, .,(R)

onto  Z([1, o0)).

even(

Proof. The second statement follows from Lemma 5.8. For the proof of the
first statement introduce global real analytic coordinates on G by the mapping

o (O e

1 1
e2(1 +|2])2 z >
e 21 +|2)2

from C x (R/4nZ) onto G. If g € 9([ 1, «0)) and

Lo oL 1
f<<€2 (1:—'|Z| )2 1 z 1>>: _ ein¢g((1+lz‘2)5)

e 291 +|z|2)Z
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then f € I2 (G), 7 = g and the mappingl g — f 1s continuous. Conversely, if
f el (G) then f, as a function of z and ¢, is radial in z, so the function

1
1+42%)2
Z—)f(( Z) g 1),ZER,
L (422

belongs to %.,.,(R). Now make the transformation z = (xz—l)% and apply

Lemma 5.8. It follows that f e 9([1, ©)) and that the mapping f — f is

continuous. ]
Define the Chebyshev polynomial T,(x) by

(5.15) T,(cos B): = cos nf .

It follows from (5.7) that, for f € I°,(G):

o chit+ Lize* *
g0 = e [A((E D) e

o [ chyt+3ize* \*"
= e* | fllchst+3ize) dz

|chit +ize?|

| chit
= e | f(lch3t +3ize*|) Ty, dz,

|chit +3ize®|

0
SO

W) = 2 J T Ty~ Lehit)(y* — ch®5t) " *ydy .

chit

This formula shows that F7} is even on R, so F} € Z.,.,(R). Now, by (5.14):

(5.16) T Ty~ %) (y? —x%) " tydy, x e [1, o0] .

I
&)
X C— 8

For n = 0, (5.16) takes the form

Fix) = ZJ T —x?)"tydy .
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The problem of inverting this just means to solve the Abel integral equation, as
was pointed out by GODEMENT [20]. Indeed, we get

0

d T 1
) = —ﬂ‘lf*F?(X)(xz—yz)‘fdx-
dx

y

For general n, we can use an inversion formula obtained by DEANS [7,(30)], see
also MATsUSHITA [30, §2.3] and KOORNWINDER [27, §5.9]:

THEOREM 5.10. For m = 0,1,2,.., g€ 9([1, o)), x e [1, c0) define

(5.17) (A,g)(x): = 2 J g T(y>—x*)"2ydy ,
r L
(5.18) (Bug)(x): = —m~* J g Tx™y)y* —x?)"2dy .

Then A,, and B, map 9([1, ) into itself and A,B,, = id, B,A, = id.

This theorem shows that f — F7 is a linear bijection from I”,(G) onto
Z....(R). Finally in order to prove the continuity of the inverse mapping, we
show that B,, is continuous. Just expand T,,(x ~'y) as a polynomial and use that

o]

d\* 1
(x‘l d—) j h(y) (y* —x?)"2ydy
y

X

d\" 1
= J (y”la—> h(y)(y*—x*)"2ydy
y

by the properties of the Weyl fractional integral transform (cf. [11, Ch. 13]). This
completes the proof of Theorem 5.6.

Proof of proposition 5.7. Extend o to a continuous linear functional on

Z(R), for instance by puttinga(f) = 01if f is odd. Choose f; € 9.,.,(R) such that
a(f1) # 0. Let |

(k(Y)fl)(x) c = filx—y), x,yeR.

L’Enseignement mathém., t. XXVIII, fasc. 1-2.
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By the continuity and homomorphism property of o we have, for f € Z.,..(R):

A f)lf) = alfixf) = j (M) f1)f )y .

Hence

o f) = J FIBY)y, f € Deyen(R),

)

where

By) : = Hol 1)) HMy) fy) + M=) f1)) -

Then f is even and it is a continuous function by the continuity of a. It follows
from the homomorphism property of o and from the fact that B is even, that

Bx)B(y) = HB(x+y) + Blx—y),

so B(0) = 1. This is d’Alembert’s functional equation. By continuity, Re p(x)
> 0if0 < x < x4 for some x, > 0. Then B(x,) = cosh ¢ for some complex ¢
= a + ib with a > 0, —4n < b < 4n. Now, following the proof in AczeL [1,
2.4.17 it can be shown ') that for all integer n, m > 0

n c n
B(? x0> = cosh (x-o T x0> :

So, by continuity and evenness of :

B(x) = cosh (i x) for all xeR. O

X0
5.6. NOTES

5.6.1. Some other examples of Gelfand pairs (G x K, K*)are provided by G
= SO(n, 1), K = SO(n) and G = SU(n, 1), K = S(U(n) x U(1)), cf. BOERNER
[4, Ch. VII, §12; Ch. V, §6], DixMIER [8] or KOORNWINDER [27, Theorems 5.7,
5.8].

5.6.2. The main Theorem 5.4, which was first proved in the case of unitary
representations by BARGMANN [2], 1s a special case of the subrepresentation

1 I thank H. van Haeringen for this reference.
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theorem for noncompact semisimple Lie groups due to Casselman (cf. WALLACH
[47, Cor. 7.5]). Casselman’s theorem improves HARISH-CHANDRA'S [22,
Theorem 4] subquotient theorem.

5.6.3. The generalized Abel transform f — F§ can be defined for general K-
type 8. It was introduced by HARISH-CHANDRA [24, p. 595] in the spherical case,
TaxkAHASHI [40, §2] in the case G = SOq(n, 1) and WARNER [49, 6.2.2] in the
general case. The injectivity of this transform holds generally, cf. WARNER [49].
The image of I1X4G) under this transform is known in the spherical case (cf.
GANGOLLI [16]) and if G has real rank 1'and ¢ is one-dimensional (cf. WALLACH
[46]), but seems to be unknown in the general case (cf. WARNER [49, p. 36]).

5.6.4. In [39] TakaHAasHI also reduces the proof of Theorem 5.4 to
Proposition 5.5. However, he proves Prop. 5.5 by considering eigenfunctions of
the Casimir operator, since he did not know, then, how to invert the transform f
— F%. In [42] he independently obtained a proof of Prop. 5.5 similar to ours.
Earlier, in [40, §4.1] he used a similar method in the spherical case of G
= SOy(n, 1). NAIMARK [34, Ch. 3, §9] proved the subquotient theorem for
SL(2, C) by methods somewhat related to ours.

5.6.5. Part of Lemma 5.8 is contained in WHITNEY [50]. See SCHWARZ [37]
for a theorem on C*-functions which are invariant under a more general Weyl
group.

5.6.6. Theorem 5.10 more generally holds with Gegenbauer polynomials of
integer of half integer order as kernels, cf. DEANS [6], [7], KOORNWINDER [27,
§5.9]. Deans’ proof uses the inversion formula for the Radon transform. The
author’s proof uses Weyl fractional integral transforms and generalized
fractional integral transforms studied by SPRINKHUIZEN [387]. MATSUSHITA [ 30,
§2.3] considers the transformation f — F’ for general real n in the context of the
universal covering group of SI(2, R) and he derives the inversion formula with a
proof due to T. Shintani, which uses Mellin transforms.

6. UNITARIZABILITY OF IRREDUCIBLE SUBREPRESENTATIONS
OF THE PRINCIPAL SERIES

6.1. A CRITERIUM FOR UNITARIZABILITY

Remember that a representation of an Icsc. group G on a Hilbert space is
strongly continuous if and only if it is weakly continuous (cf. WARNER [48,

Prop. 4.2.2.1]). Thus, if 7 is a (strongly continuous) Hilbert representation of G
then T defined by
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(6.1) Hg): = g HY*, geG,

is again a (strongly continuous) Hilbert representation of G on #(t). The
representation 7 is called the conjugate contragredient to t. The representation t
is unitary iff T = 1.

THEOREM 6.1. Let G beanlcsc. group with compact abelian subgroup K.
Let tv bea K-multiplicity freerepresentationof G. Let {bs} bea K-basis for
H(1). Let cg(d € M(t)) be positive real numbers. Then the following statements
are equivalent to each other :

(@) 1 is Naimark equivalent to some unitary representation.
A

(b) t~7 with Ads = csds(d € (7))

——— C
€ T,49 ") = C—‘"’rs,yw), v,8¢e (1), g€G.

¥

If, moreover, 7t s irreducible then (a), (b) and (c) are equivalent to :
(d) For some &€ . #(1) we have

_ C
T.ol07) = Tel9) g€ G forall ye.d(x).
Y
If (b) holds then t(g)(geG) is unitary with respect to a new inner product

<+-> on Y(A) defined by

6.2) <b, by> 1 = { 0 ify#5,

Proof. First observe that T(k)bs = 0(k)ds(keK), so {d;} is a K-basis with
respect to T as well. We have

(6.3) t,.409) = a7 ) -

B B*
(a) = (b) : Lett ~ o withcunitary. Thenc = Gand & ~ %.Let {{;} bea

K-basis for #(c). Let Bd; = bg\g(8 € #(t)). Then, by Theorem 4.5:

. _ b B

bs

2

Ty 5

b

y

bs

so (b) holds.
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(b) = (a) : Assume (b). Then A is self-adjoint and positive definite. Define a
new inner product <--> on Z(A) by <v,w>:= (Av, w). Then, for
v, we Z(A), g € G, we have:

<t(gv, tlgw> = (Atg), tgw) = (A~ ") Atglv, W)
= (At(g ™ ilg)v, w) = (Av, w) = <v,w>,

ie. <tug), tlgw> = <wv, w>.Thus tisa unitary representation on Z(A4) with
respect to the new inner product. (Weak continuity of tis easily proved.) Let & be

the extension of this representation to a unitary representation in the Hilbert
B

space completion #(c) of Z(A) with respect to <-, ->. Then t ~ o, where B is

the closure of the identity operator on 2(A) (cf. Lemma 4.4). Note that we have
also proved the last part of the theorem.
The equivalence of (c) or (d) with (b) follows from Theorem 4.5. H

6.2. THE case SU(L, 1)

It follows from (2.30) that

(64) _ Ceonynm = (_l)m—n Ce, ~%.m.n-
Combination of (6.3), (2.29) and (6.4) yields
(65) ﬁé. A = TCg’ -

In §6.1 we showed that a necessary condition for unitarizability of an
irreducible subquotient representation t of m; , is the equivalence of t and 7. In
view of (6.5) and Theorem 4.7 this is only possible if A, = =+ A, thatis,if A is real or
imaginary. If A is imaginary then %, , = =, ,, so m ; is already unitary. Let us
now examine the case that A is real and nonzero. Then t, ;, = n, _,. If tis an

irreducible subquotient representation of n, , then t ~ T with (cf. (4.10))

(66) A(bm = Cf;, A, m ('bma (bm € r}f(’t) s

where ¢, ; ,,1s given by (4.9). Now a sufficient condition for the unitarizability of
T is that the coefficients ¢, , ,, are all positive or all negative for ¢,, € #(1).
Referring to the classification in Theorem 3.4 we will examine these

coeflicients. (Because of equivalence, it is not necessary to treat the cases where
A <0)
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(a) Mo 2(A>0, MZ +3) .
(—A+ )]m]
m = ’ Z.
Co. 1. 0t Do me

Co.5. m has fixed sign iff 0 < A < 3

(b) L ,(A>0,A¢Z) .
( 7\‘)r11—1‘—— L
C%,;\’mzm 1 ,m+j€{0,1,2,...}.
m+=
No fixed sign. 2
(c) ‘ m; 5 and m; ;(A+E€Z+73, A>0).
(Im| — A+

Cepm = ,meZ + & |m|=r+ 3.

SR QA Dy ’
Fixed sign.
(d) 0 (A +EeZ+4, 1>0).

(=1 1 3
S = G Trmigt—m YT T Bk gy

No fixed sign except if A = 3 & = 0.

Combining these results with Theorems 3.4, 4.7 and 5.4 and Prop. 4.2 we
reobtain BARGMANN’s [2] classiffication of all irreducible unitary
representations of SU(L, 1):

THEOREM 6.2. Any irreducible unitary representation of SU(1,1) s
unitarily equivalent to one and only one of the following representations:

1) e iW(§=0,3, v>0), Ty o, 1" o T, o (unitary principal series ).
2) Tto‘ )‘(0<>\,<%) On Cl Spanl..., d)_ 1> (.1)0, d)l'/‘ ...!

with respect to the inner product

— A+ D
(__)_'_‘ O, » (complementary series).

< Om Gy > = Ot D

3
3) n;kandn;x<§=00r%,7»=E‘;-i—%,&—}-—i,...)
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on

Cl Span{®; 1 5, d+ 32, -
and

ClSpan{.., & 532 ¢ 23},

respectively, with respect to the inner product

— (o)
<P O,> 1 = (m| = (+3) O, n (discrete series ).
A+ Djm| -0+ 9

4) ng. , (identity representation).

6.3. NOTES

6.3.1. Following BARGMANN [2], most authors prove Theorem 6.2 by
infinitesimal methods. VILENKIN [43, Ch. VI] uses the method of the present
paper. TAKAHASHI [ 39, §6] decides about unitarizability by considering whether

T 5. n n 18 @ positive definite function on G.

6.3.2. A method related to this section was used in FLENSTED-JENSEN &
KOORNWINDER [15] in order to find all irreducible unitary spherical
representations of non-compact semisimple Lie groups G of rank one. They
examined the nonnegativity of the coefficients in the addition formula for the
spherical functions on G. See also [27, §6.4].

6.3.3. A generalization of Theorem 6.1 can be formulated for not necessarily
abelian K and, partly, for K-finite 1, cf. [27, Theorems 6.4, 6.5].
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