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Then the following result obtains:

THEOREM 7.4. With the above notation, one has ¥ = M = P =V
=W

These two theorems embody essentially all the known as well as new results
on the structure of weakly harmonizable processes or fields. Some applications
and extensions will be indicated in the rest of the paper.

8. ASSOCIATED SPECTRA AND CONSEQUENCES

For a large class of nonstationary processes, including the (strongly)
harmonizable ones, it is possible to associate a (nonnegative) spectral measure
and study some of the key properties of the process through it. One such
reasonably large class, isolated by Kampé de Fériet and Frankiel ([15]-[17]),
called class (KF)in [35], is the desired family. This was also considered under the
name “asymptotic stationarity” by E. Parzen [32] (cf. also [14] with the same
name for a subclass), and by Rozanov ([40], p. 283) without a name. All these
authors, motivated by applications, arrived at the concept independently. But it
is Kampé de Fériet and Frankiel who emphasized the importance of this class
and made a deep study. This was further analyzed in [35].

If X : R — L}(P)is a process with covariance k(s, t) = E(X (s)f(t)), then it is
said to be of class (KF), after its authors [15]-[17], provided the following limit
exists for all he R:

1 T—Inl .

r(h) = lim — | k(s, s+|hl)ds = lim ry(h). (88)
T—-w 0 T—- o
It is easy to see that (- ), hence r(-), is a positive definite function when X(-)is a
measurable process. If X(-) is continuous in mean square, the latter is implied. It
is clear that stationary processes are in class (KF). By the classical theorem of
Bochner (or its modified form by F. Riesz) there is a unique bounded increasing
function F: R — R™ such that

rh) = [ge™ Fdt), a-a-(h)-(Leb). (89)

This F is termed the associated spectral function of the process X. Every strongly
harmonizable process is of class (KF). This is not obvious, but was shown in
([40], p. 283), and in [35] as a consequence of the membership of a more general
class called almost (strongly) harmonizable. The latter is not necessarily V-
bounded and so the weakly harmonizable class is not included. (Almost




338 M. M. RAO

harmonizable need not imply weakly harmonizable.) Since the bimeasure of (30)
is not necessarily of bounded variation, the elementary proof of [40] given for the
strongly harmonizable process does not extend. Perhaps for this reason,
Rozanov (cf. [40], footnote on p.283) felt that the weakly harmonizable
processes may not be in class (KF). However, a positive solution can be obtained
as follows: |

THEOREM 8.1. Let X :R — L}P) be weakly harmonizable. Then
X eclass (KF), so that it has a well defined associated spectral function.

Proof: Since X is weakly harmonizable,

X(t) = [€%Z(dr), teR,

for a stochastic measure Z on R into L(P), and if

then F: # x # — C is a bounded bimeasure. Considering (88) for h > 0 (the
case h < 0 being similar), one has with k(s, 1) = E(X(s)X(t))

T—h 1
rolh) = — -T_hj k(s, s+ h)ds .

0]

To show that lim rr(h) exists it suffices to consider

T— o

F T
1J\ks s+h)ds = %jE(X(s)-X(s%—h))ds
0 0
_ E(lT J ds Jeis* Z(d)) f g~ s+ Z(dl’)) (90)
0 R R

and show that the right side hasalimitas T — o0.Let % = % = L3(P),and &
= I}P). Since Z: B - X, Z = Z: % — % are stochastic measures, one can ‘
define a product measure on R x R into &, using the bilinear mapping (x, y)
— xy, of & x ¥ — %, as the pointwise product which is continuous in their |
respective norm topologies. Under these conditions and identifications, the |
product measure Z ® Z : B x B — % is defined and satisfies (D-S integrals):
[ f(s,0) (ZQZ) (s, dt) = lle(ds) lj; f(s, )Z(dt)

RxR

— £ Z(dt) .j‘ f(s, H)Z(ds) , 91)
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for all f e C,(R xR), by ([5], p. 388). In most of the work on product vector
measures, Dinculeanu assumes that they are “dominated”. However, as shown in
a separate Remark (cf. [5], p. 388; cf. also [ 7], Cor. 3), such a product measure as
in (91) is well defined even though it need not be “dominated”. It has finite
semivariation: indeed,

1 Z®Z|RXxR) < | ZII®R)|ZIIR) = (I Z]|®R) < o,
so that Z @ Z is again a stochastic measure. Letting
folA X)) = et g7 isHmA
so fs. n € Cy(RxR), (91) becomes:
i et Z(d)) ljt e THSTIM Z(d\)

= [ OV Z @ Z(d), d)), (92)

RXxR

the right side being an element of I}(P). Applying the same calculation to the
measures Z @ Z: AR xR) - Z and p:%([0, T]) > R* (u is Lebesgue
measure), with (x, a) - ax being the mapping of & x R — %, one can define

HQ(ZQR2Z2): B0, T) x BARxR) » &
and, with A for the pair (A, 1),

O ey

W) [ f6))Z @ Z(h) = | Z® Z(d))

R xR RxR

Oty

it 2 )udo) . (93)

Writing p(dt) as dt, (90)-(93) yield:

T
1 : N
E(}J'ds J‘ els(k—k)—lhk A ® Z(d)\, d?\‘/)>
. .

R xR

T
.
- E( e” M Z @ Z(d), d\) lT f eist-=) ds>
R;R 0
_g | pmim [ €0 — 1x + 8 | Z ® Z(d, dV
] iT(—N) #1] xx'} ] )) (94)

RxR
But the quantity inside the expectation symbol E is bounded for all 1, and since

the dominated convergence is valid for the D-S integral ([8],1V.10.10), constants

being Z ® Z-integrable, one can pass the limit as T — oo under the expectation
as well as the D-S integral in (94). Hence

L’Enseignement mathém., t. XXVIII, fasc. 3-4. bk!
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1 .
lim — J-’ k(s, s+ h)ds = E<J e ™ 8. Z & Z(d\, d?»'))
0 RxR

T—wo
r
= e—ihl’ 8}')" E(Z ® Z(d?\-, d}\‘,))
JRXR

f‘ .
- e~ F(d), dV),

JI=2]

where F is the bimeasure of Z. Hence lim rp(h) = r(h) exists and r(h)

T

= [ge ™ G(d)), where G: A+— [ 8,,, F(d\, d\), A € 4, is a positive finite
n” 1(4)

measure which therefore is the associated spectral measure of X e class (KF).
(Here n : R? — R is the coordinate projection.) This completes the proof.

The above result implies that several other considerations of [40] hold for
weakly harmonizable processes. ‘

As another application of the present work, especially as a consequence of
Theorem 6.1, the following precise version of a result stated in ([40], Thm. 3.2)

will be deduced from the corresponding classical stationary case.

THEOREM 8.2. Let X :R — L3(P) be a weakly harmonizable process with
Z: B — LiP) asitsrepresenting stochastic measure. Then for any —oo < A,
< A, < o0, writing Z(\) for Z((—oo,))), one has

T
—ith2 __ itk
l'i*m Je _e X(t)dt
T— o —1u
-T .
_ Z0a+) + Z05-)  Z0a+) + Z04) .
2 2

where 1-i-m is the I*(P)-limit. Further the covariance bimeasure F of Z
can be obtained for intervals A = (A, Ay), B = (A}, A;) as:

T T,

e—ilzs _ e—ills
Iim -
0<T;, T2~ @ —1s
—T1 —T>
eix'zt _ e—ix'lt
: r(s, t)ydsdt = F(A, B), (96)

it
provided A, B are continuity intervals of F in the sense that

F((— o0, A; %), (— 0, Nj£)) = F((—o0, X)), (—0, X)), j = 1,2,

A
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and where r(-,") is the covariance function of the X-process. In particular, if the
T

1 ;
mapping S:R — C s continuous, ?J‘ S(t)dt — ao existsas T — oo, and
0
lim #(s,t) = O, thenfor the observed process Y(t) = S(t) + X(t), so that

Is| +]t] >0
S(+) isthenonstochastic “signal” and X(') isthe weakly harmonizable “noise”,

the estimator
T
i 1 [ ~
Sy = = Y(t)dt - a,
0

in LYP) (ie, E(Sy—ay’)—0) as T —oo. Thus S; is a consistent
estimator of a,, and in other terms, both X - and Y-processes obey the law of large
numbers.

Proof: The key idea of the proof is to reduce the result to the classical
stationary case through an application of the dilation theorem. Thus by
Theorem 6.1, there exists a probability space (&, £, P), with L3(P) > L(P),and a
stationary process Y : R — L2(P) such that X(t) = QY(t), t € R where Q is the
orthogonal projection on L3(P) with range L3(P). There is an orthogonally
scattered stochastic measure Z : # — L3(P) such that

Y(t) = [ge™ Z(d)), teR, (97)

and Z(A) = QZ(A), A B, with Z:HB — L3(P) representing the given X-
process. Since Q is bounded, as is well-known, it commutes with the integral as
well as the 1-1-m. Thus (95) is true for the Y-process with Z in place of Z there (cf.,
e.g2., [6], p. 527). Then the result follows on applying Q to both sides and
interchanging thel-1-m as well as the integral with Q, which is legitimate. Hence
(95) 1s true as stated. |

Next consider the left hand side (LHS) of (96). With (95) it can be expressed
as:

. 1 2 [prisha _ p=ish e—m’z _,e—m; -
LHS = 1lm E J7 r [ : X(s)]- [ , X(t) | dsdt
Ty, T2— o -T1 J -T2 —1S —1
™ L ,—isha _ ,—ishy Ty ,—ith, _ ,—ith] -
— lim E <JT ¢ € X(s)ds) ( f ¢ ¢ X(t)) dt]
Ty, T2 | - T, —18 -T, — 1t
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. 2
.(Z(Xfr) + Z0,—)  Z0a+) + z(xl_)>—]
2 2

— F(A4, B),

by the continuity hypothesis on F, after expanding and taking expectations. This
proves (96).
Finally, if Y(1) = St) + X(¢), t e R, let

ar = ESp) = lT f S(t)dt .

Noting that Y eclass (KF) since X does (cf. Thm. 8.1), and a; — a,, by
hypothesis, as T — o, |

. 2 '
E(IST_aOI2) = }—2—’ JT f r(S, t)det + 2 | dr — dg |2
0JO
1

=57 | rrdh+ 2] ar = ol 98)
where, as usual, r4(-) is given by (88). Since rp(h) — r(h) due to the fact that
f’. € class (KF), and since r(s, s+ h) — Oas| s| = oo by hypothesis together with
the fact that

| r(s, t] < (r(s, s)r(t, 0))? < M? < o

where | X(t) | < M < oo (X being V-bounded), one can invoke a classical result
on Cesaro summability (cf., [8], IV.13.83(a)). By this result r(h) = 0 for each
h € R. Actually r(h) — r(h) (=0), uniformly in h on compact sets of R. It follows
that E(|S;—aol|*) — 0, and this completes the proof of the theorem.

Remark. The key reduction for (95), which is used in (96), is possible in the
above proof since the linear operation of Q on the process mattered. However,
for Theorem 8.1, the dilation result itself is not immediately applicable since the
problem there is nonlinear, and one had to use alternate arguments as was done
there. Also since Fubini’s theorem is not available for the M T-integral (cf. [27],
§8), a special computation has to be used for this special case. Thus the point of
the general theory here is to clarify the structure of these processes, and a
reduction to the stationary case is not always possible.
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