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ON REPRESENTATION OF FUNCTIONS BY MEANS

OF SUPERPOSITIONS AND RELATED TOPICS 1

by A. G. Vitushkin
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Preface

By means of an algebraic substitution, the so-called Tschirnhaus
transformation, the general algebraic equation of the n-th degree x11 + axxn~l
+ a2 xn~2 + + an_1 x + an 0 may be reduced to the form yn
+ b±yn~4 + b5yn~5 + + bn-1y +1=0. Further attempts by
algebraists to reduce the solution of the general algebraic equation to the
solution of equations containing a smaller number of parameters remained
unsuccessful for a long time (the problem of resolvents).

In his famous Mathematical Problems [1] Hilbert looked at this problem
in a new way, formulating it as No. 13 in the following form: the impossibility

of solving the general equation of the 7-th degree by means of functions

of only two variables. To prove this Hilbert regarded it as possible to
show that the equation of the 7-th degree /7 + x/3+je/2 + z/+1 0

is not soluble by means of any continuous functions of only two variables.
Various mathematicians have understood the 13-th Problem differently

and have attributed to it results of a different character.

Hilbert [3] found an algebraic substitution reducing the solution of the

general algebraic equation of the 9-th degree to the solution of equations with
4 parameters. Hilbert proved also the existence of analytic functions of
three variables not representable by superpositions of functions of only
two variables. Ostrowski [2] constructed an analytic function of two variables

not representable as a superposition of infinitely differentiable functions

of one variable and arithmetic operations. The author [4] proved the
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existence of smooth functions of several variables not representable by

superpositions of smooth functions of a smaller number of variables.

Bieberbach [5] attempted to prove that there exist continuous functions

of three variables, not representable as a superposition of continuous functions

of two variables. Not for nothing did Bieberbach call the 13-th Problem

"unfortunate" (see [6]). Many years later, by the combined efforts of
Kolmogorov [7], [9] and Arnol'd [8], the opposite was proved. So Hilbert's
conjecture was shown to be false. By Kolmogorov's theorem any
continuous function of several variables can be represented by means ofa superposition

of continuous functions of a single variable and the operation of addition.
Hilbert's 13-th problem gave rise to a great number of investigations

in algebra and analysis, but the kernel of the problem never the less remains
untouched. In this connection Lorentz [12] made an expressive analogy.
The example of Peano of a mapping of an interval onto a square does not
answer the question about the difference between an interval and a square.
In the same way the theorem of Kolmogorov does not close the 13-th

problem, but only makes it more interesting. It is known, for example, that
superpositions of Kolmogorov's type, composed of smooth functions, do
not even represent all analytic functions [48].

Thus, Hilbert's idea of proving the impossibility of solving the general
equation of the 7-th degree by means of functions of only two variables
can be developed in a more positive way. Results available at present do not
contradict, for example, the possibility that the function /(x, y, z) defined
by the equation f1 + x/3 + yf2 + zf + 1 eee 0 is not a finite superposition
of analytic functions of two variables. On the other hand nobody has

disproved that any algebraic function is a superposition of algebraic functions

of a single variable and arithmetic operations.
This paper is a summary of the lectures given at the University of

California in Los Angeles in April-May of 1977. Chapter I presents a survey of
results, the remaining chapters are devoted to proofs.

Chapter 1. — Survey of results

The survey presented is based on the surveys [10]-[12], [33]-[35]. It also
covers recent results:

Definition. We will say that a function / /(xl3 x„) is a
superposition of the functions
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(a) / rr(a+1) jj{a+1) rr(a+l) \
Vßh ß2, ßcc Ku ßh ß2, ßx, 1 ' U/q, ß2. ßa,2> Ußh ß2- ßa, k)

(ßi 1, 2, fc, i 1, a, a 0, 1, 5 — 1)

of k variables if/identically equals the function <p, defined by the equalities

V tVu),
f/(a) _ / ;1 '< ' 1 rr(«+l) \Vßl,j8a - <Pßi, ßa VU/Î1, ß2. 1 ' ?2. 2> ^^1. />2. -,

ßt 1, 2, k, i — 1, 2, a, a 1, 2, 5 — 1

r/(s) _ yß2. ...,ßs — Xnfil,ß2,~;ßs '

The number ^ is called the order of superposition.

§ 1. Superpositions of analytic functions

In stating the 13-th Problem [1] Hilbert added that he had a rigorous
proof of the fact that there exists an analytic function of three variables
that cannot be obtained by a finite superposition of functions of only two
arguments. Although he did not indicate exactly what kind of functions
of two variables he had in mind, Hilbert was apparently thinking of analytic
functions of two variables.

The existence of analytic functions of three variables not representable
by means of superpositions of analytic functions of two variables is a simple
fact and can be obtained from the following considerations. The partial
derivatives of order k of a function represented by a superposition are
defined by the derivatives of the functions composing the superposition.
The number of different partial derivatives of order p of a function of two

variables is equal to ---- Consequently, the number of parameters

defining the derivatives of order k of the superposition has order k3 (s is

fixed). On the other hand the number of different partial derivatives of
order not greater than k for a function of three variables is of the order k4'.

Hence for any s there exists a sufficiently large k such that one can find
a polynomial of the k-th degree not representable by a superposition of
order s of infinitely differentiable functions of two variables. The desired

non-representable analytic function can be given as a sum of non-represent-
able polynomials.

More general results in this direction were obtained by Ostrowski [2],

who showed, in particular, that the analytic function of two arguments
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x'.h
(x, y) m £ —. is not a finite superposition of infinitely differentiable

h z-1 m

functions of one variable and algebraic functions of any number of variables.

The proof of this result is based on the fact that the function Ç (x, y)
does not satisfy any algebraic partial differential equation, that is, an

equation of the form

is a polynomial with constant coefficients in the function £ and its partial
derivatives up to a certain order. At the same, it is comparatively simple to

prove that any function of two variables which is a finite superposition of
infinitely differentiable functions of one variable and algebraic functions
of any number of variables necessarily satisfies some algebraic partial
differential equation. In the same paper, Ostrowski conjectured that the

function £ (x, y) is not a superposition of continuous functions of one
variable and algebraic functions of any number of variables (see the theorem
of Kolmogorov [9]).

Algebraic equations up to the 4-th degree inclusive are soluble by
radicals, that is, the roots of these equations can be represented as functions
of the coefficients in the form of a superposition of arithmetic operations and

functions of one variable of the form tft(n 2, 3). The general equation
of the 5-th degree, is insoluble by radicals, as Abel and Galois showed.
But since the general equation of the 5-th degree may be reduced by algebraic
substitutions to the form x5 + tx +1=0, containing a single parameter t,
we may say that a root of the general equation of the 5-th degree is also

represented as a function of the coefficients in the form of superpositions of
arithmetic operations and algebraic functions of one variable. The problem
of resolvents can be formulated in terms of superpositions in the following
way: to find, for any number n, the smallest number k such that a root of
the general equation of the /7-th degree as a function of the coefficients is

represented in the form of a superposition of algebraic functions of k.

variables. In [3] Hilbert conjectured that for n 6, 7, 8 the number k
is 2, 3, 4, respectively. Hilbert's result [3] for an equation of the 9-th degree
was all the more unexpected : a root of the general equation of the 9-th

where <P

§2. The problem of resolvents



— 260 —

degree is representable as a superposition of algebraic functions of four
variables. Wiman [13], generalizing Hilbert's result, proved that k < n — 5

for any n > 9. As G. N. Chebotarev [14] observed, it can be proved by the

same method that k < n — 6 for n >21 and k </? — 7 for n > 121.

A number of papers by N. G. Chebotarev [15] was devoted to the problem of
resolvents. However, the basic Theorem turned out to be wrong (see [16]).

In correcting Chebotarev's paper Morosov found the right statements
but his proofs also were not without essential gaps [17]. Nevertheless, in

spite of the mistakes the papers of Chebotarev and Morosov have had a

positive influence on subsequent authors.
Arnol'd [18] and Lin [17] have shown that the function fn /(z,, zn)

which is the solution of the algebraic equation /" + zlfn~1 + z2/,,_2
+ + zn 0 for n> 3 can not be strictly represented as a superposition
of entire algebraic functions of a smaller number of variables and
polynomials of any number of variables. Let us recall that a function

/ /(zt, zk) is called an entire algebraic function if it satisfies an equation

fm + + ••• + pm 0, where p1? ...,pm are polynomials in

z1? zk. The sentence "a function can not be strictly represented as a

superposition" means in the case under consideration that every
superposition representing the function must have unnecessary branches, i.e.

the number of branches of any superposition must be at least n + 1. Using
that theorem for n { 3, 4 } we see that in spite of the fact that the equations

of degree 3 and 4 are soluble by radicals they do not have strict
representations. This explains in a sense why unnecessary roots appear when one

uses Cardano's formulas.
Hovanski (see [19] and [20]) has shown that the solution of the equation

f5 + xf2+yf+ 1 0 can not be represented by a superposition of
entire algebraic functions of a single variable and polynomials in several

variables. We recall that the Tschirnhaus transformation reduces the

general equation of the 5-th degree to an equation with a single parameter,
that is, the function of Hovanski is represented by a superposition of
algebraic functions of a single variable and arithmetic operations. This

counter example demonstrates that the restriction not to use the operation
of division, is really strong.

We conclude the discussion of the problem of resolvents with a formulation

of a well-known problem: is it possible to represent any algebraic
function by means of a superposition of functions of a single variable and

rational functions of any number of variables.
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§ 3. Superpositions of smooth functions
and the theory of approximation

In [4] it was proved that in the class of all S times continuously differen-

tiable functions of n variables there exist some that cannot be represented

as a finite superposition of functions for which the ratio of the number of
arguments to the number of derivatives they have is strictly less than n/S.

This theorem shows that the ratio n/S can serve as a measure of the

complexity of 5 times differentiate functions of n variables. The original
proof of this theorem made use of the theory of multi-dimensional variations
of sets and estimates of the number of 8-distant smooth functions (see [21],

[22]). Kolmogorov [23] showed that the same result can be obtained using
only estimates of the number of elements of e-nets of functional compacts.

We denote by F$ the set of functions f(xl9 x2, •••, xn) defined on an
/7-dimensional cube, whose partial derivatives up to order S inclusive are
all continuous and bounded by some constant C. Let NE (F's) be the minimum

number of spheres of radius s in the space of all continuous functions
by which the set F's can be covered.

It turns out that

Hence it follows that if n/S > n'/S% then the set of functions F's is, in a
certain sense, "more massive" than Ff.

If a consideration of the massivity of functional compacts does not give
the answer then the problems remain open. For example, there is no answer
to the question: is it possible to represent any analytic function of several
variables by means of a superposition of smooth functions of a smaller
number of variables.

The topic of superpositions led to a large number of papers in approximation

theory. Here we formulate two results concerning non-linear approximations.

Let J>n be a cube 0 < xÀ < 1 (/= 1, n)\ C—the space of all realvalued
continuous functions defined on J>" with the uniform norm; F—a compact
subset of C, 0—a surface in C which consists of the functions represented
in the form

lim =3 -
£-> 0 S

log log NC(F") n
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X aV.a?...a'pPfttl,
al+a2+ •••"" £ WW-f/tn Vßl + ß2+ +ßp^k

where the natural numbers p and k and the collections {/ai apeC)
and {gßl, ßp£ C } are fixed in advance and independent of cp, { at}
and { ßi } are positive integers and the coefficients { ai} and { bt} defining
the function cp can take arbitrary real values.

We remark that for k 1 the class <P can be turned into any of the
usual classes in approximation theory by means of an appropriate choise of
the number p and collections {/ai> ap } and {gßl m„tß }. For example
it can be turned into the classes of polynomials or rational functions of a

fixed degree.
We put epk (F) sup inf || / — cp ||. Estimates of epk for some functional

/ e F

compacts can be found in [21], [22], [24], [25]. Here are two examples of
such estimates

1. enk (F") > a ~\
pkK sj" \p log

where a > 0 does not depend on p and k.

2. For the set Fdc consisting of all functions which have an analytic
extension to some domain d in ^-dimensional complex space bounded in
modulus by some constant C the following inequality is valid

e^Fäc) > hq'^^Tr
where b > 0 and 0 < q < 1 are constants independent of p and k.

Now there are more elementary proofs of these inequalities for k 1

with precise estimates of the constant (see Erohin [26], Lorentz [24], Tiho-
mirov [27], Shapiro [25]).

Let us clarify the meaning of these inequalities. We agree to characterize
the complexity of any algorithm for the approximate calculation of functions

firstly by the number of parameters used in the algorithm, and secondly

by the complexity of the scheme of the calculation, for example, by the

number of arithmetic operations required for the approximate calculation
of functions by means of the given algorithm.

In the above-mentioned method of approximation of functions by
functions from <P the parameters are the numbers { at } and { bt }, and the

number of arithmetic operations increases very rapidly as k increases. At
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the same time, from the inequalities mentioned above it follows that an

increase in k leads to an insignificant improvement in the accuracy of the

approximation. Hence, in a certain sense, a more economical approximation

of functions is by means of expressions of the given form with k \,

that is, by fractions of the form

Z ûf/fW
t=o

Z bjQjM
j 0

The same inequalities with k — 1 show that there are no methods of
approximating functions by fractions of the given form essentially better

than the standard methods of approximating functions by algebraic (or

trigonometric) polynomials.

§ 4. Superpositions of continuous functions

Kolmogorov's theorem on the possibility of representing continuous

functions of n variables as superpositions of continuous functions of three

variables was highly unexpected (see [7]).

In this paper Kolmogorov proves that on the ^-dimensional cube «/"
we can construct continuous functions <pf (x) (/ 1, 2, n+l) such that

any continuous function/(x), defined on the cube can be represented in
the form

f(x)="if,(d,/ I

where dt (x) is a continuous mapping of J>n onto the one-dimensional tree 1

D if the components of the level sets of the functions cpt (x), and f (dt)
is a continuous function on the tree Dr Since the trees { Dt } can be

embedded homeomorphically in the plane (see [30]), the functions { f (dt (x))}
can be thought of as superpositions

{/( ("i (v,..v? xn), vi(xi,x2, }

l) Kronrod [29] has shown that the components of all possible level sets of any
continuous function defined on fn in a certain natural topology, form a tree, that is, a
one-dimensional locally connected continuum, not containing homeomorphic images
of circles. Kronrod calls this the "one-dimensional tree of the function".
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where {/f (ub vt) } are continuous functions of two variables, and { ut (x) }
and { vt (x) } are fixed continuous functions of n variables. Kolmogorov
derived from this the result that for n > 4 any continuous function of
n variables can be represented by the following superposition of continuous
functions of not more than n — 1 variables:

Z fi{"i(xi,x2,
i= 1

Arnol'd [8], [22] showed that, firstly, in Kolmogorov's construction [7]

we can manage with functions { (px (x) } whose one-dimensional trees { }
have index at each branch point equal to 3, and, secondly, for any compact
set F of functions defined on such a tree D, the given tree can be so placed
in three-dimensional u, v, w-space that any continuous function /(d)
— /(u, v, w) e F can be represented as the sum of functions of the

coordinates, /(w? v, w) cp (w) + if/ (v) + k (w). Hence it follows that any
continuous function /(x, y, z) of three variables can be represented as a

9

superposition of the form f(x,y,z) £ f\ (</v(x, y), z), where all the
i 1

functions are continuous, and the functions { (pt (x, y)} can be regarded as

fixed, when /(x, y, z) is taken from a compact set. Thus, Arnol'd had the
last word in refuting Hilbert's conjecture. At the same time Kolmogorov [9]

obtained, in a certain sense, the definitive result in this direction.
Each continuous function of n variables, given on the unit cube in

/7-dimensional space, is representable as a superposition of the form

2n +1 n

f(xux2,-Z Z (l)
q=1 p=1

where all the functions are continuous, and moreover the functions

{ <PP,q (xp) } are standard and monotonie.
In particular, each continuous function of two variables is representable

in the form

f(x,y)'=Z fi(ai(x)+ßi(y))(II)
1 1

Kolmogorov's theorem can be supplemented by the following result of
Bari, which was obtained in connection with problems of Fourier series:

any continuous function of one variable f{t) can be represented in the form

/0) =/i (<Pi (0) +fi(<?2(0) +/s (<P3 (0)> where all the functions {/,}
and { (pi } are absolutely continuous [32].
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From the theorems of Kolmogorov and Bari it follows that each

continuous function of n variables can be represented as a superposition of
absolutely continuous monotonie functions of one variable and the operation

of addition.
A detailed account of Kolmogorov's theorem is to be found in the

surveys [9], [33]-[36]. The proof presented by Kahane is of special interest

[36]. He does not attempt to construct the functions { cppq } (as the proof of
Kolmogorov does) but instead he shows by means of Baire's theorem, that
most selections of increasing functions { cppq } will do. This approach also
lead to other interesting results.

Fridman [37] showed that the inner functions { cppq } can be chosen

from the class Lip 1. Kahane noticed that this follows directly from
Kolmogorov's theorem. For any finite collection of continuous and monotone
functions {fk (x) } on the segment [0, 1] there exists a homeomorphism
x cp (s) of the segment [0, 1] onto itself such that the functions { gk {$)
: z fk (cp (s)) } belong to the class Lip 1. The homeomorphism is taken as

5 (p
1

(,Y) e(x+ £!/*(*)-A (0)1)
k

The constant e is chosen to satisfy the condition cp~1 (1) 1. By means
of such homeomorphisms all inner functions in Kolmogorov's formula can
be turned into functions satisfying the condition Lip 1.

There are some other improvements of Kolmogorov's theorem:
Doss [38], Bassalygo [39], Lorentz [34], Sprecher [40] (see chapter 3, § 1).
There are also many results concerning special types of superpositions
(see [21], [33], [41]-[44]).

§ 5. Linear superpositions

We return again to superpositions of smooth functions.
One of the most interesting current problems on the subject of

superpositions is the following: does there exist an analytic function of two
variables that cannot be represented as a finite superposition of continuously
differentiable (smooth) functions of one variable and the operation of
addition?

Linear superpositions arise as a result of the following argument.
Suppose that a function of two variables f (x, y) is an s-fold superposition
of certain smooth functions of one variable {f (t) } and the operation of
addition. We vary this superposition, that is, we consider a superposition

L'Enseignement mathém., t. XXIII, fasc. 3-4. 18
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/(x, y) of the same form, but composed of the functions {ft (t) + q>t (t) },
where { (pt (t) } are small perturbations that are also smooth functions of
one variable. Then the difference of these superpositions can be written
in the form

N

f(x,y) Z Pi{x,y)ipi(qi(x,y))+ o (max sup|<p;(OI), (HI)
i 1 itwhere the functions {pt (x, y) } are expressed in terms of the original

functions {ft (t) } and their derivatives, so that we can only say of them that
they are continuous; { qt (x, y) } are expressed only in terms of the functions

{/i(0}j hence they are continuously differentiable ; the remainder term
0 (max sup | cpi(t) |) is an infinitely small quantity compared with max supit it1 I fd<Pi)
I (pi(t) |, provided only that the functions have some fixed modulus

of continuity. Equation (III) gives some hope of reducing the general
problem of superpositions of smooth functions to the determination of
analytic functions not representable by superpositions of the form

N

Z Pi (X, y) (Pi (qt {x, jO) (IV)
i - 1

where { pt (x, y) } are preassigned continuous functions, { qt (x, y) } are

preassigned continuously differentiable functions, and { (Pi(t)} are arbitrary
continuous functions of one variable.

Such superpositions are called linear, to emphasize the fact that the

functions { pt (x, y) } and { qt (x, y) } are fixed and the superposition depends

linearly on the variable functions {(pt(t)}. We note that Kolmogorov's
superpositions (I), (II) are also linear, since all Pi 1 and qt (x, y) cq (x)
+ ßi(y) (J — 1, 2, 3, 4, 5) are fixed continuous functions.

It is proved in [47], [48] that for any continuous functions { pt (x, y) }
and continuously differentiable functions { qt (x, y) } there exists an analytic
function of two variables not representable as a superposition of the form
(IV). Henkin showed that the set of superpositions of the form (IV) is

closed and consequently nowhere dense in the space of all continuous functions

of two variables. Hence, in particular, it follows that there exists even a

polynomial not representable as a superposition of the form (IV).
A comparison of these results with Kolmogorov's theorem leads to the

conclusion that the inner functions of Kolmogorov's formula, although
continuous, must inevitably be essentially non-smooth.
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We note that the results mentioned above can be extended without any
essential difficulties to superpositions of the form

N

y Pi(xu .,,xn.,1=1

where {pt } are preassigned continuous functions, { qx } are preassigned

smooth functions and {f} are arbitrary continuous functions of one

variable. But as it turns out this does not apply to superpositions of the

form
N

y Pi(xu ,xn)fi(qu(xu....,xn),...,qkti(xu ...,x„)),
1 1

where {pt} are fixed continuous functions of n variables; and

{<7n }> •••> { <7/ct } are fixed smooth functions of n variables (k<n). Fridman
answered that question only for n 3, 4, k 2 and { pt } ^ 1.

Also it is not known to what extent the problem of superpositions of
smooth functions can be reduced to that of linear superpositions. "Such a

reduction is proved only in the case of the so called stable" superpositions
[10]. Tt turns out that not every analytic function of n variables can be

represented by means of superpositions of smooth functions of a smaller
number of variables it is assumed that the scheme is stable, i.e. for a small

perturbation of a function represented the perturbations of the functions
composing the superposition are comparatively small.

Chapter 2. — Superpositions of smooth functions

In this chapter we prove the existence of smooth functions of n variables
(n > 2), not representable by superpositions of smooth functions of a
smaller number of variables.

§ 1. The notion of entropy

We will denote by C (J) the space of all functions defined on a set J
and continuous on J (the norm is the maximum of the absolute value of the
function). We fix a compact Fa C (J) and a positive number e. A set
F* c= C (J) is called an e-net of F if for any fe F there exists /* c F*
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such that (I / - / * Il <e- We denote by Ne (F) the number of elements

of a minimal g-net of F. The number F[£{F) log2 NE (F) is called the

g-entropy of the set F.

The notion of entropy arises in a natural way in connection with various

problems of analysis. We consider an example.
Let / be a function. It is known only that f belongs to a compact F.

For example a smoothness condition of/ and estimates of derivatives are

given. We consider the problem of tabulating the function /. The first part
of the problem is to write down in a table some number (parameters of/).
For example, the values of/ at certain points or the Taylor coefficients of/
can be taken as such parameters. The second part of the problem is to present
a decoding algorithm universal for all /e F which allows / to be calculated

at any point with the accuracy g.

The complexity of a table is usually characterized by two factors—its
volume (the total number of binary digits required to write down all the

parameters of the table) and the complexity of the decoding algorithm.
It is easy to see that the volume of the most economical table presenting/
with the accuracy g equals He (F). Moreover it is possible to characterize the

decoding algorithm too in terms of the entropy [21], [22], [24], [25].

It will be shown in paragraphs 2 and 3 that the number of g-distant
smooth functions depends in an essential way on the number of variables.

This enables us to construct smooth functions of n variables not represent-
able by smooth functions of a smaller number of variables.

We present here estimates of the entropy for a few concrete classes.

1. Let F$ be the class of all real valued functions, defined on a cube

J: { 0 < Xi < 1,1 1, ft } whose partial derivatives of order up to S

are bounded in modulas by a constant C. Then

where C > 0, C" > 0 are independent of g.

2. Let FcPl P2 _ >Pn
be the space of functions analytic on the «-dimensional

cube { - 1 < xk < 1 } (k 1, 2, n) having analytic continuations in the

region Ep Epi x Ep2 x x EPn which are bounded in modulus in this

region by the constant C > 0, where Epk is the region of the complex plane

zk xk + iyk bounded by the ellipse with semi-major axis pk and with foci
at the points - 1, 1 of the real axis (k= 1,2, n). Then
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j{ (fc _ n i
log + 0 log-) loglog-

& s(n + 1) * 1 log pk \
3. Let F"fC be the class of real valued functions on the cube { - 1

< xk < 1 } (k= 1, n), bounded in modulus on that cube by the constant

sk and such that their analytic extensions are entire functions of order sk

with respect to zk xk + iyk (k= 1, n). Then

HE (Fns>c) =* ^ fl % (l°o log"
(n +1) î

k =1

\ n+ 1

loa log logO

These estimates and other results connected with estimates of entropy
and applications are to be found for example in [49]-[53].

§ 2. The entropy of the space of smooth functions

Here we give an estimate of the entropy of the class of S times
differentiate functions of n variables. The lower estimate was obtained in [4],
the upper one—in [23].

We fix integers n > 1 and p > 0 and numbers 0 < a < 1, L > 0,

C > 0, p > 0. We will denote by J the cube 0 < xt < p (i 1, n) and

by F FpsfL c (S^p + ot) the set of all real valued functions defined on
such that their partial derivatives of order p satisfy the condition Lip a

with the constant L and

£|/ci +... + kj /(0)

dklxl
< c (X fc; < p)

We say that the function g (x) satisfies the condition Lip a with the constant
L if for any x'and x"

I d (x')- g(x")I< x"))*,
where r (x',x")isthe distance between and

Theorem 2.2.1. If e > 0 is sufficiently small then

/ [\" Is /L\"/sApn[-) < He(F) < Bp'1
S J \ 8y

where A and B are positive constants depending only on s and n.



We choose <5 > 0 such that the number pjb is an integer. We divide

the cube J into cubes Pt 1, 2, ^ by hyperplanes, parallel

to its (n— l)-dimensional edges. Each of the cubes Pt has side of length
b, and the edges of these cubes are parallel to those on </. Let Ct denote
the centre of the cube Pt and St the «-dimensional closed sphere (inscribed

in Pt) of radius <5/2 and centre at the point Cf. Put

<Pi&) <Pi(xi,x2,

0, if x g J — St

A( 1+cos fy r (Ct,x)Yj if xeSi9

where r (Ch x) is the distance from the point x to the centre Ct of the sphere

St. Put, further,
h

%U12 «W Z
i= 1

^tj.= ±1 ; i1,2,h j
Lemma 2.2.1. fLc can find a positive number A (s, L, «), such that when

A A (s, L, «) given any set of numbers (z 1, 2, h)-the
corresponding function (pnim ^ (x) belongs to F.

Proof. By differentiating <pf (x) it is not difficult to see that inside the

sphere its partial derivatives of all orders exist. And the modulus of any
partial derivative of order k is bounded inside St by AB (s, k, n) b~k,

where B (s, k, n) is some constant, depending only on s9 k, n. In particular,
any derivative of the function cpt (x) of order p + 1 is bounded in the sphere

St by the constant

* rifw-p-i A(s, L,n)B(s,p + l,n)
AB (s, p + l,n) ô p-r—

Let g (x) be any p-th order partial derivative of the functions cpt (x). We
take two points a and b belonging to the sphere St. Then g (b) — g (a)

dg (c) dg (c)
r (a, b) where is the derivative of g (x) along the direction

dr dr
(a, b), taken at some point c of [a, b]. Since any p + 1-th order partial
derivative of cpt (x) is bounded inside the sphere by the constant

A (s, L, n) B (s, p-hU n)
we have

Sg (çX

dr

A (s, L, n)B(s,p + 1, n)
n
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And then
dg (c) A (s, L,

I 9 (b) - g (a) | < p —— < pn
A {s, L, n) B(s,p+ l,n)

dr

< panA (5, L, ri) B (s, p + 1, n).
Put

L
A (s, L, /?)

2nB(s, p + l,ri)
Then

I g (b) - fif'(ö)

Now let ¥ (x) be any of the p-th partial derivatives of the function

(Prn,ri2,.-.,tih (*)• We c^oose two points x' and x" of J fix'e St, x" e Sfi
and let g1 (x) and g2 (x) be the partial derivatives of the same kind as

¥ (x) of the functions (pt (x) and (pj (x) (respectively). It is easy to verify
that gl (x) and g2 (x) are continuous on J> and identically equal to zero
on the sets J> — St and J — Sj (respectively). We select some point x0
belonging to the boundary of the sphere St and lying on the segment [xf, x"].
Then

I 00 - (%') I < i g 1 CO - gi CO I + I g2 CO ~ Qi (O I

< I g 1 CO -- g I (O I + I g2 CO - g2 (x0) | < | g (b) - g (a) |

If one of the points x', x" (or both) belongs to the set J — Si9 then we

Lemma 2.2.2. There exists a positive constant A, depending only on
s, L, n such that for sufficiently small s

Proof We choose some positive number k > 1 such that when

< \ L(r CO x0))a + i L (r (x", x0))a < L (r CO x"))a

h

can prove similarly that

I CO - <P (*')I < x")f
Q.E.D.
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We choose two different functions of the type and

(Px1,r2,...,th (A")> ^ A (ß9L, ri)ös and A(s,L,ri) is taken so small that
both functions belong to the family F. Since the functions we have chosen

are assumed to be different, for some i t-l ^ r^. And therefore

I

...,1h
~~ ^Ti,T2,...,T(ci) I

2A 2A (s, L, n) <5S 2/ce > 2e

Hence
n n

fp\n /A(s,L,n)\* 11~
if8(F)> log 2* (Ç) V P

Q.E.D.

<5 / \ k \ s

Lemma 2.2.3. There exists a constant B > 0 such that for sufficiently
small s > 0

11

He(F)<Bp"T

Proof. Let us choose some <5 > 0 such that the ratio p/S is an integer.
In the cube J consider the uniform lattice with step 5, consisting of the

points dt (i — 1, 2, h; h -f 1^ ^

We shall assume the corners of the lattice to be numbered so that the

point dl coincides with the origin of co-ordinates, and for any i

r (dt-:l, d) ô

We now choose some function/ (x) of the family F and we shall show a

method of constructing a table for this function the volume of which is less

/ l\"/s
than Bp11 l-\

Let hp denote the number of different kinds of partial derivative (of all
orders up to and including the 77-th) of a function of n variables. It is not
difficult to verify that hp < (p+ l)n. Let { r{'fe } (T{'fe 0, 1) be the coefficients

of the binary representation of the numbers

dki+k2+"+knf(dl)
dx^dx1^2 ...dxkf

(l<i +/c2 + + kn) < p

written in some order (k is the order of the derivative, j 1, 2, ...,/zi).
Then the numbers
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(k i + k2 + •. • +k„ — /c)

are represented in the table to an accuracy of (5s k, i.e.

binary digits Ti'k / 1, 2, /zf) are sufficient to represent them in binary.

Thus, to represent all partial derivatives of /(x) at the point x dA in

binary we need

Let us assume now that we have found a method for selecting the digits

{ x\,k } (i 1, 2, q- 1) together with a rule for calculating from these

digits the values of the numbers

(I 1, 2, q — 1) to an accuracy of <5s-/c (/< 0, 1, We examine the

subsequent procedure for constructing the table for / (x). Let gk (x) be one

of the /c-th order partial derivatives of / (x). According to the induction
hypothesis, the values of all partial derivatives of order m < p — k of
gk (x) at the point x dq_1 can be calculated to an accuracy of 3s~k~m

(m 0, 1, p — k) from that part of the table already constructed. From
Lagrange's formula, the value of gk (dq) is found sufficiently accurately
from the approximate values of the derivatives of g (x) at dq_l. Therefore,
to represent the numbers gk (dq) to an accuracy of 3s ~k we need only a small
number of binary digits. Since r(dq_l,dq) 3 all the corresponding
coordinates (except one) of the points dq_x, dq are equal. For definiteness,
we shall suppose that

*i (d„) JCi + <5 and xt(dq)

for / 2, 3, n. Then

binary digits
TÏk(j =1,2, /c =0,1,2

p — m — 1

ômgk{dq-ù <5

9k (dc) I dxT
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+
1 S'-kgL(dq.l+eô)

(p — 1) dx[~k

p~k ôm L
_ y g 1/ n c s - k

m=odxT'ml (p — 1)

dm9k(da-i)
where 0 < 0<1. But since — is given by the table only to an

dx\

accuracy of §s~k~m {m — 0, 1, p — k) gk (dq) is determined by the
constructed part of the table only to an accuracy of

P- 1 sm r ss-k ' p-k i r \

Z + —— 5»-* z — + -( —)<e(L + iy-k
m o m! (p — /<) \fI1 0 m (p - k) /

Therefore, in order to represent the value ofgk (dq) in the table to an accuracy
of <5s-fc, it is sufficient to put another hJqk [log ((L +1) e)\ + 1 binary
digits in the table. Hence, to determine the values of all k th order partial
derivatives of /(x) it is sufficient to add hkq < (k + 1)* hJq,k binary digits
to the table (k 0, 1, ...,/?). Thus, the approximate representation of the
values of all partial derivatives of the functions /(x) at the point will use

only

K Z K<(p+ D"+1 (1 +log [e + 1)])
k — 0

binary digits.
The volume of the table T which we have constructed is equal to

* / c \
P(T) « £ V<(p + 1)B+M 1 + log —

+ (h-l)(p + l)" + i (1+log [e (L + 1)]).

We shall now describe the rule we use to enable us to compute the value
of /(x) at any point of the cube J from the parameters of the table. To
do this, we divide the cube J in some way into sets coq (coq 3 dq) the diameter

h

of each set not exceeding ô y/n, and such that ^ /. The approximate
q=l

value of the function/(x) is calculated using the parameters Tjq,k of T in the

following way.
Let x g mq. Then, for the approximate value of /(x) we take

/<*> - s «.,«= n
k\ +/C2 + + kn^p i 1 Ki -
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where akltk, knisthe approximate value (to an accuracy of ô*~k,

ßki + k2+-. +*,)of partial derivative Since e

I f{x)-f * (jc) I < <5S ((p +1 )m + L+1) 0s e'

Therefore,

HAFX (P+1)" + 1 (3+logT) +('i-l)(P + l)" + 1 (1+log (e(L + 1))).

We now define ô in the form

,> V"\B(s,L, n))

We choose k <1 so that the ratio p/ö is an integer. Then

HAH HAF) (p(5+logE)

+ (ft-l)Gp + l)*+1(l+log + 1)))

/f\n/s
i.e. for sufficiently small e Hz (.F) > Bp" | - j where B > 0 is a constant

which can be taken to depend on s, L, n only.

Q.E.D.

Proof of the Theorem 2.2.1. First let L 1. Then from lemmas 2.2.2.
and 2.2.3 we have

/T\,,/s / lV/g
-V(-)

where and B are positive constant, depending only on s and n, since in
this case L 1. But since

He(Fs,i,c) - H8(F)
L L

for sufficiently small 8

L\n,s /'L\n/S
A (s, n) p" - j < He (F) < £ (5, n) pn i- j

Q.E.D.



§ 3. Theorem on superpositions of smooth functions

We will denote by Cs (</") the space of n times differentiate functions
of n variables defined on the cube J>n with the norm

r)kl + - + k"f(x)

Theorem 2.3.1. Let the numbers ^ > 1, > 1 and natural n and n'

n n'
be such that - > — Then the set offunctions from Cs {J>n) not representable

s s'

on Jn by superpositions of S' times differentiate functions of n variables
is a set of second category.

The space Cs (Jn) is complete and consequently the set mentioned in the
theorem is not empty. The theorem is true for any s > 1, / > 1 but we will
assume for simplicity that s and $' are integers.

Lemma 2.3.1. Let f and f be q-fold superpositions composed of the

functions { (Pai,...,ap} and { (p£L
ap > } where all functions composing the

superpositions satisfy the condition Lip 1 with the constant L and for any
collection p, al5 ap

The lemma can easily be proved by induction in q.

Lemma 2.3.2. Let Q be an open subset of Cs(J>n) and Q* a
If every f e Q allows uniform approximations on J>n with any accuracy by

functions from Q*, i.e. the closure of Q* contains Q, then He (Q*) > C

where C > 0 is independent of s.

The lemma is easily reduced to lemma 2.2.1 and lemma 2.2.2.

We denote by Qk the set of all functions of C(Jn) which are /c-fold
superpositions composed of times differentiate functions of n' variables
with partial derivatives bounded by the same constant k.

max I <Pah...,ap - p
I < 8

Then

max I f(x) -f(x) I < (L + \)q s
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Yl 11

Lemma 2.3.3. If- > — then for any natural k the set Qk n Cs (Jn)
s s' '

is nowhere dense in Cs Çfn).

By lemma 2.3.1 and the theorem 2.2.1 for any natural k He(Qk)

/lYh'
< C(-j where C does not depend on s. Hence, it follows from the

inequality - > —7 and lemma 2.3.2 that the set Qk n Cs (</") is nowhere
s s

dense in Cs (>/").
Now to prove the theorem we have to notice only that the set of fu'nc-

GO

tions from Cs («/") representable by superpositions coincides with u (Qk
k= 1

n Cs (>"))• By lemma 2.3.3 the sets { Qk n Cs (Jn) } are nowhere dense and

consequently the set of not representable functions is a set of second

category.

Chapter 3. — Superpositions of continuous functions

In this chapter we present the proof of the theorem of Kolmogorov
given by Kahane [36]. This proof which is based on Baire's theory contains a

minimum of concrete constructions and shows that there exists a wide
choice of inner functions for Kolmogorov's formula.

§ 1. Certain improvements ofKolmogorov's theorem

By the theorem of Kolmogorov any function defined and continuous
on the cube </" can be represented as

2n + i n

f(xu...,xn)y gq( y ))>
q- 1 p- 1

where {cpPA} are specially chosen continuous and monotonie functions
which do not depend onf and where { gq } are continuous functions.

Lorentz [12] has noticed that in the theorem of Kolmogorov the functions

{gq } can be chosen independently of q. In fact, by adding constants
n

to the functions tq £ cpp q (xp) (q= 1, 2n + 1) one can make the ranges
p~1
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of the functions pairwise disjoint and consequently the functions { tq}
can be considered as the restrictions of a single function { gq }.

Sprecher [40] has shown that the functions { cppq } can be chosen in the
form (pPfq(xp) Xp cpq (xp) where { Xp} are constants and {<^}-are
continuous monotonie functions.

Thus any continuous function can be represented as

2n + 1 n

/(xj y g(y4 1 p l
where the constants { Xp } and the continuous monotone functions { cpq }
do not depend on /, and where g is a continuous function.

Kahane [36] has shown that such a representation is possible with
almost every collection of constants {Xp} and "quasi every" collection
of continuous functions { cpq }. The precise statement of this theorem
will be given below. Here we consider some further results concerning the

formula of Kolmogorov.
Doss [38] has shown that for any continuous monotonie functions

(pp q (/; 1, 2; #=1,2,3,4) there exists a continuous function /(xt, x2)
4

of two variables not representable as a superposition of the form £ gq
2 q=l

Yj (pp,q (xp))> where { gq } are continuous functions.
p= l

Bassalygo [39] succeeded in showing that for any continuous functions

cpi(xi, x2) (i 1, 2, 3) there exists a continuous function/(xl9 x2) that is not
3 ~

equal to any superposition of the form £ gi(<Pi (xt, x2)), where {gt }
i i

are continuous functions.
Tihomirov showed that Kolmogorov's theorem can be generalized as

follows: for any compact K of dimension n there exists a homeomorphic
embedding1?7 (x) { (x), xF2n + i (x) }> into (2« + l)-dimensional
euclidean space such that any continuous function / (x) on K can be repre-

2n + l
sented in the form /(x) J] 9/ (x))> where { gt } are continuous func-

/= l

tions of one variable.

In the same paper [36] Kahane has shown that there exist complex
numbers Xp (/?= 1, and complex valued functions <pq{q= 1, 2n+ 1)

possessing the following properties.

1. The function (pq is a monotonie continuous transformation of the

real axis onto the circle | 11 1 (cj= 1, 2n+ 1).
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2. The function tq £ Xpcpq(xp) maps the cube into the circle
P= l

hi-1-
3. The transformation W given by the equalities tq £/lp cpq (xp)

p= l
(^ — 1, 2/7 + 1) is one-to-one on </".

4. For any function / continuous on Jn there exists a function g (z)

continuous on the disk | z | <1, holomorphic inside that disk, and such

that / (**))•
t i p i

The transformation W gives an embedding of the cube into the torus
I t \ 1 (q= 1, 2/7+1) such that any function continuous on the cube

2«+l
jn _ p js represented in the form f(tlt t2n+i) — Z ^ where

^ is a function holomorphic in the unit disk. This means in particular that

any function continuous on J>n has an analytic extension to the polydisk
I tq I < 1 (q= 1, 2/7+1).

§ 2. The theorem ofKahane

Let M be a complete metric space. We recall that a set is called a set of
second category if it is the intersection of a countable family of open sets

which are everywhere dense in M. By the theorem of Baire in a complete
metric space no set of second category is empty. The massivity of such sets

is characterized by the fact that the intersection of a countable family
of sets of second category is again a set of second category and consequently
is not empty.

We will say that a statement is true for quasi every element of M if it
is true for a set of elements of second category.

Let us consider an example. Let <P be the space with uniform norm
consisting of all functions continuous and non-decreasing on the segment

(0 < t < 1). It can be shown easily that quasi every element of <P is a

strictly increasing function.
In fact, any strictly increasing function belongs to any set defined as

cp (/*') < (p (/'), where r' < r" are fixed rational numbers. Any set defined
by an inequality of that type is open and everywhere dense in 0, and the set

of all such sets is countable.
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Let /" be the cube { 0 < x{ < 1, i *=* 1, n }; C («/")-the space of all
functions continuous on Jn with the uniform norm; <£-the space of functions
continuous and non-decreasing on the segment«/1 (with the uniform norm);
(pk cp x x <p the k-th power of the space <P.

Theorem 3.2.1. Let Xp (p= 1, ...,n) be a collection of rationally
independent constants. Then for quasi every collection { cpu cp2n +1 } G <P2n + 1

it is true that any function fe C (<fn) can be represented on Jn in the form

/w i .</' iKv*w) -

q=1 p=1

where g is a continuous function.

§ 3. The main lemma

We fix a function /e C (/"), positive numbers Xp (p—l>...,n) and a

positive s. We will denote by Qf the set of all collections { cpu (p2n +1 }

g <P2n + 1 for each of which there exists a continuous function h such that

I!h II < II/IIand ll/w - E h(Z xp<Pt(xp))II < c1 _£) II/II- The latter
q= 1 p=1

inequality is strict and consequently the set Qf is open.
The idea of the construction is contained in the following statement.

Lemma 3.3.1. If || / || / 0, the numbers {Xp} are rationally

independent, and 0 < e < than the corresponding set Qf is everywhere
dense in <P2n+1. 2n+2

Proof. Let us fix an open set Q c= <p2n + 1 and prove that Q n Qf is

not empty. This will imply that Qf is everywhere dense in <P2n+1.

We choose a number <5 > 0 and denote by Jq (/') the segment defined

by the inequality

q • ö + (2n + l)j • ö < I < q • ö + {In + 1) jS + 2nd

(q=T, 2n+ l,j is an integer)

The value <5 will be determined below. Now we notice, firstly, that for any q

the segments Jq{j) (J 0, +1, ±2) are pairwise desjoint and every two
consecutive segments are separated by an interval of length <5 and, secondly,

that, every point of the real axis belongs to at least 2n of the sets £ (j),
{q=l9 2«+l). j
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We denote by Pq (j\, the cube

qö + (2n + 1) jkô < * <5 + (2n + 1) jkô + 2nd (k — 1, n)

We emphasise that every point x e «/" belongs to at least n + 1 of the sets

Z ^ O'i» —?7n) ((I= h •** 2/? + !)• We also remark that for any q the
J1 J n
cubes {Pg (/1? ...,yj } are pairwise disjoint.

We denote by Q* the subset of $2n+1 consisting of the collections

<Pu •••? 2n +1 such that for every q the function cpq is constant on every one
of the segments { Jq (/')}. We will assume that ô is so small that Q* n ß
is not empty.

We choose a collection { cpl9 ^2« + i } G n We will show that
n

this collection belongs to Qf. We put tq Z <Pq (xp)• Since the numbers
p=i

{ kp } are rationally independent we can change the constants { cpq {Jq (/'))}
slightly, so that the new values of tq (pq(jl9 are pairwise different and
the collection cpu cp2n + i remains in Q* n Q.

We denote by fq(jl9 ...9j„) the value of the function / at the center
of Pq (ju ...,jn) and by h the function defined in the following way:

h (tq(ju t-2—/5 (Ju-,j„) outside the set u tq u J„)
the function h is defined in such a way that it is continuous on the whole real

axis and || h || < —-
2n +1

Now we estimate the function \f — h (tq) |

For any xeJn9 q, ju ...,jn

ÏT, "4 <
1

In +1

q= 1

+ II A I

z f
=i 2n +1

1

2n +1
+

1

2n 4-1

-STT'J
If xeP (j\, then

/

< max
qj u •••> J n

max

2n +1
/(*)

- h (0

mm
fix)

P •

xepqUl• •Jn)2ll+l2« + 1

We recall that every xe/" belongs to at least + 1 of the cubes
{Pq Hi,-,j„)}• Hence

L'Enseignement mathém., t. XXIII, fasc. 3-4. in
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2/1+1 ry\f-Z h (tq) I < (n+1) p+ n —II/|| •

q 1 Z7? + 1

But lim p 0, consequently for sufficiently small ô and s < —-—
ô-*o 2,n -f- 2

2/1 + 1

|/- Z A (01 < (1 -0 |/i
4 1

The lemma is proved.

§ 4. The proof of the theorem

We denote by F a countable set, everywhere dense in C («/"). We choose e

satisfying the condition of lemma 3.3.1 and consider Qfk(fke F)
corresponding to this 8 and the collection Xp mentioned in the theorem. The sets

{ Qfk } are open and by lemma 3.3.1 they are everywhere dense in $2n+1.

Consequently, according to the definition, almost every element of <P2n+i

belongs to n Qfk.
fkeF

We fix a collection { cpu (p2n + i } e and a function fe C (Jn)
and show that the desired representation of/ takes place. If/= 0 then as

the function g we can take g 0. We will assume below that/ # 0. According

to the definition of Qfk there exists for any fk e F a function hk such that
2/1 + 1/1

I fk - Z hk(Z Xp<Pq(+>))I < 0 ~£) II fk!•The set F is everywhere dense
q=1 p=l

in C (</"). Consequently for any fe C (J>n) (/# 0) there exists h y(f)
such that :

I/ - Z A z IpViiXp)) < (1 ~ f) 11/11 •

« i p=i \ V ;•

We define the sequence of functions Xo> Xi> /C2> ••• by the recurrent jj

equalities
2/1 + 1 it Ij

Xo=/ Zfc+1 Xk - Z Z ^,0+))' j

oo ^ 1^ 1 |:

where gk y (Xk)- The series g/{ converges uniformly and consequently
oo k 0

the function g ^ is continuous and
fc=0

2/1+1 n

f - Z »( Z V30+)) o.
4 1 // 1

The theorem is proved.



Chapter 4. — Linear superpositions

In this chapter we prove that there exist analytic functions which are not

representable by means of linear superpositions of smooth functions of one

variable.

§ 1. Notation

Throughout we assume that all the functions are defined and continuous

for all values of the arguments. If we say that a function is continuously
differentiable, we mean by this that its first partial derivatives are defined

and continuous for all values of the arguments; z — (x, y) is the point of the

plane with coordinates x and y; grad [q (z)] is the gradient of the function

q (z), that is, the vector-function with coordinates

dqi

NlirQl

dq dq
— and —
dx dy

D
x, y

dx

Mi
dx

dy

dy

is the Jacobian of the pair of functions qx and q2.

q (D) is the image of the set D under the mapping effected by the function

q (x,y); q~x (ô) is the complete inverse image of the interval <5 on the
axis of values of the function q (x, y).

e (q, t) is the set of level t of the function q q (x, y).

t (e, z) is the unit tangent vector to the curve e at the point zee.
y (t1? t2) is the absolute value of the acute angle between the vectors t1

and t2.
h1 (e) is the length of the set e.

d1 (e) is the one-dimensional diameter of the set e.

0 (y) is a quantity bounded by a constant depending only on y.

p (A u A 2) is the distance between the sets A1 and A2 in the sense of
deviation, more precisely

max { sup inf p(z1,z2), sup inf p(zl5z2)}
zieAi Z2 e A2 z2e^-2 zieA 1

P(A1, A2)

where p (z,, z2) is the distance between the points and z2.
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§ 2. Estimate of the difference of the integrals of one term

of a superposition along nearby level curves

Let G be a region of the plane of the variables x and y, and q1 (x, y)
and q2 (x, y) continuously differentiate functions satisfying in this region
the following conditions: a) the partial derivatives with respect to x and

with respect to y have modulus of continuity co (<5) ; b) the inequalities

0 < y < I grad [qt (x, y)l I < - < oo (i 1, 2)
y

are satisfied everywhere in G, where y is a constant; c) for any point (x, y)
e G the absolute value of the acute angle formed by the level curves of the

functions qt (x, y) and q2 (x, y) which pass through this point is greater
than some positive constant y.

Lemma 4.2.1. Let eq2 and eq2 be two level curves of the function q2

and eqi and e"qi level curves of the function qx ; [a\ a] c= G the segment

of the curve eqi with end-points a' e eq2 and a" e eq2; [b\b"\ the segment

of the curve eqi with end-points b' e eq2 and b" e e"qr Then

hy ([>',b"~\) < h ([a', a"]) x (1 +Cj (y) co (<5)),

where ö d1 ([a', a"] u [b', b"]) and cx (y) depends only on y.

Proof. Since q2 (a") — q2 («') di if") - q2{b'), we have

dq2dq2
ds

ds
ds

ds

dq2(a*), *)
Consequently, hx ([a a J) h1 ([Z?, b ]), where

ds ds ds

dd.2 (P*)
and are the derivatives at the points a* e [a\ a"] and b* e [bf, b"]

ds

dq2 (a*)
along the curves \a\ a] and [b\ b"\ respectively. We show that —

ÔS

fin- (h*^
+ O (y) œ (5). We denote by q 2 the derivative of q2 at the point b*

ds

in the direction of t (eqp a*) and put a y { t [eqv b% z [eqv a*] }. From
dq2(a*) #

conditions a) and b) it follows that— q2 + 0(l)œ(ô) and a
ds
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0(y)œ (ô). We denote by ß2and ß2 the values of the angles formed by

the vectors x[e"n,b*]and x[e'qi,a*]with the vector grad [q2 (£*)]. We have

dq2(b*)
ÔS

I grad [q2(h*)] | | cos ß2 cos | (y) a

Thus,

O (y)co (<5).

dq2(a*)
ds =q*2+0(1) co (5)

dq2 (b*)
cs

+ 0(1)

Consequently,

* dq2(b*)
q2 -,

OS

er ,»t>, (v.«n\ 1

hi ([>', b"])ht([a a ]) ——— -

h1([a',«"]) ^1 +

h2 ([a', a"]) (l + 0 (y) co (y)),

ÔS \ ÔS

dq2(b
ds

dq2(b*) *
since by virtue of b) — > grad [q2 (&*)] sin y. This, proves the

ds

lemma.

Lemma 4.2.2. Let qm(x,y) (m= 1, 2, N) be continuously differ-
entiable functions. In any region D we can find a subregion G cz Df determine

a constant y > 0, and renumber the functions { qm (x, y) } with two
indices so that the functions

n

qHx,y) qm(x,y) (i =0,1,2fe 1, 2,..., m; ; £
i 0

obtained after the renumbering satisfy the following conditions :

(1) when i 0, cj) const in G, and when i > 0, y < | grad
'

1

- for every point (x, y) e G;
y

(2) f/ze functions q\{x,y) (i>0 k= 1, 2,have in the

region G identical sets of level curves, more precisely, in the region G,
q) (x> y) tâ'1 ifi\ (x, y))> Where (pkf t) is a strictly monotonie continuously
differentiable function of t\
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(3) when i ^ j (i, j ¥" 0), then for any k and I the absolute value of the

acute angle formed by the level curves of the functions qk (x, y) and qJ (x, y)
which pass through an arbitrary point (x, y) e G is greater than y.

Proof By the continuity of the partial derivatives of the functions
{ cîm X y) } there exists a subregion G* cz D inside which for any function
qm (x, y) either grad qm (x, y) 0 or | grad qm (x, >») | is greater than some

positive constant. From the continuity of the partial derivatives of the
functions { qm (x, y) } it follows also that there exists a subregion G** c= G*
inside which for any pair of functions qr (x, y) and qs (x, y) one of two

conditions holds: either D [ ] 0 in G**, or for every point of G**
\*>yj

the level curves of qr (x, y) and qs (x, y) that pass through this point intersect

/ /Xj 4 s\
at a non-zero angle (D ^ 0 in G**). From the implicit function

\x,yj
theorem it follows that there exists a subregion G c G** in which condition

(2) is satisfied for every pair of functions qr (x, y) and qs (x, y) with
/qr, q\

gradients different from zero and with determinant D ——1 0.

\x,yj
We now renumber the functions { qm (x, y) } with two indices in such a

way that only functions constant in G have lower index zero, and the same
lower index is assigned to those functions whose level curves coincide

identically in G. This proves the lemma.
n mi

We consider in the region G a superposition of the form £ pr (x, y)
i—0 k~ 1

fki(qki(x,y)), where {fkj(t)} are continuous functions of one variable,
{ p\ (X y) } are continuous functions satisfying in G the condition | p\ (x, y) \

< - and { q\ (x, y) } are continuously differentiable functions satisfying in G

conditions (1), (2), (3) of Lemma 4.2.2. Let œ (ö) be the common modulus of
f k (x, y) dqki(x,y))

continuity in G of the functions <pt (x9y) ; ; > Let
dx dy J

[a, a] and [b\ b"] be segments of the level curves of the functions { qk (x, y) }
(/>0 fixed) lying in G. Let

a hl([a',a"f)\ ö - p([a/, a"], [hr, b"f) ;

n m i

£ sup I y y v\(x,j)/; (x, y)) | ;

; o /c — l



m max sup |/;(<?? (x, y))
i,k

where sup is taken over all points (x, y) e [a'\ a] u [b\ b"].

Lemma 4.2.3. If ô is sufficiently small (œ (<5) < C2 (7)), then for any
i > 0

Z Pki (s)/i (lki 0)) Z PkiW.fl(«i (S))

se [a', a"] se [&',£>"]

< C3 (7) (as + moico (S) + m5),

where the constants C2 (7), C3 (7) depend only on 7.

Proof By (1), (2), (3) there exists a sufficiently small constant C2 (7)

and a sufficiently large constant C3 (7) such that if co (<5) < C2 (7) and for a

point a e [a', 0"] the inequalities h± {[a', (7]) > C3 (7) h1 ([a, 0"]) > C3 (7)^

are satisfied, then for any j # i (j > 0) the level curve of the function <7}

that passes through a intersects [b', b"] of the level curve of q\. Suppose that
a > 2C3 (7) <5 (if a < 2 C3 (7) ö, then the assertion of the lemma is trivial)

and suppose that the segment [a', a] of the level curve of qf is such that

[a, a] c= [a', a] and h1 ([<2', a']) h1 ([a\ a"]) C3 (7) ô. On the arc

[a', a] we fix a system of points au a2, av (a' au a" av)f uniformly
distributed along the length of this arc, and denote by br the point of
intersection of [bf, b"] with the level curve of q) that passes through ar (here

j =£z should for the time being be regarded as fixed). Using Lemma 4.2.1

we have

Pkj (s)fj (q(s)) Pj (s)/j (<?' (s))ds
se la', a"]

Pj (s)fj (9) (5)) ds

s e lb', b" ]

[*

Pj(s)fkj (qtj(s))ds

selai,av~]

+ O (7) mö

sslbi, &„]

lim I Z pkj(ar)fkJ(qkJ(a,))h1(la„ar+1-])
v -» 00 r 1

Z Pj(K)f) («*ib,)) h,&br,Z>r+,]) I + O (y) md
r _ 1
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lim I Z P)iat)f)(q){ar))hl(\_ar,ar+l'\)
v-> oo r 1

- Z v)ar)f)(q)(ar)) ([>,, af+1]) (l + 0 (y) ® (5))
/' 1

+ Z (P; ar)- P; bS)f)(<7yK)) hi i]) | +0(ï)
r 1

v

lim I Z Pkj (ar)fkj (<lkj (ar)) h([ar, ar+1]) O (y) CO (Ô)
v-> oo r 1

fk fk+ Z f)(?) (a,-)) ^ (!>r, br+i]) 0 (.y) ® (<5) I + o (y)
r l
O (y) maco (<5) + O (y) m ko (£) + O (7) mô O (7) m(ô + aco (<5)).

Then

Z Pk(s)fki(qki{s))ds- Z Pk (s)fki(qki(s))ds
k i

se [«', a"] s £ [&',&"]

< Z ZP* (s)/i (<7? (s)) Z Zp" ('S)/i (<?* (S))

se [a',«"] Je £6', ft"]

+ Z
J'ïi J

Z Pkj(s)fkj{qk(s))ds - Z
se[fl',û"] se[ô',ô"]

< c4 (7) ae + n (max mf C5 (y) m (ô + aco (<5))

j±i
< C3 (7) (ae + mô -f maco (<5))

This proves the lemma.

§ 3. Deletion of dependent terms

On a bounded closed set D we consider the space of linear superpositions
m

of the form £ pk (x, y) fk (q (x, y)), (x, y) e D. Here the functions
k= 1

{ Pk (x> T) } and P (x> T) are continuous and fixed, and { fk (t) } are arbitrary
continuous functions of one variable. We assume that the function q (x, y)
is such that for any sequence tn e q (D) -+ t e q (D) we have p [e (<q, /„)
n D, e (q, t) n T>] -> 0. We put

m

X(t,D,q,pu...,pJinf sup | Z c*P*(x> P) |
>

{V/c} (x,y) ee (q,t)nD k l
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where inf is taken over all sets of numbers { ck } for which max | ck | 1.

k

The function X (t, D, q, { pk}), as a function of t, is defined only on the set

q(D).

Lemma 4.3.1. The function X(t9 D, cp { pk }) depends continuously

on t.
m

Proof. The linear combinations £ ckpk (x, y) for all possible systems
k= i

of numbers { ck } for which max | ck | <1, form an equicontinuous set
k

of functions, considered on the bounded closed set D. Consequently, for
any s > 0 there is a ô > 0 such that if | tx — t2 | < S, then

m m

I sup I E ckpk(x,y)\- sup I X v) || < e

(x, y) ee(q.ti) k l (x, y) e e (q,t2) fc==1

simultaneously for all systems of numbers { ck } such that max |

k

For definiteness, suppose that X (t2, 29, q, {Pk}) > À Ci, D, q, pk }).
m

Since the expression sup | £ ckpk (x, y) | depends continuously
(x.y)ee(qJi) k 1

on the coefficients { ck }, there exists a system of numbers { c\ } such that
max I c\ I 1 and

Since

we have

À (tx, D, q,{ pk}) sup I X Vk (x, y) I
•

{x.y)ee(q,t i) k 1

X{t2,D,q, {pk})< sup j X
(x.y) ee(q,t2) k - 1

0 < X(t2)-X{tJ < sup I X I

ix,y)ee(q,t2) k- 1

m

sup IX clkPk(x,y)I< £.
(x,y) ee(q.ti) k 1

This proves the lemma.

Lemma 4.3.2. The function X (t, D, q, { pk }) depends continuously
on D in the sense that there exists a function p (a) -> 0 as s -+ 0, having the
property : if the set DE c D is such that, for any t, DEn e (q, t) forms an
e-net in the set e (q, t) n D, then
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max \ X(t,D,q,{pk}) - X(t,De,q,{pk}) \ < p(e)
teq(D)

n

Proof. Using the equicontinuity of the set of functions ck pk (x, y)
k=l

where max | ck | < 1, we conclude that there exists a function ju (s) -» 0
k

as e -> 0 such that the inequality
m m

0 < sup I y ckpk (x,y)I- sup y | < e)
(x, y) ee (q,t)n D k~ 1 (x,y) ee (q,t) n De /c 1

uniformly over all t e q (D) and over all systems of numbers { ck} for
which max | ck | <1. For any s > 0 there exists a system of numbers

k

{ c\ } such that max \ cEk\ 1 and
k

m

X(t,De,q,{pk})sup I Y. ckPk(x,y)\.
(x,y) ee(q,t)nDe k= 1

Since for any e
m

Ä(t,D,q,{pk})<sup I X |

O, y) ee (q,t)nD k~ 1

and, on the other hand, X (t, 7), <7, {pk }) > 2 (/, Z)£, #, { pk }) (we recall
that 7)e c= D), we have

m

0 < A (t, D, q,{pk}) — A t,De,q,{Pk})<sup| X cekpk (x, y) \

(x, y) ee (q,t) r\D k - 1

m

sup | X I <
(x,y) ee(q,t)nDe k= 1

This proves the lemma.

Lemma 4.3.3. Let F be a closed set on the t-axis ; F c q (D). For

every t e F, suppose that there exists one and only one system of numbers
m

{ Ck } (max I Ck I 1) such that £ Ckpk (x, y) =s£ 0 on the set e (q, t) n 7).
fc /c= 1

77^ each of the functions { Ck(t)} depends continuously on t on the

set F.

Proof Suppose that tne F, t e F and tn t. We put lim Ck (t„) Ck

x m « oo

and lim Ck (t„)Ck.SinceX Ck it,,) pk (x, y) ss 0 on the set e (q, t„) n D
n -> oo ft— I

m ^
and p [e (<q, t) n D, e (q, t„) n 7)] -> 0 as « oo, we have £ Ckpk (x, y)

/c= 1
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0 Z Ckpk {x,y)onthe set e (q,t)n D. Consequently, by the condi-

lc= 1 ~
tion of the lemma, Ck Ck Ck (t). This proves the lemma.

Lemma 4.3.4. Suppose that X (t, D, q, { pk }) =e 0 on some non-empty

portion S of the set q (D). Then there is a non-empty portion (5* c ö and

an index I such that for any continuous functions {fk(t)} there are
continuous functions {f* (t) } such that

m

Z f* (q(x> ^)) Pk (x> y)Z (*> Pk (x, y)
k±l k=\

on the set q~{ (<$*) n D.
We recall that a portion <5 of a set E is that part of it which lies in the

interval S.

Proof We prove the lemma by induction on m. For m 1 the assertion

of the lemma is obvious. We denote by ôk the set of all points t of the

portion <5 for which X (t, D, q, pu pk-l9 pk+i, pm) 0. By Lemma
4.3.1, the set is closed. Two cases are possible.

1) For some k the set ôk contains a non-empty portion ô'k of the set

q(D). Since X(t, D,q,pu pk_u pk + 1, J 0 for every t e ôk, then

by the inductive hypothesis there is a non-empty portion <5* ci ôk and an
index / ^ k such that for any continuous functions ft (t), ...9fk- l (t),
fk+i (0> •••>/,. (0 there are continuous functions f* i (0»/*+i
(0, -,fm(0such that

Z fi (q A- y))Pi(x> y)Z / * y)) (x< y)
i rk i^k,l

on the set c/~x (<5*) n D. Putting/ k (t) fk (t), we obtain
m

Z fi(q(x>30) Pi(x, y)Z / * 30) pt O,
i— L i ^I

So in case 1) the lemma is proved.

2) None of the sets 5k contains non-empty portions of the set q (D),
m

that is, u 3k is nowhere dense in q (D). Therefore there exists a non-
* 1

m

empty portion S* c <5\ u 5k.SinceÀ D, { }) 0 on Ô*, for every
k= 1

m

te,5* there are numbers { Ck(t)}(max | Ck | 1) such that Z Ck
k k= 1
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(q (x, y)) pk (x, y) 0 on e (q, t) n D. If we had Ck (t) 0 for some k,
then it would turn out that t e Sk. Consequently, Ck (t) A 0 for any h. We
show that for every t e ö* the numbers { Ck (t)} are uniquely determined.
Assume the contrary. Then there are numbers { Ck (t) } (max | Ck (t) | 1)

m

such that Yj C'k (<7 (-L >')) Pk (*> y) 0 on e (q,t) r\ D and Ck A Ck
k= i

for some k. Then

Z [Ck(t)C'l(0 - Ck(t) C1(t)]pk(x,E
k±1 h*l

on e (q, t) n D and in addition, C"k A 0 for some k. Consequently, teöv
So we have obtained a contradiction, and the uniqueness of the choice of the
numbers Ck (t) is proved. Further, we may regard { Ck (t)} as single-valued
functions of t on the portion ô*. By Lemma 4.3.3, the functions Ck (t)
are continuous and, as noted above, Ck (t) A 0 for any t e <5*. Then

Pi(x, y)— I - ~fffpk(x,y), (x,y)
ft — 2 Cl(g(x,y))

C (t) m

Putting/ (t)fk - y~ fi (t),te <5*, we have £/ * (g y))pk (x,
LltC

L Jk (<]ïPk(x,y)- E „ - y)
ft. i ft= 2 t ; ('/)

m

Z fk(l)Pk (x,y)+ A (g) Pi (x,
k — 2

m

Z fk (<î (*> y)) Pk (x, y), (x, y) e g "1 (<5*) n
k= 1

This proves the lemma.

§ 4. Reduction of linear superpositions to a form
with independent terms

We fix the continuous functions p\ (x, y) and continuously differentiable
functions qt (x, y) (i =0, 1, 2, n; k= 1, 2, > 2, where { qt (x, y) }

satisfy in conditions (1) and (3) of Lemma 4.2.2, and we consider in D
superpositions of the form

n mi

Z Z Pli(x,y)fki(qi(x,yj),
i=0 k=1

where {f\ (t) } are arbitrary continuous functions of one variable.
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We call a bounded closed region G a D polyhedral if the boundary of G

consists of a finite number of mutually non-intersecting simple closed

contours that are unions of a finite number of segments of level curves

of the functions qt (x, y) (i 1,2,..., n). Let G c= D be a polyhedral region.

We denote by Tt the set of those teqt{G) for which the set e (qh t) n G

contains a segment of a level curve belonging to the boundary of G. For

any i the set F(- consists of a finite number of points. By property (1) of the

functions {#*(*, t) } for every i and for all points t0eqi(G)\ri there

exists lim e (qî9 t) ^ e (q0, l0). If t0 e Th then the last assertion need not
t-*to

hold, but in any case there exists lim e (qi9 t) a e (qh t0) and lim e (qh t)
t^+to t^-to

œ e (qi9 10) where the limit is taken over the points t e qt (G). Here the

limit is understood in the sense of the distance p (e (qh t)> e (qi9 t0)).

Lemma 4.4.1. There is a region G a D and a system of numbers

— 0 or 1 (/ =0, 1, 2, n; 1, 2, mf) suchthat

(4) for any i and for any continuous functions { cp) (t) } there exist

continuous functions {f\ (t) } such that in G

m i m i
Ë pHx,y)(p'l(qi(x,y))Sy tkipki{x,y)f\(qi{x,y))-,

k=1 k= 1

(5*) for any polyhedral region G* a G and any /, the setG*, q i,pkjl...0}

is nowhere dense in qt (G*), where

kx » k1 (/), k2 k2 (/), ks ks (i)

is the set of all values of k for which Tt — 1.

Proof If i 0, then by (1) the set q0 (D) consists of only one point.
We choose a region G0 c D and number Tq (/:= 1, 2, m0) such that in G0

the functions are a basis for the linear hull of the functions
{ Pq } (condition (4) for / 0) and in any region G* cz G0 these functions are

linearly independent (condition (5*) for i =0). Let G* <= D be an arbitrary
polyhedral region. Then A (t9 G*, q, {p) }) as a function of t has, for
any i > 0, a finite number of points of discontinuity (of the first kind)
on the set qt (G*), which consists of a finite number of segments (see Lemma
4.3.1). Hence it follows that if the set { t : X (t9 G*, qh { p) }) 0 } is not
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nowhere dense on qt(G*), then the function X (t) ~ 0 on some segment :j

ô c= q{ (G*) not containing points of r t. By Lemma 4.3.4, there is a segment ;j

m i
'

<5* <= S such that in the expression £ p\ (x, y) f\ (qt (x, >0) one of the
k i j

terms can be deleted, without narrowing the class of the functions represent-
able in the region q~1(ô*)nG* as superpositions of the given form.
Carrying out all possible deletions we can find a region G c= G0 c= D for
which the assertion of the lemma is satisfied. j

A region G c= D is called regular if, firstly, it is polyhedral and, secondly, jj

there is a number yG > 0 such that for every i > 0 and every / e qt (G)
the set e (qh t) n G is the union of a finite number of simple arcs, each of ;|

which has length not less than yG. A point A of the boundary of the poly- 5

hedral region G is called a vertex if it belongs simultaneously to two segments j

of the level curves of qt (x, y) and qj (x, y) (z A j) on the boundary of G.

Every polyhedral region has a finite number of vertices.

Lemma 4.4.2. For every polyhedral region G and every neighbourhood
U of the vertices of this region we can construct a regular region G* e G :|

such that G\U c G*. |

Proof Let Au A2, Ar be the vertices of the polyhedral region G;

Uu U2, Ur suitably small neighbourhoods of these vertices. Let km j;

km (Am) be the number of all those functions { qt (x, y) } for each of
which the level curve passing through the point Am does not contain any j.

other points of the set Um n G. Let qim (x, y) be one of these functions. !j

We put k (G) e qt (G). If k (G) 0, then for any i and any t e qt (G) the

length of any component of the set e (qh t) n G is greater than zero and |j

consequently the region G is regular. Suppose that k (G) > 0 and m such j

that km ^ 0. :

We fix s > 0 and put j;

G*mG I { (*, y)- I (hm (x, v) - q (4r.) I

If Um and 8 are sufficiently small, then inside Um the region Gfm has two j

vertices A'm and A"m, while the region G has only one vertex Am there, but |

km(A'j km{A"m) km(AJ - IWe now put n Gfm, where i

the intersection is taken over all m such that km ^ 0. Then k(G\) k (G) \

— 1. Repeating this construction k (G) times, we obtain a polyhedral i

region G* for which G\G* c= U and k (G*) 0. Consequently, G* is |
regular. This proves the lemma. 1
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Lemma 4.4.3. There exists a set G cz D, a number X > 0, and a set

of numbers — 0 or 1 (/—0, 1, k= 1, 2, m}) such that condition

(4) of Lemma 4.4.1 is satisfied, azzd tfAo the conditions

(5) for every i and teqfiG) and for any functions {f\ (t) }

m i

max I £ -CiPHx,y)fï(<h(x,y)) \>A max | |i
(x*y.) e£(qi,t) nG k 1 k

(6) G is a regular region.

Proof. By Lemma 4.4.1 there exists a region G* <= D and a set of
numbers such that for every polyhedral subregion G** cz G* and for

every f the set { t : À (t, G**, qi9 pkf, p\s) 0 } is nowhere dense in

qt (G**), where ku k2, ks is the set of all values of k for which x\ ^ 1 ;

moreover, on the set G*, for any z the property (4) of Lemma 4.4.1 is

satisfied. In order not to change the notation unnecessarily, we assume that
all t) 1. We now construct a system of regular regions G0 zd Gl zd G2

zd ZD Gn G, having the following property: for every j < /,

inf X (t, Gb qj9 {/>*}) > h > 0. For G0 we choose any regular
t e qj Gi)
region G0eG*. Suppose that the regular regions G0, Gu Gf_! have

been constructed. We now construct the set Gb We denote by aô the set

{ t : X (t, qh Gi^1, {p\}) > ö }. Since the functions X (t, qh G;_l5 { p\ }),
have only finitely many points of discontinuity (of the first kind) on the

set qi(Gi_1), which consists of a finite number of segments (see Lemma
4.3.1), any component of aô is either an interval, or a half-interval, or a

segment, or a point. Suppose that the set al c aô consists of the N longest

components of non-zero length of the set aö (if aö has only N0(<N)
components of non-zero length, then let al al0). We denote by äNö the closure
of the set aNô. We put G*l G^^q') (.äNö). We fix £ > 0. Since Gi_1
is regular, for every / the length of any component of e{qj9 t) n Gi_1 is

greater than yG > 0. And since the set { t : X (/, q, Gf_l5 { p\ }) 0 } is

nowhere dense in qt (Gi_1), for sufficiently small <5 and sufficiently large N
the set Gf_1 forms a e/2-net on every set e (qj9 t) n G^_1? / < z. The set

is a polyhedral region. We denote by U (a) the set of points (x9y)
each of which is at a distance of no more than e/4 from one of the vertices
of the set G-t1. By Lemma 4.4.2 there exists a regular region Gt c= Gflt
such that GjîL^Gj U (£). The set G, forms an £-net on every set e (qj9 t)
n Gi_1,j < i and forms an e/2-net on every set e (#,-, t) n GfL t. By Lemma
4.3.2, for sufficiently small £,
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?H min inf X(t, Ghqj, { p\}) > -min <- min xX
t eqj (G i) 2 [2 j<i J

Thus, the regular regions Gu G2, Gn can be constructed. The regular
region G Gn satisfies all the requirements of our lemma (X Xn)9 which
is now proved.

§ 5. The set of linear superpositions in the space

of continuous functions is closed

Theorem 4.5.1. Suppose that continuous functions pm(x,y) and

continuously differentiable functions qm (x, y) (m 1, 2, N) are fixed.
Then in any region D of the plane of the variables x, y. there exists a closed

subregion G a D such that the set of superpositions of the form
N

Z Pm (x, y)fmy))
m 1

where {fin (t)) are arbitrary continuous functions, is closed (in the uniform
metric) in the set of all functions continuous on the set G.

By Lemma 4.2.2 and 4.4.3 we can find a subset G c D, determine constants

y > 0 and X > 0, and renumber the functions {pm (x, y)} and

{ (x> y) } with two indices so that the functions obtained after the renum-
bering, {p\(x,y)}and{q\(x,y)} (/ 0,1,21,2,

n

Z mi < N) that is, some functions may be omitted in the renumbering)
i 0

satisfy conditions (1), (2), (3) of Lemma 4.2.2, and also the conditions:

{A') for any continuous functions {fm (t)} there exists continuous
functions {f\ (t) } such that on G

N n mi

Z pm(x,y)fm(qm(x,y))Z Z
m 1 i 0 k 1

(5r) for every i and t e q\ (G) and for any functions {f\ (t) }

max I y. pki y)fk (x' y))\<^ max Ifk (01 ;

(x,y) ee(q ],t^nG k~ 1 k

(6') G is a regular region with respect to the functions { q\ (x, y)}.
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Lemma 4.5.1. In the sets { q\ (G)} we can select subsets consisting of a

finite number of points tt J e q) (G) (/ =0, 1,2, ...,«; j — 1,2, ssuch
that for any continuous functions {/?(/)}

n m i

max max j/'• (M | c(max ] £ E |

/.k «etJlG) (X-y)eG i=°'=1

+ max J/f (tu)I),k

where C is a constant not depending on the functions {f\ (t) }.

Proof Since G is polyhedral, for each i we can choose in qt (G) a

finite set of points { tu } so dense that the components of the level curves

£ (<7i> tij) n G f°rm a ^"net in the set of all components of the level curves

e (q], t) n G, t e q\ (G). A sufficiently small 5, not depending on the functions

{f\ (t)}, will be chosen below. We put

nmax max |/f (q) (x, yj) | ;
k (.v. y)eC

n m i

Sj max I E E /'; ((/I (v\ r)) I : s2 max j/'f (>,•.,) |.
(x, v) e G i 0 /c 1 /c, i,j

For definiteness, let /} (</{ (a)) — p at the point ae G. By (5') there exists
m /

a point a' e G such that | Z (#1 (ß I > ^l1- Let [ar, a*] be a
k — 1

segment of the level curve of the function q\ (x, y) with end-points at a'

and such that ht {[a', a*]) > yG/2 (see the definition of a regular region
2

in § 4). On the arc [a a*] we fix a point a" such that œ (a) < where
2mi

a h i([a\ a"]). Then on the segment [a\ a] the function cp1(x,y)
mi
Z Z7! (-Ay)f î (#î (at)) keeps'a constant sign and satisfies the inequality

jt= l
I <Pi (a T) I > Xp/2. In fact, | <px (a') | > 2^ at the point a', and for any
point 5 6 \a\ a"]

mi Àp
<Pi (s) - </>i («') I I E 0>i (s) - Pi («'))/1 (a') I < (a)

k= 1 2

Consequently,
1

> - 2/./a
2 '(px (5) ds

se [a', a"]

By construction there is an index and a segment [b', b"] of the level
curve e {q[,tUJ)nG such that p ([a',[b', b"]) < 8. We have
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J q>1(s)ds\<c1s2ß
selb', b"1

where ß hl([b',b"]), Ct m1 max max \pi(x,y)\. And since a
k (x,y)eG

and ß are commensurable (ö will be chosen small in comparison with a),

I j cp1(s)ds — j (px (5) ds I > - kpa — c1s2cc.
se la', a"] se [b', b"] 2

By Lemma 4.2.3

I J cp1(s)ds — J (p1 (s) ds I < c3 (as1 + paœ (Ô) + pö) »

se la', a"] se Ib'b"]

Thus, c3 (as1 + paœ (ô) + pô) > Xpeel2 — c{ ce e2. If <5 is taken sufficiently
small in comparison with a (in order that c3 (aco (S) + S) < 2a/2), then we
have p < C (&x+ s2). This proves the lemma.

Let B be the Banach space consisting of all systems of functions {f\ (/) },
defined and continuous on the sets { q\ (G) }, with the norm

II {/* (0} I s max max |/i(0| =0> 1» 2,; k 1, 2,
i, k teq

*
(G)

We denote by C (G) the space of all functions / (x, y) continuous on G

with the uniform metric:

||/(x,}0||c(G) max \f(x,y)\.
(x, y) eG

Lemma 4.5.2. The linear operator T:B-*C(G) acting by the formula
n m I

T({fki(t)}) fix,y)E E
i 0 k l

maps bounded closed sets of B onto closed sets of C (G).

Proof Let F a B be a closed and bounded set of elements of B.

Suppose that fn (x, y) is a sequence of functions in T (F) <= C (G), and that

fix, y)e C(G),where|| f(x,y)- /„ (x, ||C(C) 0 as -> co. We show

that then /(x, y) eT (F). Since fn (x, y)^T (F), there exists a sequence of
elements {f\n (t)} e F such that T ({f\n(t)}) fn (x, y). By Lemma 4.5.1

we can select in the sets { q\ (G)} subsets consisting of a finite number of
points ttJ e q\ (G) (/ 0, 1, n; j 1, 2, st) such that for each element

{f\(t)} e B the inequality

1 {/; (0} I s '< c(\\f(x,y)IC(G) + max | |),
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is satisfied, where the constant C does not depend on the functions { f\ (/) }.
Since F is a bounded set, there exists a subsequence of suffixes nu n2,
such that for any i 0,1,..^«; k 1,2, j 1,2the
numerical sequence fkt„ -> Ck i j as v -> oo. From this and the previous
inequality it follows that {f\nv (0 } G F(v 1, 2, is a Cauchy sequence,
because it is known that the sequence fn (x, y)eT (F) is Cauchy sequence.

Consequently there exists an element {fki(t)}eB such that || {/* (/)
_ f),nv (0 } ||b 0. Since F is a closed set, {f \ (t) } e F. The operator
F : B -» C (G) is bounded. Therefore F ({/*(*) }) f (x, y). Consequently

/(x, y) £ T (F). This proves the lemma.
The following lemma from the theory of linear operators [28] turns out to

be useful.

Lemma 4.5.3. Let F1 and B2 be Banach spaces. If a linear operator
T : Bx -> B2 maps bounded closed sets of Bx onto closed sets of B2, then

its domain of values is closed.

Proof of Theorem 4.5.1. The set of superpositions of the form
N

Z Pm (-T y) fn (dm (*> t)) coincides on G with the set of superpositions of the
»1 1

n m i
form Z Z Pki (x> fki (d\ (x> y))- % Lemma 4.5.2 and 4.5.3 the set of the

i 0 k= 1

latter superpositions is closed in the space C (G). This proves the theorem.

§ 6. The set of linear superpositions in the space
of continuous functions is nowhere dense

Theorem 4.6.1. For any continuous functions pm (x, y) and continuously
differentiate functions qm (x, y) (m= 1, 2, N) and any region D of the
plane of the variables x, y the set of superpositions of the form

N

Z Pm (x, y)fn
m 1

where { f„(t)} are arbitrary continuous functions, is nowhere dense in the
space of all functions continuous in D uniform convergence.

By Lemma 4.2.2 we can find a subregion cz D, determine a constant

r > 0, and renumber the functions { qm (x, y)}, with two indices so that
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the functions q\ (x, y) (I 0, 1, 2, n; k= 1, 2, mt; £ mt N) obtained
l=o

after the renumbering satisfy conditions (1), (2), (3) of Lemma 4.2.2. We

now fix the point (x0, y0) e G* and the number v so that the line (y - y0)
+ v (x-x0) 0 does not touch at any of the level curves of the functions

qki (x, y) (i 1, 2, n) that pass through (x0, y0). Let G** c G* be a disc

with centre at (x0, y0) and radius small enough so that the { q\ (x, y) }
and qN+i (x, y) y + vx satisfy condition (3) of Lemma 4.2.2 with some

constant y** > 0. We put pN + i (x, y) — 1. By Lemma 4.4.3 we can find a

set G c: G**, determine a constant X > 0, and again renumber the functions

pm (x, y) and qm (x, y) (m 1, 2,..., TV + 1) with two indices so that the

functions p) (x, >') and

qki(x,y) (i=0, 1, 2,+1 ; k1I, 2,ml ; £ mj<Af+l)
i 0

that is, some functions may be omitted in the renumbering) obtained after
the renumbering satisfy conditions (l)-(3) of Lemma 4.2.2, conditions (4')-
(6') of § 5, and the condition

7 m„+1 1 p„ + 1 PN +i(x,y)1 qlN+1 y +

Let L be the linear space consisting of all system of functions {f) (t) }
defined and continuous on the sets {q) (G)} and satisfying the condition

n +1 m i

X X P^ix, y)f){q\ (x,y))0 in G.
i=0k=l

Lemma 4.6.1. L is a finite-dimensional linear space.

Proof. By Lemma 4.5.1, in the sets { q) (G) } we can select a subset

consisting of a finite number of points { ttJ } such that, if {fki(t) } e L
and fki (Gfi) 0 for all k, /, / then (r) ^ 0 on q\ (G) for all k. Thus,
the set of functions {/^(0} is completely determined by a finite set of
parameters {/^(Gj)}- Consequently the dimension of the space L is

finite. This proves the lemma.

Lemma 4.6.2. There exists a natural number p such that in D the

polynomial (y + vx)^ Q (x, y) is not equal to any superposition of the form
N

Yj Pm (x> y) fn (dm (X t))» where {fm (t) } are arbitrary continuous
m 1

functions.
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Proof. We denote by 0 the space of functions of the form f(y + vx)

(x, y)) that are representable on G by superpositions of the
N

form Or, what comes to the same thing
m 1

n m i

(see properties (4') and (7)), of the form [ y £ p' (x, (q) (x, j))].
i 0 1

n + 1 m i

Thus, functions of 0 satisfy the relation Y Y p\ (-Y> J^)/1 (#? (*> >0) ^ 0
i-O k=l

in G. Consequently the linear space 0 is naturally embedded in L. Since L
is finite-dimensional (Lemma 4.6.1), 0 is also finite-dimensional. Let / be

the dimension of 0. Since the polynomials (y + vx), (j + vx)2, (y + vx)/+1

are linearly independent, at least one of them Q (x, y) (y + vxY is not
equal to any superposition of the form under discussion on G or,
consequently, in D. This proves the lemma.

Proofof Theorem 4.6.1. By Lemma 4.6.2 the set of superpositions of the

form given in Theorem 4.6.1 does not exhaust all continuous functions on G.

Consequently, by Theorem 4.5.1, the set of these superpositions is a closed
linear subspace of C (G). Hence we conclude that the set of superpositions
under discussion is nowhere dense in C (G), nor consequently in C (D).
This proves the theorem.

Corollary 4.6.1. For any continuous functions pm (xl5 x2, xn)
and continuously differentiable functions qm (xl5 x2, xn) (m 1, 2, N)
and any region D of the space of the variables (xu x2, x„) the set of
superpositions of the form

N

Y, Pm (Y1 X2 i ••• -, xf) /m (q m
(-X i A" 2 •.., Xfl) X2 5X3, Xn _ j)

m t

where {fm (t, x2? x3sx^f} } are arbitrary continuous functions of
(n~ 1) variables, is nowhere dense in the space of all functions continuous in
D with uniform convergence.
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Chapter 5. — Dimension of the space of linear superpositions

In this chapter we present a calculation of the functional dimension of the

space of functions representable by means of linear superpositions and prove
that a representation of analytic functions by means superpositions of
smooth functions can not be stable.

§ 1. (e, byentropy and the "dimension" offunction spaces

Let Gn be a closed region of //-dimensional euclidean space, and C (Gn)

the space of all functions continuous in Gn. Two functions fx (x),/2 (x)
g C (Gn) are called (e, ^-distinguishable if there exists an //-dimensional
closed sphere Sô c Gn of radius b such that

min I fx (x) — f2 (x) | > e

xe sô

Let F a C (Gn) be a set of continuous functions. A subset K c= F is

called (e, ^-distinguishable if any two of its elements are (e, (^-distinguishable.

We denote by NEÖ (F) the maximum number of elements in an
(e, (^-distinguishable subset of F.

Definition 5.1.1. The number HÈÔ(F) log2 NEÔ(F), by analogy
with the definition of 8-entropy, is called the (e, (5)-entropy of F.

Let /0 g F. We denote by F)z (/0) the set of functions /g F such that
I f(x) -/0 (x) I <2s. It follows immediately from the definition that the

•
"* ~

.• log2 H s ö (fi âe ifd)) p • r i a 4- Aexpression lim lim as a function of 2 does not decrease
<5-+0 £^0 log2(5

as 2 —> oo.

Definition 5.1.2. The number

r(F, f0) lim lim lim-
ce «5-+0 e-* 0

log2 HjAFxt
log2<5

is called the functional "dimension" of F at /0. The number r (F)
sup (F,f0) is called the functional "dimension" of F.

The functional "dimension" r (F) of a set of functions F a C (Gn)

has the following properties.
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5.1.1. Let 0 cz F be a set of functions. Then r (F) < r (F). Moreover,

if F is everywhere dense in F in the uniform metric, then r (<P) — r(F).

Proof. The first part of the assertion follows immediately from the

definition. For a proof of the second part it is sufficient to show that r (F, cp0)

> r (F, (p0) for any element cp0 e <P. Suppose that the functions /1? ...,/N
from a (2 e, ^-distinguishable subset of FÀe((p0). Since F is everywhere

dense in F, there exist functions cpu cpN e $ such that max |/; (x) — cpt (x) |

xeGn

< min (/ 1, 2, TV). These functions form an (e,^-distinguishable

subset of F2xb(<P o)- Consequently N£à (^2a£ (<Po)) >N2 E,ö(FXe(<p0)).

Hence r (<P, cp0) > r (F, cp0).

5.1.2. For any set F cz C (G„) we have r (F) < n.

Proof Suppose that /0ef and /l5/2, ...,fp is a maximal set (with
respect to p) of pairwise (e, ^-distinguishable functions of FÀe (/0). Let

<r1} g2? cr^ be a maximal set (with respect to q) of spheres of radius <5/3

in G1V such that no two of them have common interior points. Then any
pair of functions f (x) and f} (x) of the given set satisfies on at least one
of the spheres ox the inequality min \f (x) — f j (x) | > s. For the func-

X e a I

tions f] (x) and f} (x) satisfy on some sphere Sô cz Gn the inequality
min I /iW - (vi I > s. Since q is maximal, it follows that one of the

spheres o{ cz Sô. Consequently on this sphere the inequality we need is

satisfied. We denote by at the centre of the sphere ol (/ 1,2, q). Every
set of functions fvfiv each pair of which has values differing by not
less than s at one and the same point consists of a number r < 2 2+ 1

of functions. (All functions are taken from the set indicated above.) Since

every pair of functions fx (x) andf j (x) has values differing by not less than
e at one of the points at at least, we have p < 22 + 1. But since the spheres
{ gi } do not intersect, q < C/<5", where C is a constant depending only on
/?. Consequently,

c

trt\^v Y Y
log2 log2 (2/1 + 1 / _My (F,y0) < lim lim lim —

ö-+0 \og2ô

5.1.3. If F is everywhere dense (in the uniform metric) in the space
C ((/„), then r (F) n. In particular r (C (G/r)) n.



— 304 —

Proof. By 5.1.1 and 5.1.2 it is sufficient to show that r(C(Gnj) > n.
We denote by CE (Gn) the set of all f(x)eC (Gn) for which max | f(x) | < e.

x e Gn
Let 6 > 0 be a constant such that for any <5 > 0 we can find H [0/bn]
closed and pairwise non-intersecting spheres al9 o2, of radius b

in Gn. For any system of numbers {oq} (oq ± 1, / 1, 2,..., H) we construct
a function /{a.} (x) e Cs(Gn) such that /{a.} (x) at£ for xeot
(i 1, 2,..., H). These functions are obviously pairwise (a,^-distinguishable.
The number of functions /{a.} (x) for all possible sets { oq} is equal to 2H.

Consequently HeJ(Ce(G„)) > H [0/ön]. Hence r (C (G)) > n.

Corollary 5.1.1. The space, of all polynomials in n variables has

functional "dimension" n.

In the same way, the following properties are easily proved.

5.1.4. Let Gl and Gl be two non-intersecting closed regions in n- dimensional

space, and F (Gl u Gl) a space of functions, defined and continuous
on Gl u Gl. Denote by F (Gl) the space of all functions cp (x), defined on
the set Gl, for which there exists a function 0 (x) e F (Gl u Gl) such that
cp (x) 0 (x) for x e Gf The space F (Gl) is defined similarly. Then

r(F(G)tKjGl)) max { r (F(G*)) ; r(F(G„2))}.

5.1.5. If F is a linear space, then r (F) r(F,f0) for any function
f0 e F. If F is a finite-dimensional linear space, then r (F) 0.

5.1.6. Let F be a linear metric space with metric p (cp, i/f) between a pair
of functions (p,xj/eF. We denote by F (p0) the set of all those functions
cp e F for which p (cp, 0) < p0. Then r (F) r (F(p0)).

Corollary 5.1.2. The set of all polynomials in n variables whose

partial derivatives oforder p, for any p 1,2,..., are bounded by a constant
0 < Kp < oo has functional "dimension" n.

00

5.1.7. Let F be a complete linear metric space and F u F/? where

{Fi} are sets of continuous functions. Then r (F) max r (Ff).
i

We now write down the main result on the functional "dimension*11

of a set of linear superpositions.

5.1.8. Let qt qt (xl5 x2, x„) be continuously differentiable functions

of n variables, and pt pt (xl9 x2, xn) continuous functions of n

variables (i 1, 2,..., N). We denote by F (Gn, { pt }, { qx }) the set of super-
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N

positions of the form £ pt (xu x2, x„)fi (<7i (xu x2> •••> xn))> where
i — 1

(xu x2, x„) g Gn, and {ft (t)} are arbitrary continuous functions of one

variable. Then in any region Dn there exists a closed subregion Gn c= Dn

such that
r(F(Gn, {Pi},{<?,}))<1.

For ease of presentation we limit the proof to the case n 2 (§ 3).

It is interesting to compare the result 5.1.8 with the following proposition.
n

5.1.9. Let a,- (xux2,x„) £ % (x;) (/ I, 2,..., 2/7 + 1)

j i
be the continuous functions involved in Kolmogorov's formula (I).
We denote by i// (G,„ a-) the space of all functions of the form
i/y (a,- (a^, x2, -V,,)), where if/ (t) is an arbitrary continuous function of
one variable and (x1? x2, xn) g G„. Then for any i and every region Gn,

r(^(G„, «»•)) « (see 5.1.7).
Let pt (xl5 x2, x„) be fixed continuous functions of n variables,

-,*»), ?2,i(^i»^2> •••. -,qk,i(x1,x2,fixed con-
tinuously differentiable functions of n variables, and ft (tu t2f L) arbitrary
continuous functions of k variables, k <n (/ 1,2, TV). One would
expect that the set of superpositions of the form (V) (see Chapter I) has

functional "dimension" not greater than k. However, in this direction, only
the following partial result has so far been proved.

5.1.10. Denote by F{X, Gn, {pt }, { qt>i },...,{ qkJ }) the set of all
those continuous functions (p (xu x2, xn) for which there exist continuous
functions { /,• (tu t2, tk) } such that in Gn.

q>(xi,x2,...,xn)
N

E Pi(x i'x2, -,x„)fi(qu(x1,x2,...,x„),...,x„))
1=1

and

max sup \/i(t1,t2,...,tk)\<A sup |

i (tj, t2, tk) (xh x2, xn) eGn

Then, for any X < oo, in any region Dn there exists a closed subregion
Gn a Dn such that

r(F(X,Gn,{Pi},{ h,i}'•••>{ 1k,i})>0) <
From the last result and Banach's open mapping theorem there follows

L'Enseignement mathém., t. XXIII, fasc. 3-4. 91



— 306 —

Corollary 5.1.3. For any continuous functions pt and continuously
differentiable functions qi h q2J, qkti, k < n (i 1, 2, N) and every
region Gn there exists a continuous function that is not equal in Gn to any
superposition of the form (V).

§ 2. (e, 8)~entropy of the set of linear superpositions

We denote by S (S, z) the disc of radius ô with centre at z. Let p (z)

p (x, y) and q{z) q (x, y) be functions defined in a closed region G

of the x, y-plane and having the properties :

dq (x, y) dq (x, y)
a) p (x, y), are continuous in G and have modulus

ôx dy
of continuity co (5),

b) the inequalities 0 < y < I grad [q (r)] I < - and I

p (z) I < -, where
• - —

y y

y is some constant, are satisfied everywhere in G.

Lemma 5.2.1. Let S (ô, z) a G and let (t) be the function equal to

2 V §2 ~(t-ii2))21 srad [q(z)] I-2 °n

q(z)- <5 I grad [q (z)] | < t < q(z) + grad [q (z)] |

and equal to zero elsewhere. Then

oo

J \nq(t) - h(e (q,t)nS(<5,z)) | dt < ct (7) co (5) 52
— 00

where c1 (y) is a constant depending only on y.

Proof Let [a, b] a e (q, t) n S (<5, z) be the segment of the level curve
e(q, t), endpoints a and b, lying on the boundary of S (<5, z); [z, a] and [z, b]

the vectors with origin at z and endpoints at a and b, respectively ;

«1 y([z, a], grad [q (z)]), a2 y([z,b], grad [q(z)]).

We have

dq
t - q(z) I \qI ds

se [z,a]

<5 cos oq I grad [g (z)] | (1 +0(l)co(<5))
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Hence

ösin aL ^j'b2~ (t -q(z)+ 0 (7) | grad [ (z)] |
"

and similarly

ô sin a2 ^ô2 - (t - q (z) + 0 (y) ôœ (c>))2 | grad [q (z)] |
2

By b) the size of the angle swept out by the tangent vector to the level curve
e (q, t) on moving along [a, b] does not exceed C2 (y) œ (ö). Therefore

^(sinoq +sina2)(l + 0(y)co(<5))

- 2 sj&~0- q(z)+ 0 (y) ôœ(<5))2 I grad (z)] | "2 + 0 (y) (<5).

If a1 > C3 (y) œ ((5) (C3 is a sufficiently large constant), then [<a, b] e (q, t)
n 5 (<5, z). Consequently, for

[ t *- q (z) I < 9 — S cos [C3 co (<5)] | grad [g (z)] | x (1 +0 (1) co (5))

we have hl (e (q, t) n S (ô, z)) hl {[a, £]). Since for every t (by b))

h\ (e{q,t)nS (S, z)) < C4 (y)(l + a> (S))
we have

oo

J I ft i (e (<jf, r)n S(3,z))- \

— 00

q (z) 4*®

J I ^1 OK*?, 0 (<5, z)) - /i9(0 I àt + 0 (y) ô2œ(b)
q(z) -0

We now estimate

q (z) -j- 0

J \hi(e(q,t)nS(3, z)) - fi(t)\dt
8(z) - e

Q (z) + 0
J I ft| ([ß, ft]) — HqI <

(z) - 0
q (z) + 0

<2 J (v/<52-(f-3(O+0(r)dco(5))2| grad [g(z)l|-2
q(z) - 0

- -Jb2 - t-q(z))2I grad [q (z)] \~2)dt + 0 (y) ô2a> (S)

0(y)ô2œ(ô) J + 0(y)«52m(d).

Here we have the mean value theorem. This proves the lemma.
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Lemma 5.2.2. Let p (z), q (z) satisfy conditions a) and b) ; S (ô, z)
cz G; let f ft) be an arbitrary continuous function, uniformly bounded in
modulus by the constant m. Then

j j p (u, v)f (q (u, vf) dudv
O, v) e S (ö, z)

oo

p(z)Igrad [g(z)][_1 f f(t
— oo

where | 1 (z) j < c5 (y).

Proof Using a) and b) and Lemma 5.2.1 we have

J p(u,v)f(q(u,vy) dudv
S(ö,z)

— p{z) j J /(q (u, v)) dudv + 0(1) mÔ2œ(Ô)
(u, v) 6S (ô, z)

— p(z) J {/(0 J I grad [#(s)] \~2ds) dt + 0(1) mô2co(ô)
-co see (q, t) nS (ô, z)

GO

p(z)\ grad [q(z)]|_1 j {f(t) j ds} dt + 0(y)
— go see (q, t) r\S (ô, z)

CO

p(z) \ grad [g(z)]|~2 J f(t)h1(e(q,t)nS (ô, z)) dt +0 (y)mô2œ (ô)
— co

p{z)I grad [<7(z)]|_1 ] f (t) pq{t) dt+ 0 (y) m<52co ((5).
— oo

This proves the lemma.

Lemma 5.2.3. Suppose that a number a > 0 and functions p (z),

q{z),f{t) satisfying the conditions of Lemma 5.2.2. are given. Iffor every
integer k such that

a
min q (z) < tk =kô — < max q (z)
zeG 171 zeG

and any integer I such that

ce

min grad [q (z)] | < tt I — < max | grad [q (z)] |

zeG

the inequality

m zeG

*k+*i*5

1 mjs2
tk-tf

t —U
dt aid2
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is satisfied, then for every disc 5" (<5, z) <= G

I J j p(u,v)f(q(u,v))dudv\^c6(y)(aô2 +
(», v) eS (<5, z)

Proof. Suppose that a disc 5 (5, z) a G is given. By the condition of the

lemma there are integers k and / such that | q (z) — /y | < 5ajm and

I I grad [q (z)] | - t{ | < ajm. From Lemma 5.2.2 we obtain

I P (z) I

I j p {u, v) f(q (u, t;)) cludv I <
(u, ü) eS (5, z)

I grad [g (z)] I - »
I I f(t)ftq(t)dt\

q (2) +
+ <5 jgrad lq (z)] |

2
-f c5 (y) mô co (5) < -r

y
m Ô2 -

i —

(t-q(z))2

q (2)

\ grad [q(z)]j2

ô J grad [q (z) ] |

*/c + 11 à

J

tk -tf
fit) I 82- dt

(by the mean value theorem)

2 2
< — ad2 + c5 (y) mô2co (ô) H—gr r

+ — ocô2 + c5 (y) m<52û) (5)
y2

ômdx \ a
Ö —

V 1 - r
ô2mdz \ oc

Jl—T2) m
c6(y)(aô2 + mô2œ (Ô))

This proves the lemma.
We denote by Fm Fm(D; pu p2, pN\qu q2, qN) the set of

superpositions of the form

N

f(x,y)Z Pi(x,y)fi(qi(.x,y)),where

and { qt (x, y) } are fixed functions, defined in the closed region D of the

x, y plane and satisfying conditions a) and b) with a constant y not depending
on i and {f (t) } are arbitrary continuous functions, defined on { [ab bt] }

{ [ min qt(z); max qt (z)\ } and uniformly bounded in modulus by
z e D z e D

the constant m.



Theorem 5.2.1. There exist constants A and B such that if s > Amco(b)

then for the (2, ô)-entropy of the set of functions Fm, Hs ô(Fm)

where A and B depend only on y, N and D.

Proof We put

B m\

ô\sj >

R(f(z),S) max
S (ô,z)czD

1

TIÔ2 f (il, v) dudv

(u, v) e S (ô,z)

We denote by (Fm) the 2-entropy of the space Fm, taking as the distance
between the functions f1 (z), f2 (z) e Fm the number R (/ (z) — f2 (z), 5).
The inequality H2e ö (Fm) < et3 (Fm) holds owing to the fact that if two
functions fx (z) and f2 (z) are (e, ^-distinguishable, then they are 8-dis-

tinguishable also in the sense of the metric R f (z) — f2 (z), We now
estimate the value of Tife ô (Fm). Let k and / be integers such that

min qt (z) < tk kb — < max qt (z)
zeD

and

min I grad \_qt (z)] | < tt I — < max | grad \_qt (z)]
Z 6 D

To compute the function

fö(z) '~

1

Tib2
f(u,v) dudv

(u, v) e S (c>,z

where /(x, y) e Fm, S (ô, z) a D to within s, it is sufficient by Lemma 5.2.3

to give the values of

tk + tn5

v,- (tk,
Tib2 MO J s

t - dt

tk - nö

to within a 712/(2 NCB (7)) and to assume that <5 is small enough so

that
2NCB(y)mœ(b)

2 > A (y, N) ma) (b)

Since | vt (tk, t{) | < Cx m, to write the numbers vf (tk, t[) (/, k, I fixed)
log2 (C1 mIa) binary digits are sufficient. Since
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\Vi(tk + i,t'l) ~ v,(tk> <
bmdx

\f 1 —r
c9 (y) cc

(here we again use the mean value theorem), to store the numbers

Vi(f*+uh) ~ to within a, log2 C9 binary digits are sufficient.

Therefore to write the numbers vf (tk, t\) (z, / fixed; k any admissible number)

Cio
m m

log2— + (bi-ai) —
a doc

M'u binary digits are sufficient.

Consequently the total number of digits sufficient to store all the numbers

V; (tk,t\) to within a, that is, to store the functions (z) to within e, is

h I

This proves the theorem.

m m
log2 — + (bi-a,) —

OC OOC

1 m B (y, N, D) fm\
— <

y a T

§ 3. Functional "dimension" of the space of linear superpositions

Suppose that continuous functions pt (x, y) and continuously differenti-
able functions qt (x, y) (/= 1, 2, TV) are fixed. Let G be a closed region
of the x, y plane. We denote by F F (G, { pt }, { qt }) the set of super-

N

positions of the form f{x, y)Y, Pi (x> y)fi {li (*> >0)> where (x, y)eG
i— 1

and {fi {t) } are arbitrary continuous functions of one variable. We are

interested in the functional dimension of the set F.

Theorem 5.3.1. In every region D of the x, y plane there exists a

closed subregion G a D such that

r(F(G,{ Pi },{qi}))1

Proof By Theorem 4.5.1, in D there exists a closed subregion G* cz D
such that the set of superpositions F{G*, {pt}, { qt}) is closed (in the
uniform metric) in C ((/*), and the functions { qt (x, y) } satisfy the condition:

for any z, either grad [qt (x, y)] ^ 0 on G* or q{ (x, y) const on G*.
We show that r (.F (G*, { pt }, { qt })) < 1. By Banach's open mapping
theorem, there exists a constant K such that for any superposition

N

Z Pi(Xy)fi (li (x,y))/(x, y) e F *, {pt }, { qt}) there are con-
i - 1
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tinuous functions {/* (t)}, defined on the sets {#;(£*)} and satisfying
the conditions

N

8) f(x,y)y Pi (x,y)f*(qt(x,y))forall (x,y)eG*;
1

9) max max |/*(t)|>K max \f(x,y)\.
i t<=qi(G*) (x,y)<=G*

Denote by FÀe F)e ((?!î, {Pi}, { qt}) the set of superpositions f(x,y)
e F(G*, {Pi},{ qt }) such that max | f(x, y) | < Is. By Theorem 5.2.1

(x,y)eG*
and (8), (9), there exist constants A and B such that if œ ((5) <(/L47£)~ 1

then HE Ô(F;e) < B (kKfjd. Hence the functional dimension

I 1 B(AK)2

r(Ft(G*, { Pt},{ })) < lim lim lim °g2 '3— 1

;.->x 0^0 e^o log2d

This proves the theorem.
From Theorem 5.3.1 and the properties of functional dimension (§ 1)

we have the following result, which is a stronger form of Theorem 4.6.1.

Corollary 5.3.1. For any continuous functions {Pi(x9y)} and

continuously differentiable functions { qt(x, y)} and every region D the

set of linear superpositions F (D, {pt}, { qt }) is nowhere dense in any space

offunctions that has in every region G a D functional "dimension" greater
than 1.

Remark 5.3.1. All the results about linear superpositions of the form
N

Y Pi (x' y) ft (Pi (-T y)) remain valid if we assume that {ft (t) } are arbitrary
i 1

bounded measurable functions.

§ 4. Variation of superpositions of smooth functions

Let Gn be a closed region of the space of the variables xl9 x2, xn
(n >2). A function F(x) F(xu x2, xn) is called a superposition of
order s generated by the functions of k (k > 1) variables

fß\,ß2--
• ißa hi) S, ßi 1 2, k)

if it is defined in G by relations
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F fi.1i,

Ißl,ßo,...,ßa - fßl,...,ßa(lßl,...,ßxAlßi....,ßz.2, (VI)

Qßl,ß'2>-~>ßs + 1
" Xy(ßi>ß2>---,ßs + l) '

where y (ßif ß2, ßs+1) is a function of the indices ßl9 ß2, ßs+1 and

takes one of the values 1, 2, n. As before, we assume that the functions

{ (pß^ß0 ß {tu 12i • ••> tk)} are defined for all values of the arguments.
A superposition of any order, generated by functions of one variable,

is again a function of one variable. Therefore in this case (k 1) we consider

superpositions of functions of one variable and the operation of addition,
that is, superpositions definable in the following way.

A function F(x) F (xl9 xu •••> xn) in> 1) 1S called a superposition of
order s of the functions fßl> }ß (t) (a 0, 1,2, s; ßt 1, 2) if the following
relations are satisfied:

Qßl,ß2,...,ßs+ 1 Xy(ßl,ß2,---,ßs+ i) 5

where y {ßl9 ß2, ßs+1) takes one of the values 1, 2, n.

Note that we can represent as superpositions of the form (VII), for
example, all rational functions of xl9 x2, xn since we can write any
arithmetic operation by such superpositions, for example, u • v elnu + Jnv

=fi.fl(w) + f2 (*>))•

Let F(xu x2,x„)bea superposition of order s of the continuously

dififerentiable functions {fMi^ tk))and
the superposition of the same form of the continuously differentiable functions

{fßxM,...*« -, h) }. We put

Vpi,ß2,-,ß* fßi ßa ~fßi,...,ßa (a ~0,1,2ßt 1, 2,

F — f(h +h

1ßlJ2 ßa ~ fßl,ß2,...,ßa(lßl,ß2,-,ßcc-l+ (VII)

k

Ii — max Y, SUP
<*>ßh-~,ßa i=1 fß ],, ßa i=1 t

S

oc,ßi,...,ßa t
max sup I (Pß1,..„ßa(tl,t2,...,tk)
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Lemma 5.4.1. The inequality

sup I F(xux2,...Px„) - F(xux2, ...,xfI) I < A(p, s) 8

x e G

holds, where the constant A (p, 5) depends only on p and s.

Proof. We proceed by induction on s. For definiteness suppose that
k < 1. Having verified the statement of the lemma for j 1 and having
made an appropriate inductive assumption for superpositions of order
s — 1, we have

sup I F(xux2i ...,*„) - F(xux2, ...,xn) I

x e G

< p max sup I qßl — qßl | + 8 < p • A (p, 5 — 1)8 + 8 A (p, s) s

ßl xeG

(the last by the indictive assumption). This proves the lemma.

Further, let oj (<5) be the common modulus of continuity of all the functions

{ JMxxiFÄAI— and, in addition, put
I dti J

k

s' max Y SUP

a,ßb-»,ßa »=1 t

ScPß^p^ih, -,tk)
dti

Lemma 5.4.2. We have (for case k > 1

F(xt, - F(xu *= y
<*, ßl,—>ßa

X CPßi,...ßa, (PI ßi,...,ßa,l (*1> • Xn)> * " * ' 4ßi,...,ßa,k (Xl> •'"> Xn))

+ R(xux2,
where

I R (x1? x2, x„) I < B (p, 5, k) [e' +co(T (p, s) s)] 8

/»ß! • ••,*») il
i o

(for a 0 p (xl5 x2, x„) 1),

B (p, s, k) is a constant depending only on p, s, k. For k — 1 corresponding

equation is slightly different (see Chapter /, (III) :
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F(xu - F(xu
~ Y Pßi,...,ßa(X 1>X2> •••' xn) (Pßi,...,ßa (Al' "-iXn)

<*,ßl,—,ßa

+ /.V2(A'l- ••>*,,)) + ß(xu v„).

Proof. As in the preceding lemma we proceed by induction on

Again for definiteness we limit ourselves to the case k > 1. For s 1

the assertion of the lemma is easily verified. We assume that it is true for
superpositions of order s—I. By Lemma 5.4.1, for superpositions of
order s we have

F(xu - F(xu ...,xn) f(quq2, ...,qk) ~f(quq2,
~ ~ k „

+ <p(ql9q2, r*,9qk) «= <p(quq2, •••>^-) + £ .— (<//h~^i)
/*i i

+ A (/*, 5) c' • ß 4- k • A (jjl, 5) co (A (//, s) s) s

Since qßl and qßl (ß± 1, 2, k) are superpositions of order s — 1,

by the inductive hypothesis we have

~ A

1ßl-<lßl= I Pß1....,ßII(
a> 0

ß2,ß3,.»,ßa

X ^ßi,...ßa, {C1ßi,....ßa,l (Xl5 *2» Xn)' •••> 4ßi,...,ßa,k (*ls X25 •••? *«))
/

+ R(x1,x2,,
where

A
I R(x1,x2,...ixJ j < B{n, s-1, /c) [e' + (ji, -1) e)] s

Pp1,...,ßa(.xi>-»x„)"n "
i=l

(for a=l,pßl(xu x„)ss 1).

When we now substative the expressions for the differences qß-
in the formula for F — F above, we obtain the required representation of

i the difference of two superpositions - This proves the lemma.
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§ 5. Instability of the representation offunctions
as superpositions of smooth functions

Let A be a set of functions of n variables and B a set of functions of k
variables (k<n). Suppose that a function F (xu x„) e A is in a region Gn

of the space xl9 x2, xn an s-fold superposition, generated by a system of
functions (h, -,h)} of B.

We say that this superposition is (A, B)-stable in Gn if every function

F (xu x„) e A can be represented in Gn as the .y-fold superposition of the

same form of functions {fßl ^ (tl9 t2, tk) } of B such that

max sup |//(| ,.Jt \

a>ßl,---,ßa t

< À sup \F(xl; I

xeGn

where A is a constant not depending either on F or on the {fßli,..ißa }.
We denote by the space of all continuously differentiable functions

of k variables whose partial derivatives have modulus of continuity
co (S) (m (3) -> 0 as 3 -> 0).

Theorem 5.5.1. Suppose that each function F (xu xn) e A is in some

region Dn of the space xu xn a superposition of order s offunctions of k
variables { fßl^.^ß (t1, tk) } belonging to (k<n). If for any sub-

region Gn c: Dn the functional "dimension" of A at F (xl5 xn) e A
is greater than k, then the function F (xl9 xn) cannot be an (A, C*,($))-

stable superposition in any such region G a Dn.

Proof Assume the contrary, that is, in a region Gn a Dn the function
F(xl5 xn) g A is an (A, -stable ^-fold superposition of functions

-, tk)} of C'JdyThenany function F(xu can
be represented as the superposition of the same form of functions

(h, -,tk) } of ClWysuchthat

max sup \<Pß1,...,ßx(tlt...,tk) \ <Xsup|F-F\,
cc; ß\,ßv t xeGn

where <pßl,...,ßa fßl,...,ßci ~ fßlßa- By Lemma 5.4.2 we have (for défi-

niteness, k > 1)



F ~F — Yj Pßi,...,ßa (Xl' ••*? Xn)
a;ßi,..., ßa

X (Pßl,...fßa(£lßl,~.,ß(X,l. Q-ßl,-..,ßa,k (Xl' X//)) + R (Xl' '

where | (xl5 x„) | < y (s) e, y (e) -> 0 as £ -» 0, and

8 - max sup I <pßlt...,ßx{ti>•••> tk) I

a; Al, • -, ßa f

< A snp | F(x1; |.
xeGn

That y (e) -> 0 as s -> 0 follows from the fact that as s -» 0 the quantity

s' max y sup
a;ßi....,ßa i= 1

o,

provided only that the modulus of continuity of the partial derivatives of the

functions { <pßlsmmmtß (tu tk) } is fixed. By 5.1.10 it follows that r (A, F)

< k in some subregion Gn c= Z)M. So we have obtained a contradiction
to the assumption that r (A, F) > k in any subregion Gn c= Z>w and this

proves the theorem.
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