
Zeitschrift: L'Enseignement Mathématique

Herausgeber: Commission Internationale de l'Enseignement Mathématique

Band: 21 (1975)

Heft: 1: L'ENSEIGNEMENT MATHÉMATIQUE

Artikel: INTRODUCTION A LA THÉORIE DES SURFACES DE RIEMANN

Autor: Guenot, J. / Narasimhan, R.

Kapitel: Chapitre 0  VARIÉTÉS DIFFÉRENTIELLES

DOI: https://doi.org/10.5169/seals-47334

Nutzungsbedingungen
Die ETH-Bibliothek ist die Anbieterin der digitalisierten Zeitschriften auf E-Periodica. Sie besitzt keine
Urheberrechte an den Zeitschriften und ist nicht verantwortlich für deren Inhalte. Die Rechte liegen in
der Regel bei den Herausgebern beziehungsweise den externen Rechteinhabern. Das Veröffentlichen
von Bildern in Print- und Online-Publikationen sowie auf Social Media-Kanälen oder Webseiten ist nur
mit vorheriger Genehmigung der Rechteinhaber erlaubt. Mehr erfahren

Conditions d'utilisation
L'ETH Library est le fournisseur des revues numérisées. Elle ne détient aucun droit d'auteur sur les
revues et n'est pas responsable de leur contenu. En règle générale, les droits sont détenus par les
éditeurs ou les détenteurs de droits externes. La reproduction d'images dans des publications
imprimées ou en ligne ainsi que sur des canaux de médias sociaux ou des sites web n'est autorisée
qu'avec l'accord préalable des détenteurs des droits. En savoir plus

Terms of use
The ETH Library is the provider of the digitised journals. It does not own any copyrights to the journals
and is not responsible for their content. The rights usually lie with the publishers or the external rights
holders. Publishing images in print and online publications, as well as on social media channels or
websites, is only permitted with the prior consent of the rights holders. Find out more

Download PDF: 09.02.2026

ETH-Bibliothek Zürich, E-Periodica, https://www.e-periodica.ch

https://doi.org/10.5169/seals-47334
https://www.e-periodica.ch/digbib/terms?lang=de
https://www.e-periodica.ch/digbib/terms?lang=fr
https://www.e-periodica.ch/digbib/terms?lang=en


— 126 —

Chapitre 0

VARIÉTÉS DIFFÉRENTIELLES

§ 1. Définitions

On dit qu'un espace topologique est une variété topologique s'il est

séparé et si tout point possède un voisinage ouvert homéomorphe à un
ensemble ouvert d'un espace numérique.

Le lemme suivant est une conséquence immédiate de cette définition et
de quelques résultats classiques de topologie générale (que l'on trouve dans

[1], chap. I, par exemple).

Lemme 1. Toute variété topologique est un espace localement connexe,
localement compact et localement de type dénombrable. De plus, les conditions
suivantes sont équivalentes :

(1 Elle est paracompacte.

(2) Chacune de ses composantes connexes est de type dénombrable.

(3) Chacune de ses composantes connexes est dénombrable à l \infini.

Sauf mention explicite du contraire, toutes les variétés considérées sont

paracompactes.
Soit X une variété topologique.
On appelle carte de X tout homéomorphisme </> d'un ensemble ouvert

U de X (appelé le domaine de </>) sur un ensemble ouvert de Rn. Soient x
un point de U et r un nombre réel strictement positif. On appelle boule de

centre x et de rayon r dans 4> l'image réciproque de la boule B (0 (x), r)
de centre (j) (x) et de rayon r dans RM. On dit que (j) est centrée au point x
si 4> (x) est l'origine.

Soient </> et \j/ deux cartes de X de domaines respectifs U et V. On appelle

changement de cartes de </> dans \j/ l'homéomorphisme y de 4>(UnV)
dans \j/ (UnV) défini par

y (x) iAO_1(X>).

On dit que 0 et ^ sont compatibles si y est un difféomorphisme (i.e. si y et

y_1 sont indéfiniment dérivables).
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On appelle atlas de X tout ensemble de cartes deux à deux compatibles
dont les domaines recouvrent X. On dit que deux atlas sont compatibles si

leur réunion est un atlas. On vérifie aisément que cette relation est une

relation d'équivalence. Ses classes s'appellent les structures différentielles de X.
On appelle variété différentielle toute variété topologique munie d'une

structure différentielle.
Soit X une variété différentielle.
On appelle (abusivement) atlas de X tout atlas appartenant à la structure

différentielle de X et carte de X toute carte appartenant à un atlas

de X.
Soit x un point de X. Toutes les cartes de X dont le domaine contient x

prennent leurs valeurs dans le même espace numérique. La dimension de

cet espace s'appelle la dimension de X au point x et se désigne par dimx (X).
La fonction dim (X) est localement constante. On dit que X est de dimension

pure si elle est constante.
On appelle courbe différentielle (resp. surface différentielle) toute variété

différentielle de dimension pure 1 (resp. 2).
Soit E un espace vectoriel de dimension finie sur R et soit / une

application de X dans E. Pour toute carte 4> de domaine U dans X, l'application
ff de cj) (U) dans E définie par

<X) =/(<£-1<X>)

s'appelle Yexpression de f dans cj). Si \j/ est une deuxième carte de domaine V
et si y désigne le changement de cartes de </> dans \j/, on a

/*(*) =f*(y(x))
pour tout point x de cj) (UnV).

Soit kun entier naturel (ou le symbole oo). On dit que/est k-fois
continûment dérivable s'il en est ainsi de son expression dans toute carte de X
(ou ce qui revient au même dans toute carte d'un atlas de X). On désigne
par (k (X, E)l'ensemble de ces applications.

Remarquons que (X, R) est une sous-algèbre de (X, R) et <g* (X,
un sous-1?* X,R)-modulede (X, E), en désignant par 3F ,E)
l'ensemble de toutes les applications de X dans E.

Si Xestun ensemble ouvert de R", on munit l'ensemble (ßk (X, E)
de la topologie de la convergence uniforme sur les parties compactes des
dérivées jusqu'à l'ordre k. C'est un espace de Fréchet.

Dans le cas général, l'expression dans une carte (j> de domaine U induit
une application linéaire de %jk (X, E) dans rßk (([> (U), E) et l'on munit
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#k (X, F) de la topologie la moins fine rendant ces applications continues.
C'est un espace localement convexe et complet. C'est un espace de Fréchet
si X est dénombrable à l'infini.

Pour tout ensemble compact K de X, l'ensemble (X, E) des fonctions
dont le support est contenu dans K est un sous-espace fermé de k (X, E).

L'ensemble ^ (.X, F) des fonctions de (X, £) à support compact est

un espace localement convexe et complet pour la topologie vectorielle
limite inductive des espaces (X, F).

Soient X et Y deux variétés différentielles et soit u une application
continue de X dans Y.

Désignons par </> une carte de domaine U dans X et par \j/ une carte de

domaine V dans Y. On appelle expression de u dans (0, ip) l'application

définie par

"wW (*))) •

On dit que u est k-fois continûment dérivable s'il en est ainsi de son expression

dans tout couple de cartes. On désigne par
k (X, F) l'ensemble de

ces applications.
On dit que l'application u est un isomorphisme (ou un difféomorphisme)

si elle est bijective et si wet m-1 sont indéfiniment dérivables.
Les variétés différentielles, les applications indéfiniment dérivables et

leur composition usuelle forment une catégorie.

Lemme 2. Soient X et Y deux variétés différentielles. Pour qu'une
application continue u de X dans Y soit indéfiniment dérivable, ilfaut et il
suffit que l'application u* de 3F Y, R) dans 3F (X, R) définie par

"*(/) =/•«
envoie <T/J Y, R) dans <^c0 (X,R).La condition est évidemment nécessaire. Montrons qu'elle est suffisante.

Soient 0 une carte de domaine U dans X et \j/ une carte de domaine V
contenant u (U) dans Y. On désigne par ij/u ij/m les fonctions coordonnées

de \J/ et par vu vm les fonctions coordonnées de u^. Pour tout point x
de (j) ([/), il existe une fonction a de (V, R) égale à 1 au voisinage de

u((j)~1(x)) (appendice I, lemme 3). Les fonctions w* (ai/^J, w;:< (ai/rm)

appartiennent à ^°° (X, R). On conclut en remarquant que leur expression
dans (j) coïncide avec vu vm au voisinage de x.
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Exemple 1.

Soit E un espace vectoriel réel de dimension n. Tout isomorphisme R-

linéaire de E sur Rn est une carte et deux telles cartes sont évidemment

compatibles. Nous munirons toujours E de la structure différentielle

correspondante.

Exemple 2.

On dit qu'un sous-espace 7 d'une variété différentielle est une sous-

variété s'il vérifie la condition suivante:

(SV) Pour tout point x de F, il existe une carte (j) de X centrée en x, de

domaine U et à valeurs dans R", et un entier naturel m au plus égal à n

tels que
(j) (Un Y) (j) (U) n (Rm© 0).

Les cartes de la forme </> | UnY définissent une structure différentielle sur Y

que l'on dit induite par X. Nous munirons toujours une sous-variété de la

structure différentielle induite.
Notons que l'injection canonique de Y dans X est indéfiniment déri-

vable et que Y est un sous-espace localement fermé de X. Enfin tout
ensemble ouvert de X est une sous-variété.

Exemple 3.

Soient X et Y deux variétés différentielles. Pour toute carte 0 de X et

toute carte \jf de Y, l'application (j) x \j/ est une carte du produit X x Y.

Deux telles cartes sont évidemment compatibles. On munit toujours X x Y
de la structure différentielle correspondante.

Les projections canoniques de X x Y dans chacun de ses facteurs sont
indéfiniment dérivables. L'application diagonale induit un difféomor-
phisme de X sur une sous-variété fermée de I x I
Exemple 4.

Soient I et 7 deux espaces topologiques séparés et soit u un homéo-
morphisme local de X dans Y.

Si Y est une variété topologique, il en est de même de chacune des

composantes connexes de X (appendice II, théorème 1). De plus, pour
toute structure différentielle de Y, il existe une structure différentielle de X
et une seule faisant de u un difféomorphisme local.

Si u est surjective et si X est une variété topologique, il en est de même
de 7. De plus, pour toute structure différentielle de 7, il existe une structure
différentielle de 7 et une seule faisant de u un difféomorphisme local.
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Exemple 5.

Pour tout entier naturel n, on désigne par P" (R) l'ensemble des droites
issues de l'origine dans Rn+1 et par n la projection de R"+1\0 dans P" (R)
associant à tout point (x0, xn) la droite (x0: : xn) qu'il définit. Muni
de la topologie quotient, l'espace Pn (R) est compact et connexe.

Pour tout entier j compris entre 0 et n, on pose

Uj —{(xo:••• :xn)eP"(R)| Xj- ^ 0}
L'application </>7- de Uj dans RM définie par

A

Ar.\ - fx° XJ x"\
4*j Oo ^n) •>'"•> • • •

\XJ XJ XjJ

est une carte de P" (R). On vérifie aisément que ces cartes sont deux à deux

compatibles. Muni de la structure différentielle correspondante, l'ensemble
P" (R) s'appelle Yespace projectif réel de dimension n.

Soient X et Y deux variétés différentielles de dimension pure n et m
respectivement et soit u une application indéfiniment dérivable de X dans Y.

Pour tout point x de X, le rang à l'origine de l'application uM est

indépendant de la carte <fi centrée en x et de la carte ij/ centrée en u (x). On

l'appelle le rang de u au point x et on le désigne par rgx (u).
On dit que x est un point régulier (resp. un point critique) de u si rgx (u)

est égal à m (resp. strictement inférieur à m). On dit qu'un point y de Y est

une valeur régulière (resp. une valeur critique) de u si tous les points de

u~1 (y) sont réguliers (resp. s'il existe un point critique dans w-1 (y)).
Les deux théorèmes suivants sont des conséquences immédiates des

versions locales correspondantes (appendice I, théorèmes 1 et 4).

Théorème 1 (Fonctions réciproques). Supposons n égal à m. Si l'application

u est de rang n en un point x de X, elle induit un isomorphisme
d'un voisinage de x sur un voisinage de u (x).

Théorème 2 (Sard). Si X est dénombrable à l'infini, l'ensemble des

valeurs critiques de u n'a pas de point intérieur. Si y est une valeur régulière

de u, alors u~1 (y) est une sous-variété de dimension n~m dans X.

Remarque 1.

En fait, l'ensemble des valeurs critiques de u est de mesure nulle. C'est

une conséquence immédiate de la définition donnée au paragraphe 4 et du

théorème de Sard donné dans l'appendice I.
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Lemme 3. Soit X une variété différentielle et soient x et y des points
de X. Pour tout voisinage connexe V de {x, y}, il existe un difféomor-

phisme u de X sur elle-même tel que

u(x) y et u \x\y lx\v •

En particulier, si X est connexe, le groupe des difféomorphismes opère

transitivement sur X.

Il existe une famille (4>f)0de cartes de X vérifiant les conditions

suivantes :

(1) Pour tout entier j compris entre 0 et la carte cpj est centrée au

point Xp son domaine Uj est contenu dans V et l'ensemble (ßj (Uj) est un
cube de R".

(2) Le point x0 coïncide avec x, le point xk coïncide avec y et pour tout
entier j compris entre 0 et k — 1, le point xj+ x appartient à Uj.

Il existe alors un difféomorphisme Uj de X sur elle-même tel que

Uj(Xj) Xj+i uj\x\v ^x\v

(appendice I, lemme 4). Il suffit de poser

U —— Uk — i ' UQ

Soit X une variété différentielle et soit (Ut)ieI un recouvrement ouvert
de X. On appelle partition de l'unité subordonnée à (UXei toute famille
(°0iei fonctions indéfiniment dérivables à valeurs réelles positives sur X
vérifiant les conditions suivantes:

(1) Pour tout indice i9 le support de oq est contenu dans Uv

(2) La famille des supports des a, est localement finie.

(3) Pour tout point x de X, la somme des a, (x) (qui existe d'après (2))
est égale à 1.

Proposition 1. Pour tout recouvrement ouvert (UfeI de X, il existe
une partition de l'unité (ocXei subordonnée à (C/,)l6j x).

Il existe deux recouvrements ouverts (Vk)kgK et (WK)KeK localement
finis et plus fins que (C/,)I6/ tels que VK soit un domaine de carte relativement
compact dans X et WK un ensemble relativement compact dans VK ([1],
chap. IX, § 4, théorème 3).

x) C'est ici la première fois que nous utilisons l'hypothèse de paracompacité que
nous avons faite sur les variétés.



— 132 —

Désignons par ßK une fonction indéfiniment dérivable à valeurs réelles

positives sur X dont le support est contenu dans VK et égale à 1 sur WK

(appendice I, lemme 3).

Il suffit alors de poser

où t désigne une application de raffinement de K dans /.

Corollaire. Pour tout ensemble compact K de X et tout voisinage U
de K, il existe une fonction a de ^® (X, R) dont le support est contenu dans

U et égale à 1 sur K.

On dit qu'un atlas d'une variété différentielle est orienté si le jacobien
des changements de cartes est positif. Deux atlas orientés sont dits compatibles

si leur réunion est un atlas orienté. On vérifie aisément que cette
relation est une relation d'équivalence. Ses classes s'appellent les orientations
de X.

On dit qu'une variété différentielle est orientable si elle possède un
atlas orienté. On dit qu'une variété différentielle est orientée si elle est

orientable et munie d'une orientation.
Soit X une variété différentielle orientée. On appelle (abusivement)

atlas orienté de X tout atlas appartenant à l'orientation de X et carte
orientée de X toute carte appartenant à un atlas orienté de X.

Lemme 4. Toute variété différentielle X orientable, connexe de dimension

strictement positive possède exactement deux orientations.

Soient sé et & deux atlas orientés de X. Désignons par 0 une carte de

sé et par i\t une carte de Le signe du jacobien du changement de cartes

de (j) dans \j/ est indépendant de ces cartes. Comme c'est une fonction
localement constante, on voit que X possède au plus deux orientations.

D'autre part, l'ensemble des cartes de la forme — <j)l9 (j)2,..-,</>„) où <£

parcourt sé est un atlas orienté de X non compatible avec sé ce qui démontre

l'assertion.

Remarque 2.

Toute variété différentielle connexe de dimension 0 est réduite à un
point. Elle est évidemment orientable. Par convention, on dit qu'elle possède

deux orientations notées 1 et —1.



§ 2. Fibres vectoriels

Dans tout ce paragraphe, on désigne par k le corps des nombres réels ou

le corps des nombres complexes. Pour tout couple (/?, q) d'entiers naturels,

on désigne par M {p,q \ k) l'ensemble des matrices à p lignes et q colonnes

(à coefficients dans k), par M (jp; k) l'ensemble des matrices carrées d'ordre p
et par G(p; k) l'ensemble des matrices carrées inversibles d'ordre p.

Rappelons que l'ensemble G {p ; k) est ouvert dans l'espace vectoriel

M (p; k) et que le passage à l'inverse est un difféomorphisme.

Soit X une variété différentielle et soit n une application de but X.

On appelle carte réelle (resp. complexe) de n toute bijection $ de n
1 (U)

sur U x Rp (resp. U x (7), où U est un ensemble ouvert de X appelé

(abusivement) le domaine de #, vérifiant la relation

prx • <P n |n-i([7).

Pour tout point x de U, on désigne par <PX la bijection de la fibre nx de n

au point x sur Rp (resp. Cp) définie par

&x(y) (pr2m$)(y)-

Soient ^ et Y deux cartes réelles (resp. complexes) de n de domaines
respectifs U et V. On dit que <P et W sont compatibles si pour tout point x de

U n V la bijection Wx - 4>~1 est linéaire et si l'application g de U n V
dans M (p; R) (resp. M (p; C)) définie par

g(x) «V*;1
est indéfiniment dérivable. Cette application s'appelle la transition de <P

dans W.

On appelle atlas réel (resp. complexe) de % tout ensemble de cartes deux
à deux compatibles dont les domaines recouvrent X. On dit que deux atlas
sont compatibles si leur réunion est un atlas. On vérifie aisément que cette
relation est une relation d'équivalence. Ses classes s'appellent les structures
vectorielles réelles (resp. complexes) de n.

On appelle fibré vectoriel réel (resp. complexe) sur X toute application
de but X munie d'une structure vectorielle réelle (resp. complexe).

Soit 71 un fibré vectoriel (réel ou complexe) sur X.
On appelle (abusivement) atlas de n tout atlas appartenant à la structure

vectorielle de n et carte de n toute carte appartenant à un atlas de n.
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La fibre de n en un point x est naturellement munie d'une structure
d'espace vectoriel qui fait de $x un isomorphisms pour toute carte <P dont
le domaine contient x. La dimension de cet espace vectoriel s'appelle
(malheureusement) le rang de n au point x et se désigne par rgx (71). La fonction
rg (:n) est localement constante. On dit que n est de rang pur si elle est

constante.
On appelle fibré en droites tout fibré vectoriel de rang pur 1.

Désignons par t (71) la source de n. Pour toute carte </> de X et toute
carte # de % ayant même domaine, l'application pr2'<&) est une carte
de t (7c). On vérifie aisément que deux telles cartes sont compatibles et l'on
munit t (71) de la structure différentielle correspondante. L'application n
est indéfiniment dérivable, son rang est égal à la dimension de X (on prendra
garde de ne pas confondre le rang du fibré vectoriel n avec le rang de l'application

7l).

On appelle section de 71 toute application s de X dans t (tz) telle que

71 ' S — lx

Pour toute carte $ de domaine U, l'application s0 définie sur U par

s0(x)(5 (x))

s'appelle Yexpression de s dans Si F est une deuxième carte de domaine

F et si g désigne la transition de # dans lF, on a

s.P (x) g (x) (s0 (x))

pour tout point x de U n V.

Soit k un entier naturel (ou le symbole co). On dit que ^ est k-fois
continûment dérivable s'il en est ainsi de son expression dans toute carte de 71

(ou ce qui revient au même dans toute carte d'un atlas de 71 ou encore si

elle appartient à ^k (X, t (n)) On désigne par ^k (X, 71) l'ensemble de

ces sections.

Remarquons que l'ensemble 3F (X, 71) de toutes les sections de 71 est

naturellement muni d'une structure de 3F (X, k)-module et que ^/c (X, 71)

en est un sous-^fc (X, k)-module.
L'expression dans une carte # de domaine U induit une application

linéaire de <3k (X, n) dans ^ (U, k^) et l'on munit ^k (X, %) de la topologie
la moins fine rendant ces applications continues. C'est un espace localement

convexe et complet. C'est un espace de Fréchet si X est dénombrable à

l'infini.
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Pour tout ensemble compact K de X, l'ensemble n) ^es sections

dont le support*) est contenu dans K est un sous-espace fermé de k (X, n).

L'ensemble %k (X, n) des sections de <$k (X, ti) à support compact est un

espace localement convexe et complet pour la topologie vectorielle limite

inductive des espaces (X, n).

Lemme 1. On désigne par (UT)ieI un recouvrement ouvert de X et, pour
tout couple (z,/c) d'indices, par sKl une section de ^k (UtnUK, n). On

suppose que l'on a

^kX + SlK 0

en tout point de Ul n UK n Ux. Il existe alors pour tout indice i une section

st de k {Uv Ti) telle que l'on ait

$Kl SK

en tout point de Utn UK.

Désignons par (at)iei une partition de l'unité subordonnée à (UXei
(§ 1, proposition 1). La section tKl obtenue en prolongeant par 0 la section

aK sKl appartient à k (Uv n) et l'on pose

^ tKi •

Kel\{i}

On vérifie aisément que ces sections ont toutes les propriétés requises.

Soient n et p deux fibrés vectoriels (réels ou complexes) sur X et soit u

une application de t (n) dans t (p). On suppose que l'on a

p 'U =71

et que l'application ux de nx dans px induite par u est linéaire pour tout
point x de X.

Désignons par # et W des cartes de n et p à valeurs dans Ux kp et

U x kr respectivement. On appelle expression de u dans ($, W) l'application

u^# de U dans M (r,p; k) définie par

uV0(x) ¥x

On dit que l'application u est un morphisme si elle vérifie les conditions
ci-dessus et si son expression dans tout couple de cartes est indéfiniment
dérivable (ou ce qui revient au même si c'est une application indéfiniment
dérivable de t (n) dans t (p)). On désigne par ^°° (n, p) l'ensemble des

morphismes de n dans p. C'est de manière naturelle un ^°° (X, k)-module.

b On appelle support d'une section continue le plus petit ensemble fermé en dehors
duquel elle est nulle.
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Les fibrës vectoriels sur X et leurs morphismes s'organisent de manière
évidente en une catégorie.

Lemme 2. Pour qu 'un morphisme de n dans p soit un isomorphisme, il
faut et il suffit qu 'il soit bijectif.

La condition est évidemment nécessaire. Montrons qu'elle est
suffisante. Si u est bijective, on a

(u 1)çp«p(x) <ï>x • (11 1)x-Wxl (u*pq (x))
1

et par conséquent (w-1)^ est indéfiniment dérivable.

Exemple 1.

On appelle fibré vectoriel produit de rang p sur X et l'on désigne par
k| l'application pr± de Jxkp dans X munie de la structure vectorielle dont
un atlas est réduit à l'application identique de X x kp. On dit qu'un fibré
vectoriel tz sur X est trivial s'il est isomorphe à un fibré produit k|. Il revient
au même de dire qu'il existe p sections de ^°° (X, tz) qui engendrent la fibre
en tout point.

Exemple 2.

Soit n un fibré vectoriel sur X. Pour toute sous-variété Y de X, l'application

7i |Ä-i(y) est naturellement munie d'une structure vectorielle. Le
fibré vectoriel correspondant se désigne par n |y.

Exemple 3.

Soit 71 un fibré vectoriel sur X. On dit que la restriction p de tz à une
partie de t (tz) est un sous-fibré si elle vérifie la condition suivante :

(SF) Pour tout point x de X, il existe une carte # de n à valeurs dans

U x kp dont le domaine contient x et un entier naturel r au plus
égal à p tel que

#(p-1 (U)) U x (kr©0).

Les cartes de la forme (1 v x prt) • $ définissent une structure vectorielle sur

p que l'on dit induite par n. Nous munirons toujours un sous-fibré de la
structure vectorielle induite.

Notons que t (p) est une sous-variété fermée de t (tz) et que l'injection
canonique est un morphisme.

La relation

« 71OO TZ (y") et / — y
"

ez (p) »
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est une relation d'équivalence sur x (ri). On désigne par a l'application
déduite de n par passage au quotient. On vérifie aisément que les applications

de la forme
(1 uXpr2) ' $ : ti"1 (U) -» U xkrr

où 0 vérifie (SF) induisent par passage au quotient des cartes de a deux à

deux compatibles. Munie de la structure vectorielle correspondante, l'application

a s'appelle le fibré quotient de % par p. Notons que la projection
canonique de t (ri) dans t (g) est un morphisme.

Soient n et p deux fibrés vectoriels sur X.
On désigne par $ et (resp. W et W) des cartes de n (resp. p) de

domaines respectifs U et U' et par g (resp. h) la transition de $ dans <P' (resp.
de W dans W).

Nous allons munir la projection canonique de JJ nx © px dans X
xeX

d'une structure vectorielle. On définit des cartes A et A! de domaines
respectifs U et U' en posant

A(x,y) (x,(<PX© Wx) (y)) et (x,y) (x, © (y)).

La transition de A dans Ä est donnée par la formule

/(%) g (x) © h (x)

Ces cartes sont donc compatibles. Le fibré vectoriel correspondant s'appelle
la somme directe de n et p et se désigne par n © p.

En particulier, pour tout entier naturel q9 on désigne par nq le fibré
vectoriel somme directe de q exemplaires de %.

Nous allons munir la projection canonique de ]j[ nx ® px dans X
xeX

d'une structure vectorielle. On définit des cartes A et A! de domaines
respectifs U et U' en posant

A (x, y)(x,($x® Wx) y))et A' ® (y)).
La transition de A dans A' est donnée par la formule

f(x) g (x) ® h (x)

Ces cartes sont donc compatibles. Le fibré vectoriel correspondant s'appelle
le produit tensoriel de n et p et se désigne par n ® p.

Supposons n de rang p. Pour tout entier compris entre 1 et p, on
désigne par e(- le/® vecteur de base dans kp et par (resp. t]) la section de n
sur U (resp. U') définie par
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tj(x) 4>x
1

(ef) (resp. tj(x) 1 (e,)).

Pour tout point x de U n U\ on a

tj (x) Z 9kj(x)t'k(x)

où les désignent les coefficients de la matrice g. D'autre part, la restriction

à U (resp. U') de toute section s de % ® p s'écrit d'une manière et
d'une seule

s I

V Z tj ® Uj (resp s | v. Z
1 1 ^j^P

où les Uj (resp. u]) sont des sections de p sur U (resp. U'). Un calcul
élémentaire montre que ces sections sont liées par les relations

uj — Yj 9jkUk -

i^k^p
Désignons par a un troisième fibré vectoriel sur X et par ô un mor-

phisme de n (x) p dans a. Pour toute section u de n et toute section v de py

on définit une section ö (w, v) de o en posant

ô (u, v) (.x) ô (u (x) ® v (x))

On définit ainsi une application bilinéaire de 3F (X, n) x SF (X, p) dans

3F (X, g). De plus, on vérifie aisément que si u est une section de ^k (X, n)
et v une section de ^k (X, p), alors 3 (iu, v) est une section de (X, a).

On dit que 3 est une dualité si pour tout point x de X, l'application
bilinéaire de nx x px dans ax déduite de 3X induit des isomorphismes de

nx sur Horn (px, <jx) et de px sur Horn (tix, gx).

Nous allons munir la projection canonique de 71 * 1) dans X d'une
xeX

structure vectorielle. On définit des cartes A et Ä de domaines respectifs U
et U' en posant

A(x,y) (x,y • Q'1) et (x, y •

La transition de A dans A! est donnée par la formule

fix) 'g i
Ces cartes sont donc compatibles. Le fibré vectoriel correspondant s'appelle
le dual de n et se désigne par ti*.

On construit de la même manière des fibrés vectoriels Aqn et An.

x) Pour tout espace vectoriel E sur k, on désigne par E* l'espace dual de E, i.e.
l'espace des applications linéaires de E dans k.



— 139 —

Soit E un espace vectoriel de dimension p sur k. On appelle forme
hermitienne sur E toute application a de E x E dans k vérifiant les conditions

suivantes:

(1) Pour tout vecteur t de E, l'application partielle a t) est k-linéaire.

(2) Pour tout couple (t', t") de vecteurs de E, on a

a (tt") a (tt').
Si k est égal à R, une forme hermitienne est donc une forme bilinéaire
symétrique. On désigne par Herrn {E) l'espace vectoriel (réel) des formes hermi-

p(p +1) 2tiennes sur E. Sa dimension est égale à —— si k est égal à R, à p si k

est égal à C. Les formes hermitiennes sur kp s'identifient de manière naturelle

à des matrices de M (p; k).
On dit qu'une forme hermitienne est positive (resp. positive non dégénérée)

si le nombre réel oc (t, t) est positif (resp. strictement positif) pour tout
vecteur t non nul.

Reprenons le cours de notre histoire. Nous allons munir la projection
canonique de ]J Herrn (nx) dans X d'une structure vectorielle. On définit

xeX
deux cartes A et A' de domaines respectifs U et U' en posant

A (x, oc) (x, oc - ((P"1 x #~1)) et A'(x,oc) (x, a • (^_1 x ^_1)).
La transition de A dans Ä est donnée par le produit de matrices

/(*) agÇx)"1

pour tout point v de U n U' et toute forme hermitienne a sur kL En
particulier, ces cartes sont compatibles. Le fibré vectoriel réel correspondant se

désigne par Herrn (n).
On appelle métrique hermitienne sur n toute section de ^°° (X, Herrn (71))

qui induit une forme hermitienne positive non dégénérée sur toutes les fibres.
Désignons par a une métrique hermitienne sur n.
Pour toute section s de n, on définit une fonction \s\k valeurs réelles positives

sur X en posant
I 5 I (x) (a (x) (s (x), s (x)))1.

On définit aussi une application u de t (71) dans t (71*) en posant

u(x,y) (x,oc( ,y)).
On vérifie aisément que u est un isomorphisme de fibrés vectoriels réels qui
permet d'identifier n à son dual 71*.
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Lemme 3. Toutfibré vectoriel n sur X possède une métrique hermitienne.
L'assertion est évidente si n est trivial. Sinon, on désigne par (Ut)iei

un recouvrement ouvert de X formé de domaines de cartes de n et par
i^Xei une partition de l'unité subordonnée à ce recouvrement. Pour tout
indice i, il existe une métrique hermitienne oct sur n \ Vl et l'on pose

« E
isl

On vérifie aisément que a est une métrique hermitienne sur n.

Désignons par X une variété différentielle, par p un entier naturel et par
(UXsi un recouvrement ouvert de X. On appelle cocycle réel (resp.

complexé) de rang p subordonné à °U toute famille (#*.,)( ljK)e/xj> où gKl
est une application indéfiniment dérivable de Ul n UK dans G (p; R) (resp.
G (p ; C)) vérifiant la relation

9xi 9xk 9Ki

en tout point de Uln UK c\ UÀ.

On dit que deux tels cocycles (gKl) et (hKl) sont cobordants s'il existe

une famille (/,), où fx est une application indéfiniment dérivable de Ul dans

G (p; k) vérifiant la relation

f k hKift g lK

en tout point de Ul n UK.

Cette relation est une relation d'équivalence sur l'ensemble des cocycles

de rang p subordonnés à °U. L'ensemble quotient se désigne par
Pic {ß, G (/?; k)).

Soit y (Vk)Kek un second recouvrement ouvert de X plus fin que °ll et

soit r une application de raffinement de K dans I. Pour tout cocycle

g ~ (gKl) de rang p subordonné à °ll, on définit un cocycle t* (g) de rang p
subordonné à iX en posant

^ (.9)ki 9x(k)t(ï) I

VxnVK •

L'application t* est compatible avec la relation de cobordance. De plus,
si T est une autre application de raffinement, on a

9x'(k)t(k) 9x'{k)x'{ i) 9x'{ i)r( i) 9x( i)t(k) •

Ceci montre que l'application de Pic G {p ; k)) dans Pic (ir9 G (p ; k))
déduite de t* par passage aux quotients est indépendante de t. On la désigne

par o (f, %).
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Si 1Y est un recouvrement ouvert de X plus fin que Y, on a

a or, r)-o(Y,m) G(IY,Y).

En particulier, si Y, et Y sont équivalents (i.e. si chacun d'eux est plus fin

que l'autre), les applications o (fil, Y) et a (Y, Y) sont des bijections

réciproques l'une de l'autre.
On fixe une fois pour toutes un système cofinal de recouvrements ouverts

de X et l'on désigne par Pic (X, G (p; k)) la limite inductive des ensembles

Pic {fil, G (p ; k)) et des applications a (Y, Y) lorsque % et Y parcourent ce

système. Les éléments de Pic(X, G(p; k)) s'appellent les fibrés principaux
de groupe structural G (p; k) sur X.

Soit n (resp. p) un fibré vectoriel de rang pur p (resp. r) sur X et soit

($i)iei (resp. (WXei) un a^as de 71 (resp. p). On suppose que et Wx ont
même domaine Ul et l'on désigne par gKl (resp. hKl) la transition de <PX

dans <PK (resp. de Wx dans Wf). L'expression dans (<PX, d'un morphisme u
de n dans p est une application indéfiniment dérivable ux de Ul dans

M(r,p\ k) et l'on a

«K hKlut

En particulier, on voit que tz et p sont isomorphes si et seulement si les

cocycles (gKX) et (hKl) sont cobordants. On en déduit que l'image ô (tz) de

(gKl) dans Pic {X, G (p; k)) ne dépend que de tz (et non de l'atlas (&j). On
l'appelle le fibré principal associé à tz.

Nous allons montrer que tout fibré principal de groupe structural
G (p; k) sur X est associé à un fibré vectoriel de rang pur p.

Soit (UXei un recouvrement ouvert de X et soit (gKl) un cocycle de

rang p subordonné à ce recouvrement. Pour tout couple d'indices (i, k),
on définit une bijection <PKl de (U^Uf) x kp sur lui-même en posant

#k,CM) (x,

En tout point de Ux n UK n Ux, on a

$K,

Désignons par 7 l'ensemble obtenu par recollement des x kp au moyen
des applications <PKl et par nl'application de Y dans X obtenue par
recollement des premières projections. Pour tout indice l'application canonique

de £/, x kp dans n
1

(17,) est une bijection et la bijection réciproque
est une carte de n. La transition de <1\ dans <PK n'est autre que gKl ce qui

démontre l'assertion.

L'Enseignement mathém., t. XXI, fasc. 2-3-4. 10



— 142 —

Scholie. Les classes d'isomorphie de fibrés vectoriels réels (resp.
complexes) de rang pur p sur X sont en correspondance biunivoque avec les

fibrés principaux de groupe structural G(p; R) (resp. G (p ; C)) sur X.

Le groupe G (1 ; k) étant commutatif, on vérifie aisément que la
multiplication point par point des applications induit une structure de groupe
commutatif sur Pic (X, G (1 ; k)). Si n et p sont des fibrés en droites sur X,
on a

ô(n(g)p) ô(n) ö (p) et ô (71*) ô (tl)~ 1

Soit £ un fibré principal de groupe structural C* sur X et soit (gKun
cocycle de rang 1 représentant £ et subordonné à un recouvrement (UXei-
Il est clair que la classe de (gKl) dans Pic (X, C*) ne dépend que de £. On la

désigne par

Lemme 4. Le fibré principal £ est l 'inverse du fibré principal Ç.

Conservons les notations précédentes. Pour tout couple (1, k) d'indices,

on désigne par fKl le logarithme de la fonction | gKl |2. Il existe pour tout
indice 1 une fonction ft de ^°° (Uv R) telle que

Îkx fi -L
sur Ul n UK (lemme 1) et l'on pose

9i exP (fi) •

On a alors la relation

9i ~ \9KI I 9K 9in 9K9ki

ce qui démontre l'assertion.

Soit X une variété différentielle de dimension pure n et soit n un fibré
vectoriel de rang pur p sur X.

Désignons par <P et W deux cartes de n ayant pour domaine le même

voisinage U d'un point x de X et par g la transition de # dans Y. Pour

toute section ^ de (X, n), on a

% 9 ' s0 •

On dit que s est transverse (à la section nulle) au point x si s (x) est non nul

ou si s0 est de rang p au point x. En vertu de ce qui précède, cette condition
est indépendante de #. On dit que s est transverse (à la section nulle) si elle

est transverse en tout point de X.
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Lemme 5. Les sections transverses de % forment une partie dense de

^°° (X, 7l).

Supposons Xconnexe; l'espace ^°° (X, n) est alors un espace de Fréchet.

Pour toute partie compacte K de X, on désigne par WK l'ensemble des

sections de ^°° (X, 71) qui sont transverses en tout point de K'. En vertu du

théorème de Baire ([1], chap. IX, § 5, n° 3, théorème 1), il suffit de montrer

que WK est ouvert et dense dans ^°° (X, n). Pour ce faire, on peut supposer

que X est un ensemble ouvert de Rn et que % est le fibré produit R|. Les

sections de n s'identifient alors aux fonctions à valeurs dans Rp et les

sections transverses aux fonctions ayant l'origine pour valeur régulière.
Soit / une fonction de ^°° (X, Rp). Posons

9(x) \f(x) I + y I (/) (x) I

j
où les Aj(f désignent le déterminant des mineurs d'ordre p extraits de la
matrice jacobienne de /. Pour que l'origine soit une valeur régulière de fil faut et il suffit que g ne s'annule pas sur X. On en déduit aisément que
WK est ouvert. D'autre part, le théorème de Sard (appendice I, théorème 4)
montre qu'en ajoutant à / un vecteur convenable, l'origine devient une
valeur régulière, d'où l'assertion.

Remarque L
Si p est strictement supérieur à n, la même démonstration montre que le

fibré % possède une section indéfiniment dérivable partout non nulle.

Lemme 6. Soient x0 et x1 deux points de X et soit s une section de
#°° (X, n). On suppose que x0 est l'unique zéro de s dans un voisinage
connexe V de { x0, xt }. Il existe alors une section t de ^°° (X, n) qui
coïncide avec s sur X\V et dont x± est l'unique zéro dans V. Si de plus
s est transverse, on peut choisir t transverse.

On se ramène aisément au cas où x0 et xt sont contenus dans un
ensemble ouvert connexe U lui-même relativement compact dans le domaine
d'une carte <P de n contenu dans V. Il existe un difféomorphisme u de X
tel que

u(x1) x0 u 1 x\v
(§ 1, lemme 3). On vérifie aisément que la section t définie par

t(x) s(x) si xeX\U
t (x) («ê;1 • $u(x)) (s (u (x))) si xeU

a toutes les propriétés requises.
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Théorème 1. Soit X une variété différentielle de dimension pure n et
soit n un fibré vectoriel de rang pur n sur X. On suppose que X est

ouverte 1). Il existe alors une section s de ^°° (X, n) partout non nulle.
On suppose X connexe et l'on désigne par (Kj)jeN une suite exhaustive

de parties compactes de X telles que X\Kj n'ait aucune composante connexe
relativement compacte dans X (appendice II, lemme 6). On va construire

par récurrence sur j une section transverse Sj de n qui coïncide avec Sj
sur Kj_ 1 et qui ne s'annule pas sur Kj. Ceci établira l'assertion. On suppose
que K0 est vide et l'on prend pour s0 une section transverse quelconque de n

(il en existe en vertu du lemme 5). Supposons Sj construite; on désigne par A
l'ensemble de ses zéros (c'est un ensemble fermé et discret puisqu'elle est

transverse et puisque le rang de n est égal à la dimension de X) et par
{xl9..., xp} l'intersection de A et de Kj+1. Il existe un ensemble de points
{yl9 deux à deux distincts dans X\(Kj+1kjA) tel que xk et yk se

trouvent dans la même composante connexe de X\Kj.
Désignons par V1 un voisinage connexe de {x1,yi} dans X\Kj tel

que xx soit le seul zéro de sj dans V1. Il existe une section transverse t1 de n

qui coïncide avec Sj sur X\V1 et dont le seul zéro dans V1 soit yt (lemme 6).

On construit de la même manière et par récurrence sur k un voisinage
connexe Vk de { xk, yk } dans X\Kj tel que xk soit le seul zéro de tk_1
dans Vk et une section transverse tk de n qui coïncide avec tk_1 sur X\Vk
et dont le seul zéro dans Vk soit yk. Il suffit alors de prendre pour sj+1 la
section tp.

Corollaire. Tout fibré vectoriel complexe de rang 1 sur une surface

différentielle ouverte est trivial.

Remarque 2.

Tout fibré vectoriel complexe n sur une surface différentielle ouverte est

trivial: la démonstration se fait par récurrence sur le rang de n. Elle est

laissée en exercice au lecteur (voir chap. Y, § 4, théorème 6).

§ 3. Calcul différentiel

Dans tout ce paragraphe, on désigne par X une variété différentielle de

dimension pure n.

b On dit qu'une variété est ouverte si aucune de ses composantes connexes n'est
compacte.
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Pour tout point x de X, l'algèbre A kx des germes en x de fonctions &-fois

continûment dérivables à valeurs réelles possède un unique idéal maximal

m (Akx), à savoir l'idéal des germes de fonctions qui s'annulent au point x.
Soient <f> et \J/ deux cartes de X dont les domaines contiennent x. On

désigne par y le changement de cartes de <fi dans xj/. Pour toute fonction f
continûment dérivable au voisinage de x, on a

£>/<#> (0 00) Df* 00) ' Dy (<t> 00) •

En particulier, la condition

Df,f, (<p <X)) 0

ne dépend que du germe de / au point x (et non de la carte 0).
Supposons k strictement positif. On dit qu'un germe de m ÇA*) est

stationnaire s'il vérifie cette condition. L'ensemble des germes stationnaires
est un idéal a (Ak) de Ak et on a les inclusions

m2 (A*) c a (A*) <= m (A*).

Pour toute carte (j) de X dont le domaine contient x, on désigne par
zxj) l'application linéaire de Ax dans (Rn)* définie par

Sx,4 (/) Vf4 (</> W) •

Lemme 1. Par restriction et passage au quotient, / 'application sx $ induit
un isomorphisme de m(Ax)/a(Ax) sur (Rn)*.

L'application induite est injective par définition même de a (.Akx). D'autre
part, pour toute forme linéaire a sur Rn, le germe en x de la fonction

a - (j) — (a • (j)) (x)

a pour image a ce qui démontre l'assertion.

On appelle espace cotangent à X au point x et l'on désigne par Ql
l'espace vectoriel m {Ax)ja (Al). Il résulte du lemme 1 que Ql est de dimension

n et que l'injection canonique de Al dans Al induit un isomorphisme
de m (Akx)/a (Akx) sur Ql pour tout entier k strictement positif.

Lemme 2. Il existe des germes uu un de m (A) tels que tout germefde a (Al) s'écrive

f E fj«j
avec /idans m (A*_1).
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En particulier, on a

a {AT) m2 (A)-
La question étant locale, on peut supposer que X est un ensemble ouvert

convexe de RM. Pour toute fonction/de %>k (X, R) et tout point y de X, on a

/(>•) -/(*) S yj-xj)
1

où l'on a posé

/; 0) J ~(ty+ (1 - 0 x) dt.

On en déduit aisément l'assertion.

On appelle différentielle d'un germe f de Al et l'on désigne par df la
classe dans Ql du germe / — f(x).

Lemme 3. L'application d de Al dans Ql est linéaire et l'on a

d(fg) g(*)df +f(x)dg

pour tout couple (/, g) d'éléments de Al.
La première assertion est évidente. La seconde résulte de la formule

fg -f(x)g(x) 0 (*)(/-/(*)) +/C*)(0-0(*))
+ (f -f(x))(g-g(x)).

Soit 4> une carte de domaine U dans X. On désigne par eu en la base

canonique de R" et par <p1,..., 4>n les fonctions coordonnées de <j>.

df df
Pour toute fonction/de # (X, R), on définit des fonctions

d(p i d(j)n

de c^k~1 (U, R) en posant

-fr (*"> (A) (Ê;) ff {4> 00) •

dq>j 0Xj

Remarquons que si X est un ensemble ouvert de R" et si </> est l'injection
df

canonique de X dans Rn, la fonction —— coïncide avec la dérivée partielle
d(pj

df
usuelle —Le lemme suivant est une conséquence immédiate de la règle de

dxj
dérivation des fonctions composées.
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Lemme 4. Soient <j> et\j/deuxcartes de X et soit une fonction de

V1 (X, R). On a

df y _5/
d(j)j S^kÔ^j'

Lemme 5. Pour toute carte cj> de X et pour tout point x du domaine

de (p, les différentielles des germes <£lx,<p>nx forment une base de Qlx.

Pour tout germe f de Ax, on a

df£ ffW d^j-x
l^j^n 0<Pj

C'est une conséquence immédiate des définitions et du lemme 1.

Soit 7i la projection canonique de JJ 0^ dans X et soient 0 et 0 des
xeX

cartes de domaines respectifs U et V dans X. Le lemme 1 montre que les

applications

0:7t"1 (ET) -> U x (R")* et 0:;r_1(F) -> V x (R'1)*

définies par

<t>(x,y) (x, (3;)) et i (x, (x, $ (y))

sont des cartes de n. Ces cartes sont compatibles, la transition est donnée

par la formule Q(x) 'Dy(x))-1

où y désigne le changement de cartes de 0 dans 0.
Le fibré vectoriel réel de rang n ainsi défini s'appelle le fibré cotangent

à X et se désigne par Q1 (ou Q1 (X) s'il y a risque de confusion).
Pour tout entier r, on désigne par Qr le fibré vectoriel Ar Q1 et par Q le

fibré vectoriel AQ1.

On appelle forme différentielle toute section de Q. La structure des fibres
munit l'ensemble F (X, Q) de toutes les formes différentielles d'une structure

de 3F (X, R)-algèbre graduée. Notons que #k (X, O) en est une sous-

(X, R)-algèbre.
On dit qu'une forme différentielle est homogène de degré r si elle prend

ses valeurs dans Qr.

On appelle différentielle d'une fonction f de ^ (X, R) et l'on désigne

par df la forme différentielle homogène de degré 1 définie par

df(x) d(fx).
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Avec les notations précédentes, on a

-Off* X
l^j^n VVj

En particulier, si/appartient à (Z, R), alors dfappartient à ^k~1 (Z, ß1).
Il résulte du lemme 5 que la restriction à U de toute forme différentielle

s homogène de degré r s'écrit d'une manière et d'une seule

s I u Y uJ
JeSr(n)

où Sr (n) désigne l'ensemble des suites strictement croissantes de r entiers

compris entre 1 et n et où l'on a posé

d(j)j d(j)jx A A d(j)jr J 0*1? -* • j r) '

Le lemme suivant est une conséquence immédiate de ces définitions et

de ce qui précède (§ 1, proposition 1, corollaire).

Lemme 6. Pour tout point x de X, il existe un voisinage V de x et des

fonctions vu vn de ^ (X, R) vérifiant la condition suivante: pour
toute forme différentielle s de ^k (X, Qr), il existe des fonctions Sj de

y>k (Z, R) telles que
s I v — Y SJ dyj I v -

JeSr(n)

Théorème 1. Il existe une application Pi-linéaire et une seule d de

y?1 (X, Q) dans (Z, Q) vérifiant les conditions suivantes :

(1) La restriction de d à (Z, R) coïncide avec la différentielle des

fonctions.

(2) Pour toute fonction f de (Z, R), on a

d (df) 0.

(3) Pour tout couple (u,v) d'éléments de <^1 (Z, Q), avec u homogène

de degré r, on a
d (u a v) du a v + — l)r u a dv

De plus, / 'opérateur d vérifie les conditions suivantes :

(4) Pour toute forme différentielle u de (Z, Q), le support de du

est contenu dans le support de u.

(5) Pour toute forme différentielle u de (Z, Q), on a

d (du) 0
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(6) Pour toute forme différentielle u de k (X, Qr), la forme du

appartient à cßk~1 (X, Qr+1).

Montrons tout d'abord que si d vérifie (1), (2) et (3), il vérifie aussi (4),

(5) et (6).
Soit u une forme différentielle de (ßl (X, Q) nulle sur un ensemble ouvert

F de X. Pour tout point x de V, il existe une fonction a de #®(X,R) égale

à 1 au voisinage de x. On a d'après (1) et (3),

0 d (au) doc a u + ccdu

et puisque le germe de a — 1 au point x est stationnaire, on en déduit que
du (x) est nul.

Pour démontrer (5), on peut supposer u de la forme

u — f dv1 a a dvr

où / est une fonction de (X, R) et vu vr des fonctions de ^°° (X, R)

(lemme 6). Par récurrence sur r, on déduit alors de (1), (2) et (3) que l'on a

du df a dv1 a a dvr

(ce qui en passant démontre (6) et l'unicité de d). De même,

d (du) 0

Il reste à montrer l'existence de d. Par localisation et unicité, on peut

supposer que X est un ensemble ouvert de R". Pour toute forme
différentielle

u£ Ujdxj,
JsSr(n)

où les fonctions Uj appartiennent à Cß1 (X, R) et pour tout entier j compris
entre 1 et n, on pose

du duj du
-— > dxr et du dx; a —
ÔXj JeSr(n) dXj l^j^n ^Xj

Si u est de degré 0, cette définition coïncide avec celle de la différentielle
d'une fonction. Si de plus u appartient à (X, R), on a

d2u
d (du) dxj a dxk

±^j,k^n ÔXjdxk

d2u d2u
dxj a dxk 0

1 ^j<k^n \dXjdxk dxhdx
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Montrons enfin la condition (3). On peut supposer u et v de la forme

u fdxj et v g dxK

où J appartient à Sr (;n) et K à Ss (n). On a alors

d (u a v) £ dxj a dxj a dxK
1 dxj

X! ^— G dxj a dxj a dxK + — l)r Yj f — dxj a dxj a dxK
l^j^n OXj l^j^n dXj

ce qui achève la démonstration du théorème.

On appelle différentielle d'une forme u de ^ (X, Q) la forme
différentielle du définie dans le théorème 1. On dit qu'une forme différentielle
est fermée (resp. exacte) si elle appartient au noyau (resp. à l'image) de d.

Soit h une application indéfiniment dérivable de X dans une variété
différentielle Y de dimension pure m.

Pour tout point x de X, la composition des applications induit un
homomorphisme

hx : ^h(x) Ax

qui envoie l'idéal maximal (resp. l'idéal des germes stationnaires) de A^x)
dans l'idéal correspondant de Ax. Par restriction et passage aux quotients,
on en déduit une application linéaire de Q\(x)(Y) dans ül(X) que l'on
appelle Vapplication cotangente à h au point x. Par passage à l'algèbre
extérieure, cette application définit un homomorphisme de Qh(x) Y) dans

Qx(X) que l'on désigne encore par h*.
Pour toute forme différentielle u sur Y, on définit une forme différentielle

h* (u) sur X appelée Yimage réciproque de u par h en posant

h*(u)(x) h{u (h (x)))

Cette application induit un homomorphisme de SF (7, Q) dans 3F (X, ß).
Désignons par (j) une carte de domaine U dans X et par ij/ une carte de

domaine V contenant h (U) dans Y. On a par définition

^ 3 0Isj'h)h*(#,.)d-h)x -d<t>k
l^k^n C(Pk

pour tout entier j compris entre 1 et m. Si u est homogène de degré r, on a

U|y £ Ujh Jr dlj/n A A #;r
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et par conséquent

h*(u)\v £ (iij1 Jr h) (ij/h a a à (i

En particulier, si u appartient à Y, Q), alors A* (u) appartient à %fk (X, Q)

et si k est strictement positif, on a

h* (du) dh* (u)

Proposition 1 (Lemme de Poincaré). Désignons par X un voisinage

convexe de l'origine dans Rn. Il existe une application linéaire k de

^ (X, Ü) dans lui-même telle que

d ' k -p k ' d — 1 — s

où s désigne la forme linéaire sur ^°° (X, Q) qui associe à toute forme
différentielle la valeur à l'origine de sa partie homogène de degré 0.

On désigne par I l'intervalle ouvert ]0, 1[ et par h l'application de

I x X dans X définie par
h (t, x) tx

Pour toute forme différentielle

VX VJdxJ
JeSr(n)

sur I x X indépendante de dt, on pose

ôv ôv
dxv 2_, dxj a —— dv — dt a —

1 d=zj^=n j
et

ftvdtX UoVjdt)
JêS^(h)

Pour toute forme différentielle

u Y,
JeSr(n)

sur X, l'image réciproque h* (u) s'écrit d'une manière et d'une seule

Ä* (u) — ux + dt a u2

où les formes différentielles u± et u2 sont indépendantes de dt. Notons que
les coefficients aj de ut sont donnés par la formule

aj(t9x) truj(tx)
On pose alors

k(u) \qU2 dt.



L'image réciproque de la différentielle de u est donnée par la formule

/du1
h* (du) dh* (u) dxu1 + dt A( ~dxu2

et par conséquent

(k - d) (u)
1

ôu1

n dt
dt — (dxu2) dt

On conclut en remarquant que l'on a

\o(dxu2)dt d(^u2dt) (d-k)(u)
et

r1 du1

J 0
~dt

r1 du1

J 0
~dt

dt u

dt u — u (0)

si r =£ 0

si r — 0

Il résulte du lemme de Poincaré que la suite d'espaces vectoriels et

d'applications linéaires

0 ->R-W°°(X,R) <T° (*, Q1) ^<g°°(X,Q,n) ->0

où i désigne l'injection canonique de R dans les fonctions constantes, est

exacte pour tout ensemble ouvert convexe (non vide) de R".

Soit Xun ensemble ouvert de R". Toute forme différentielle u de (X, Q)
s'écrit d'une manière et d'une seule

u X u J dxj
j

où J parcourt l'ensemble de toutes les suites strictement croissantes d'entiers

compris entre 1 et n. On pose

i(u) \xui,„dti dtn

Proposition 2 (Lemme de Poincaré). Désignons par X un cube ouvert
de R". Il existe une forme différentielle œ de (X, Qn) et une application
linéaire k de (X, Q) dans lui-même telles que

i (œ) 1 et d-k + k'd l— œi.

Pour tout entierj compris entre 0 et n, on désigne par Aj l'ensemble des

formes différentielles de ^°° (X, Q) indépendantes de dxl9 dxj. Notons

que l'on a

A0=^(X,Q) et An V?(X, R).
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On désigne par dj l'application de Aj dans lui-même définie par

du
djU — ^ dXfc A •

j+l^k^n VXh

Ô

Notons que dn est identiquement nulle et que l'opérateur —-1 commute

avec dj pour k compris entre 1 et n.

Désignons par / le côté de X. On définit une application ij de Aj dans
C00 (IJ\ R) en posant

ij(u)(xu ...,Xj) l1n-jUj+i,...,n{x1, ...dt„

où Uj+1)>n désigne le coefficient de la partie homogène de degré n—j
ô

dans u. Notons que in est l'application identique et que l'opérateur —
<•**

commute avec ij pour k compris entre 1 et j.
La formule fondamentale du calcul différentiel et intégral montre que

l'on a

ijidjU) X — d0

jtl-j ÖXk

Choisissons une fonction a de (/, R) telle que

Jja (t)dt 1

et posons
...,xn)/\

j + l^k^n
Notons que œn est la fonction constante 1 et que iQ (co0) est égal à 1.

Par récurrence descendante sur y, nous allons construire une appli-
ß

cation linéaire kj de Aj dans lui-même qui commute avec l'opérateur —-
fix*

pour k compris entre 1 et j et telle que

dj kj + kj dj 1 -
On prend pour kn l'application identique de An. Supposons j inférieur ou
égal à n et kj construit. Toute forme différentielle de Aj_ ^ s'écrit d'une
manière et d'une seule

u — U1 + dXj A u2

avec u1 et u2 dans Aj. Notons que l'on a

dj-i(u) djUj+ dxj a f~ - dju2
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On pose alors

l(u)(x1,
Çxj

ij(«2)Ol,• • •, *7-1, 0 - 1(")(0) df.
J — 00

Il est clair que / est une application linéaire de dans fé"30 (X, R) qui
a

commute avec l'opérateur — pour k compris entre 1 et y -1. De plus, on a
ôxk

ô
N— {l(u))(xl9 ...9xn) ij(ü2)(xl9...9xj) - ij^1(u)(xl9 cc(xj)

l(dj-1u)(xl9...,xn) ij (uf) (x1? Xy).

On pose finalement

kj-i(u) kj(u 1) — dxj a kj(u2) + l(u)cOj

et l'on vérifie aisément l'assertion.

Il résulte du lemme de Poincaré que la suite d'espaces vectoriels et

d'applications linéaires

0 -> <6 (X, R) X (X, Q *) X (X, Qn) -U R -> 0

est exacte pour tout cube ouvert de Rw.

Remarque 1.

Toutes les constructions et les résultats de ce paragraphe demeurent
valables si l'on utilise les germes de fonctions à valeurs complexes. On
obtient alors le fibré cotangent complexe à X désigné par Qq. Pour tout
point x de X et toute carte </> dont le domaine contient x9 l'application sX(f>

identifie Qqx à HomR (Rn, C) (lemme 1). On désigne de même par
et Qc les fibrés vectoriels ArQc et AQq. Notons que l'on a des isomor-
phismes canoniques

Qç — Qr ® Cx et Qc Q ® Cx

§ 4. Calcul intégral

Lemme 1. Pour qu 'une variété différentielle X de dimension pure n soit
orientable, il faut et il suffit que le fibré Qn soit trivial.

Désignons par (<fiXei un atlas orienté de X et par (ocXei une partition
de l'unité subordonnée au recouvrement (Ut)iei formé des domaines de
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cartes de cet atlas. On définit une forme différentielle m de (X, û") en

posant
w X a a d(j)hn.

le!
Pour tout indice k, on a

" I
UK(Z at3iK)d<f>K, 1 A A

tel

où glK désigne le jacobien du changement de cartes de <j)K dans (j)r Ceci

montre que u ne s'annule jamais et par conséquent la condition est nécessaire.

Réciproquement, soit u une forme différentielle partout non nulle de

^°° (X, Qn). Pour toute carte </> de domaine U dans X, il existe une fonction

g partout non nulle dans ^ (Î/,R) telle que

u ] u —'• g d(j)^ a a d(J)n.

Quitte à remplacer cj)1 par on peut supposer que g est strictement

positive. Un atlas formé de telles cartes est évidemment orienté.

Sauf mention explicite du contraire, toutes les variétés différentielles
considérées dans ce paragraphe sont orientées.

Soit X une variété différentielle (orientée) de dimension pure n.

On dit qu'une forme différentielle u homogène de degré n est positive si

pour toute carte orientée 4> de domaine U dans X, l'unique fonction g
définie sur U par

u | u g d(j)1 a a d(j)n

est à valeurs réelles positives.
Désignons par u une forme différentielle de °c (X, Q£), par </> et \)/ des

cartes orientées de domaines respectifs U et V dans X. On suppose que le

support de u est contenu dans U n V. On peut écrire

u I u fd(j>i a a d(j)n et u | y g d\l/1 a a d\j/n

où/et g sont des fonctions continues à valeurs complexes. On a les formules

A=jac(r)^ et

où y désigne le changement de cartes de <fi dans ij/.

Puisque le jacobien de y est positif, la formule du changement de variables
dans les intégrales multiples montre que l'on a

g * dg (gt-y *) I jac (y) | g#Jk Jr" JR" J r' / 4, du
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en désignant par fi la mesure de Lebesgue dans Rn. On pose alors

u /s du.

Ce nombre est indépendant de la carte orientée <j> dont le domaine contient
le support de u.

Dans le cas général où le support de u n'est contenu dans aucun domaine
de carte, on désigne par (UXei (resp. (VK)KeK) un recouvrement de X par
de tels domaines et par (a,)ieI (resp. (ßK)KeK) une partition de l'unité
subordonnée à ce recouvrement. La famille (ocfK) est une partition de l'unité
subordonnée à et l'on a

z «,m £
ï (i,K)eI x K J

£ ßKu
X kgK J X

On appelle intégrale de u sur X le nombre complexe défini par

i •

tel J X

On notera que la forme linéaire canonique i ainsi obtenue sur #°c (X, Q£)
est réelle sur les formes différentielles réelles, positive sur les formes
différentielles positives.

Munissons le fibré cotangent Q1 d'une métrique hermitienne (§ 2,

lemme 3). Les fibrés vectoriels Q et Qc sont alors naturellement munis
d'une métrique hermitienne (si eu en est une base orthonormale de

les vecteurs

^ eh a a eJr

où J parcourt Sr (n) forment une base orthonormale de Qrx et Qrc,x)• On

vérifie aisément que l'on a

I M A y I < I M I 1^1

quelles que soient les formes différentielles u et v.

Soient 4> et \j/ deux cartes orientées de X. Sur l'intersection de leurs

domaines, on a la relation

| d(j)1 a a d$n |_1 dcfri a a d(j)n

| d\j/l a a d\j/n I"1 d\j/1 a a dij/n.

La forme différentielle œ obtenue par recollement est positive, partout non
nulle; on l'appelle la forme volume associée à la métrique hermitienne de Q1.

En particulier, la forme volume fournit une trivialisation de Qn.
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La forme linéaire définie sur #°c (X, C) par

M/) \xfœ

est réelle positive. Le théorème de Riesz ([5], théorèmes (2.14) et (2.17))

montre qu'elle correspond à une unique mesure borélienne régulière que

l'on désigne encore par p,.

La tribu des ensembles /x-mesurables de X ne dépend pas de la structure

hermitienne de Q1 : une partie de X est ^i-mesurable si et seulement si son

image par toute carte de X est Lebesgue-mesurable.

Pour toute partie mesurable A de X, toute fonction mesurable f à

valeurs dans R+ ou toute fonction intégrable à valeurs dans C, on pose

L/û> h(XaÎ)

où Xa désigne la fonction caractéristique de A.

Soit n un fibré vectoriel complexe de rang pur m sur X, muni d'une

métrique hermitienne. Pour tout ensemble mesurable A de X toute section

mesurable s de % et tout nombre réel p au moins égal à 1, on pose

Il S \\LP,A(LMW/P
Il SÎU00,^. inf{feR+ \ß( \s|-1Qf, oo[) n 0}

Ce nombre dépend des structures hermitiennes de et de

Pour tout élément p de [1, oo], on désigne par Lfoc (X, n) l'ensemble des

classes d'équivalence de sections mesurables s de n telles que ||s||Lpjjfi:
soit fini pour tout ensemble compact K de X. C'est un espace vectoriel
topologique localement convexe et complet pour la famille de semi-normes

Il ||l*\k; c'est un espace de Fréchet si X est dénombrable à l'infini.
Pour qu'une section s appartienne à Lfoc (X, n), il faut et il suffit que

l'application (s#)# appartienne à Lfoc((f) (U), Cm) pour toute carte </> de X
et toute carte 0 de tz ayant même domaine U. Ceci montre en particulier
que l'espace vectoriel topologique Lfoc (X, n) est indépendant des structures
hermitiennes de Q1 et n.

Pour tout ensemble compact K de X, on désigne par (X, n)
l'ensemble des sections de Lfoc (X, n) dont le supportx) est contenu dans K.
C'est un espace de Banach (et même un espace de Hilbert si p est égal à 2)

pour la norme || \\LPtK.

x) On appelle support d'une section mesurable le plus petit ensemble en dehors
duquel elle est presque partout nulle.

L'Enseignement mathém., t. XXI, fasc. 2-3-4.
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On désigne enfin par Lp (X, n) l'ensemble des sections de Lfoc (X, n) à

support compact. C'est un espace localement convexe et complet pour la
topologie vectorielle limite inductive des espaces L\ (X, %).

Notons que les inclusions canoniques

L?oc(X,n) c= Lfoc (X, n) c Lpoc(X,n) cz L^X.n)
L(X9 n) c Lqc(X, n) c Lp(X,n) a L^X.n)

sont continues pour tout nombre réel q au moins égal à p.
Pour tout élément p de [1, oo], l'ensemble des fonctions à support

compact étagées sur la tribu borélienne de X est dense dans Lp (X, C)
et Lpoc (X, C) (loc. cit. théorème (3.13)).

Pour tout élément p de [1, oo[, l'ensemble (^c (X, n) est dense dans

Lp(X,tc) et Lpoc (X, n) (loc. cit. théorème (3.14)). Notons que ^°c (X, n)
est fermé dans L (X, n) et que son adhérence dans L^c (X, n) est égale à

(X, n).
Soient n et p deux fibrés vectoriels complexes sur X et soit S une dualité

de 7i (x) p dans Cx. On suppose n et p munis de métriques hermitiennes
vérifiant la condition

I W®/)l<l/l l/l
pour tout point x de X et tout point y' (resp. y") de %x (resp. px).

1 1
Soient p et q deux éléments conjugués de [1, oo] (i.e. tels que —f - 1)

P <1

et soit K une partie compacte de X. Pour toute section u de (X, n) et

toute section v de L?oc (X, p), l'inégalité de Holder (loc. cit. théorème (3.8))
montre que l'on a

I Jx <5 (u, v) CO | <|| U IILP K II V IILq K

En particulier, la forme bilinéaire

A:Lp(X,n)x L?oc(X,p)->C
définie par

A (u,v) ô (u9v) co

est séparément continue (et même hypocontinue).

Lemme 2. La forme bilinéaire

A-/rc(X,n)x -L/oc (X, p) C

est non dégénérée.

Il suffit de montrer que toute section v de L{qc (X,p) rendant la forme
linéaire A v) nulle est elle-même identiquement nulle. La question étant
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locale, on peut supposer que X est un ensemble ouvert de Rn, que n et p
sont tous deux égaux au fibré produit C et que la dualité ö est donnée par
la formule

ô(y',y") x y'jy'j-
1

On se ramène immédiatement au cas où m est égal à 1. Pour tout ensemble

compact K de X et pour tout voisinage compact L de K dans X, il existe une
fonction u continue sur X dont le support est contenu dans L et égale à 1

sur K. On en déduit que

\A(xK,v) I \A{xK-u,v)I <<m(M*0|MUi,£.

et par conséquent la forme linéaire A v) est nulle sur l'ensemble des

fonctions à support compact étagées sur la tribu borélienne de X. Par densité

et continuité, elle est donc nulle sur U°c (X, C).
Pour toute partie compacte K de X, on définit alors une fonction u de

L (X, C) en posant

u (x) v (x) | v (x) |
~1 si x e K et si v (x) # 0

u (x) 0 si x K ou si v(x) 0

Il résulte de cette définition et de ce qui précède que l'on a

II "Uli,k A (u,v) 0

ce qui démontre l'assertion.

Théorème 1. Pour tout couple (p, q) d'éléments conjugués de ]1, oo[,
la forme bilinéaire

A:L>c{X,n) x, L?oc(X,p)-> C

est une dualité d'espaces vectoriels topologiques 1).

Il résulte du lemme 2 que les applications Ax et induites par A sont
injectives. Pour montrer qu'elles sont surjectives, nous allons tout d'abord
examiner le cas où net psont tous deux égaux au fibré produit C£ et où
la dualité ô est donnée par la formule

à (y', y")X

Soient E et F deux espaces vectoriels topologiques. On dit qu'une forme bilinéaire
A sur £ x Fest une dualité d'espaces vectoriels topologiques si elle est séparément continue
et si elle induit une bijection Ai (resp. A2) de E (resp. F) sur le dual topologique de F(resp. E).
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Toute forme linéaire continue a sur Lfoc (A', s'écrit

a (au..

où a1?..., am sont des formes linéaires continues sur L\oz (X, C). Par
définition de la topologie de Lfoc (X, C), il existe une partie compacte K de X
et une constante c telles que

K-0)| <c w\\LitK

pour tout w dans Lfoc (X, C). Il existe donc une fonction Uj de L\ (.X, C)
telle que

(Xj (w) ccj(xKw) p, (ujw)

(Joe. cit. théorème (6.16)) et si l'on pose

u (uu ...,um)
on voit que l'on a

A{u,v)£ n(ujVj)X «(»)
1 1

ce qui montre la surjectivité de

De même, toute forme linéaire continue ß sur Lp (X, n) s'écrit

ß — (ßi • • • ßm)

où ßu ßm sont des formes linéaires continues sur Lpc (X, C). Pour tout
ensemble compact X de X, la restriction de ßj à LPK (X, C) est continue et

l'on voit qu'il existe une fonction vK j et une seule dans LqK (X, C) telle que

ßj(w) ii(wvKfj)

pour tout w dans LPK (X, C). Ces fonctions se recollent en une fonction Vj
de Lfoc (X, C) et si l'on pose

v (vu...,vm),
on voit que l'on a

A(u,v)X ß(UjVj) £

ce qui montre la surjectivité de d2.
Démontrons maintenant le cas général. Si a est une forme linéaire

continue sur Lfoc (X, p), on voit comme précédemment qu'il existe un
ensemble compact K de X tel que

«0) a (xKv)
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pour tout v dans L\oc (X, p). Il existe aussi un recouvrement fini (U,)^ de

K par des domaines de cartes de p (ou de n) et pour chaque indice i une

fonction A, de ^°° (X, R) dont le support est contenu dans Ut telle que

I *,(*) 1

tel

pour tout point x de K. D'après la première partie de la démonstration, il
existe une section ul de Lp (Uv ri) telle que

a(A,fl) A (ul9v).

La somme des ut est une section u de Lpc (X, ri) et l'on a

a(v) a(xKv) ^ a(A,u) £ (u„v) A(u,v).
iel tel

L'assertion relative à A 2 est laissée en exercice au lecteur.

Exemple 1.

Soit 7i un fibré vectoriel complexe sur X et soit r un entier naturel. On
définit une dualité canonique

e:(n®Qc) ®(n*®Qncr) Qq

en posant
9((y'®t') ®(y"®t")) < yf,y" > t' a t"

pour tout point x de X et tout élément y' ® t' (resp. y" ® t") de nx® QrCx

(resp. 7i* ®Qç~x). Pour toute section u de n ® Qq et toute section v de

7i* 0 Qhqt, on pose
(u,v) 9(u,v).

On désigne par <5 la dualité obtenue en composant 6 avec la trivialisation
de la forme volume. Il résulte immédiatement de ces définitions que l'on a

(u,v) ô(u,v) co

Par conséquent, la forme bilinéaire canonique

A:Lpc(X,n®Qrc) x L?oc(X, tt* ®ß""cr) C
définie par

A (u9v) (u,v)

est une dualité d'espaces vectoriels topologiques pour tout couple (p, q)
d'éléments conjugués de ]1, oo[.
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Remarque 1.

Nous n'utiliserons le théorème 1 que dans le cas particulier où p et q
sont tous deux égaux à 2. Le résultat d'intégration nécessaire à la démonstration

est alors beaucoup plus simple (loc. cit. théorème (4.12)).

Remarque 2.

On montre de la même manière que la forme bilinéaire A induit des

bijections de L^c (X, p) sur le dual topologique de L\ (X, n) et de L (X, n)
sur le dual topologique de L\oc (X, p) (loc. cit. théorème (6.16)).

Remarque 3.

Il résulte de l'hypocontinuité de la forme bilinéaire A que les bijections
A1 et A 2 sont continues (pour la topologie forte) et du théorème du graphe
fermé que ce sont des isomorphismes.

On dit qu'une partie Y de X est une pièce si elle vérifie la condition
suivante :

(P) Pour tout point x de X, il existe une carte (j) de X dont le domaine U
contient x telle que

(j) (Un Y) cj)(U)n{(tu...,tn)eRn\t1 <0}.
Ceci implique en particulier que Y est fermée et que d Y est une sous-variété
de X. Nous allons munir d Y d'une orientation naturelle que l'on dit induite

par X. Tout d'abord, si n est égal à 1, le bord de Y est de dimension 0.

On munit tout point x de d Y de l'orientation 1 (resp. -1) (§ 1, remarque 2)
s'il existe une carte orientée </> de domaine U centrée en x telle que

(j) (Un Y) 0(C7)n{feR|f<Q}
(resp. (j) (Un Y) 0 (U) n { t e R \t > 0 }

Supposons n au moins égal à 2. Quitte à remplacer (j)n par - 4>n, on peut

supposer que les cartes qui vérifient la condition (P) sont orientées. Leurs
restrictions à ô Y forment alors un atlas orienté dont la classe est par
définition l'orientation induite.

Théorème 2 (Stokes). Pour toute pièce Y de X et toute forme
différentielle u de (X, Q^f1), on a

lay' *(") \ydu

où i désigne l 'injection canonique de dY dans X.
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On se ramène immédiatement au cas où X est un ensemble ouvert de

R" et où Y est de la forme

Y {(*!, ...,xn)eX \x± < 0}

Par linéarité, on peut supposer que u est donnée par
A

U fdxt A A dXj A dxn

où / est une fonction de \ (X, R). On a

dfdu (-I)-7'-1 —— dxx a a dxn
OXj

Supposons tout d'abord j égal à 1. On a par définition

i*(u) (f-i)dx2 a a
et par conséquent

df
dxx a a dxn

Y 3x ^

dx1 dx2 dxnIL
;0 cbq

/(0, x2, ...,xn)dxdxn

ce qui démontre l'assertion dans ce cas.

Supposons j strictement supérieur à 1. On a alors

et d'autre part

df
dx1 a a dxn

Y ÔXj

i* (M) 0

°L
XI ^0 \J R dXj

dxj j dXjL dxj 0

ce qui achève la démonstration du théorème.

Corollaire. Soient u et v deux formes différentielles de ^ (X, Qf)
et (X, respectivement. Pour toute pièce Y de X, on a

Jy du A V fôyl*(tt A v) + — l)r+1 j'y U A du

En particulier, on a

Aî) —l)r+1 jzu A df

C'est une conséquence immédiate du théorème 2 et de la formule

d (u Ali) du a v + — l)r u a dv
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On appelle complexe de de Rham de X la suite d'espaces vectoriels et
d'applications linéaires

o —- (x, R)<p° (x, q1)—1-* Qn)—o

où dr désigne la restriction de la différentielle d aux formes homogènes de

degré r. On appelle groupes de cohomologie de X les espaces vectoriels

Hr (X, R) Ker dflm dr~x

La différentielle diminuant les supports, on a une deuxième suite

d°c dl d"~1
0 — (X, R) —> (X, Q1)—^ (X, Qn)~^0

et des groupes de cohomologie correspondants

Hrc (X, R) Ker drJIm àr~Y

Le noyau de d° s'identifie aux fonctions localement constantes sur X.
Si X est connexe, on a donc

H° (X, R) R

et si X est ouverte, l'espace vectoriel H° (X, R) est nul.
La formule de Stokes montre que l'intégration des formes différentielles

de degré n induit par passage au quotient une forme linéaire canonique
i sur H" (X, R).

Théorème 3. Si X est connexe, la forme linéaire i est un isomorphisme.
Si X est ouverte, / 'espace vectoriel H" (X, R) est nul.

Si X est un cube de Rw, l'assertion résulte du lemme de Poincaré (§ 3,

propositions 1 et 2).

Passons au cas général. Désignons par U0 un domaine de carte
isomorphe à un cube. Nous allons montrer qu'il existe pour toute forme u de

(X, Qn) des formes uQ et v de ^ (U0, Qn) et V (X, ß""1) respectivement

telles que
u u0 + dv

ce qui établira la première assertion.

Par partition de l'unité, on voit aisément que l'on peut supposer le

support de u contenu dans un domaine de carte isomorphe à un cube.

On construit alors une suite Ul9 Uk de tels domaines vérifiant les conditions

suivantes :
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(1) Pour tout entier j compris entre 1 et k, l'ensemble Uj n Uj-1 est

non vide.

(2) Le support de u est contenu dans Uk.

Par récurrence descendante sur l'entier y, le lemme de Poincaré (§ 3,

proposition 2) montre qu'il existe des formes Uj_ t et Vj-x de #® (£/,•_15 Qn)

et (X, Q"_1) respectivement telles que

uk — u et Uj Uj-i + dvj_1

Il suffit alors de prendre pour v la somme des Vj.
Supposons X ouverte et montrons que toute forme u de ^°° (X, Qn) est

exacte. Désignons par (Kj)jeN une suite exhaustive de parties compactes de

X (avec K0 vide pour fixer les idées) telles que X\Kj n'ait pas de composante
connexe relativement compacte dans X (appendice II, lemme 6) et par
0xj)jeN une partition de l'unité subordonnée au recouvrement

(kj+2\Kj)jeS.

La première partie du théorème montre qu'il existe des formes u0 et v0
de Çff (X\Kly Qn) et ^ (X, Qn~1) respectivement telles que

a0u u0 + dvo

Pour tout entier y strictement positif, on construit alors par récurrence
des formes Uj et Vj de (X\Kj+l9 Qn) et ^ (X\Kj9 Qn~i) respectivement
telles que

aju + Uj-i Uj + dvj

En effet, la restriction de 0CjU + uj„l à une composante connexe V de X\K -

est une forme différentielle de (F, Qn) et puisque V\Kj+1 est non vide,
l'assertion résulte de la première partie du théorème.

La famille des supports des Vj étant localement finie, la somme

•••' I vj
jeN

appartient à ^°° (X, Q,I~1). On a alors

dv £ dVj 0CQU - U0 + £ (oCjU +U;_1 -Uj) £ OLjU u
j^l jgN

ce qui achève la démonstration du théorème.

Théorème 4. Soient X et Y deux variétés différentielles (orientées) de
dimension pure n et soit h une application indéfiniment dérivable de X
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da?is Y. On suppose que Y est connexe et h propre 1). Il existe alors un

entier relatif v tel que

$xh*(u) v

pour toute forme différentielle u de (Y, Qn).

La forme linéaire X définie sur ^ Y, Qn) par

A(m) \xh*(u)
induit par passage au quotient une forme linéaire sur H" Y, R). 11 résulte
du théorème 3 que cette forme linéaire est proportionnelle à i. Tout revient
à montrer que le facteur de proportionnalité est un entier.

Désignons par y une valeur régulière de A (§ 1, théorème 2), par \j/ une
carte orientée de centre y et de domaine V dans Y et par xl9xp les points
de A-1 (y). Si V est suffisamment petit, l'application A induit pour tout
entier j compris entre 1 et p un isomorphisme hj de Uj sur V, où Uj désigne
la composante connexe de Xj dans A-1 (V) (§ 1, théorème 1). Posons

s (j) =1 si \j/ - hj est une carte orientée de X
s (j) =• — 1 si ij/ • hj n'est pas une carte orientée de X.

Pour toute forme différentielle u de ^ (V, Qn), on a

}x/z*(M) X $Vjh*(.u) Z eO)JV"

ce qui démontre l'assertion.

L'entier v du théorème 4 s'appelle le degré de u et se désigne par deg (u).

Remarque 4.

La considération des formes différentielles complexes sur X permet
d'introduire des groupes de cohomologie Hr (X, C) et H£ (X, C). On notera

que l'on a des isomorphismes canoniques

Hr(X, C) Hr(X, R) 0 C et Urc(X, C) H£(X, R) ® C

Soit X une variété différentielle et soit g (gK) un cocycle complexe
de rang 1 subordonné à un recouvrement ouvert % (UXei X- P°ur
tout couple (z, k) d'indices, on désigne par uKl la forme différentielle

1 dg K i

2in gKl

1) Ceci signifie que l'image réciproque par h de toute partie compacte de Y est
une partie compacte de X.
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11 existe pour tout indice i une forme m, Qç) telle que

U Kl W, UK

en tout point de Ul n UK (§ 2, lemme 1). En particulier, puisque uKl est

fermée, les différentielles dul se recollent en une forme fermée v homogène

de degré 2.

Montrons que la classe de v dans H2 (X, C) ne dépend que de g. En

effet, si l'on a

"ki 3 u\ - uk

pour certaines formes u[ de ^°° (Uv Ü£), les formes du\ se recollent en une

forme v' de #°° (X, Qç), les u[-ul en une forme u de ^°° (X, Qq) et l'on a

v' v + du

ce qui démontre l'assertion.
La classe de - v dans H2 (X, C) s'appelle la classe de Chern de g et se

désigne par ch (g).

Lemme 3. Pour tout recouvrement ouvert de X, la classe de Chern

induit un homomorphisme de Pic (%, C*) dans H2 (X, C). Si y est un

recouvrement ouvert de X plus fin que le diagramme suivant est com-

mutatif:
a ira)Pic {ftl,C*)' Pic C*)

ch \ / ch

H2 (X, C)

La démonstration est laissée en exercice au lecteur.

Par passage à la limite inductive, on obtient donc un homomorphisme
canonique ch de Pic (X, C*) dans H2 (X, C). On appelle classe de Chern
d'un fihré en droites complexes n sur X et l'on désigne par ch (n) la classe

de Chern du fibré principal associé à n (§ 2, scholie).

§ 5. COHOMOLOGIE DES SURFACES

Dans tout ce paragraphe, on désigne par X une surface différentielle
connexe et orientée.

Désignons par y une application indéfiniment dérivable définie sur un
ensemble ouvert W de R à valeurs dans X, et par u une forme différentielle
de (X, Qç). Il est clair que la restriction de y* (u) à tout intervalle fermé
de W ne dépend que de la restriction de 7 à cet intervalle.
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On dit qu'un chemin c de X défini sur un intervalle fermé borné [a, b\
de R est dérivable s'il existe un intervalle ouvert W contenant [a, b] et une
application y indéfiniment dérivable de W dans X prolongeant c. Pour
toute forme différentielle u de (X, Qç), on désigne par c* (u) la restriction
de y* (u) à [a, b].

On appelle intégrale de u sur c le nombre complexe défini par

Je" fîc*(K).

On définit ainsi une forme linéaire sur (X, Qq), réelle sur les formes
différentielles réelles. De plus, si h est une application dérivable à dérivée

positive d'un intervalle fermé borné sur [a, b\, on a

Jc-ft" Je"-

Autrement dit l'intégrale de u sur c ne dépend pas de la paramétrisation
de c. Enfin, pour toute fonction / de të1 (X, C), on a

Icàf =f(c(b)) — /(c (a)).

Désignons maintenant par u une forme fermée de <8"3° Q'c). Le lemme
de Poincaré (§ 3, proposition 1) montre qu'il existe un recouvrement ouvert
(UXel de X et, pour chaque indice i, une fonctionf\ de ^°° (Ut, C) telle que

W I

u,

D'autre part, la compacité de l'intervalle [a, b] montre qu'il existe une suite
de nombres réels

a t0 < t1 < < tn < tn+1 b

et pour tout entierj compris entre 0 et n un indice t (j) tel que Ux{y)contienne
l'image par c de l'intervalle [tj9 tj+ J. Une telle suite est dite subordonnée au
recouvrement (Ut)iei- Une telle application est dite de subordination.

On a alors

f « Z f C*(u)X / (c i)) - /TÜ) (C (0) •

Je o^j-^n J tj o^j^n
Si c est un chemin quelconque de X (continu mais non nécessairement

dérivable), et si u est fermée, le membre de droite est toujours défini. Nous
allons voir qu'il est indépendant des différents choix que nous avons faits.

Tout d'abord, il est indépendant de % : désignons par o une autre application

de subordination de { 0,..., n } dans /. Pour tout entierj compris entre 0

j et n9 l'image par c de l'intervalle [tj, tj+ x] est contenue dans une composante
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connexe de UxU) n Ua(J), d'où l'assertion puisque la fonction fx(j) - fa(j)
est constante sur cette composante connexe.

Pour tout nombre réel t compris entre ti et tJ+ u la suite

a t0 < < tj < t < tJ+1 < < tn+1 b

est encore subordonnée au recouvrement (UXei la somme correspondante

ne change pas. On en déduit que cette somme est indépendante de la

suite subordonnée au recouvrement (UXei•

Finalement, désignons par (VK)KeK un deuxième recouvrement ouvert
de X et, pour chaque indice k, par gK une fonction de ^°° (VK, C) telle que

u I

vK — dgK

Il existe une suite

a t0 < t± < < tn+l b

subordonnée aux deux recouvrements. On désigne par t (resp. a) une
application de subordination de { 0,..., n } dans I (resp. K). Pour tout entier j
compris entre 0 et n, l'image par c de l'intervalle [tj9 tJ+ J est contenue dans

une composante connexe de UxU) n Ku> et l'on conclut en remarquant
que fT(j) — ga(j) est constante sur cette composante connexe.

Pour tout chemin c de Xet toute forme fermée u de ^°° (X, Qq), on pose

(* « E Un(c (hi» - / to) (c <E)) •

Je Q^j^n

Cette définition coïncide avec la précédente si c est dérivable. Pour toute
application continue et croissante h d'un intervalle fermé borné sur [a, b],
on a

Je-/," Je" •

De plus, pour toute fonction / de ^°° (X, C), on a

icdf =f(c(b))-f(c(a));
enfin, si est un deuxième chemin de X ayant pour origine l'extrémité de c,
on a

jee' W Je U + Je' u •

Lemme 1. Soient c0 et c1 deux chemins homotopes de X. On a alors

C« ictU

pour toute forme différentielle fermée u de ^°° (X, Q^).
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On peut toujours supposer que c0 et cx sont définis sur l'intervalle [0, 1]

et l'on désigne par f une homotopie de c0 vers cl5 i.e. une application
continue du carré

C {(s, 0 e R2 I 0 < 5 < 1 et 0 < £ < 1}
dans X vérifiant les conditions suivantes:

r (5, 0) Cq (s) et r (s, 1) Ci (5)

r(o,t) co(0) Ci(0) et r(i,o c0(i) - Cl(i).
Il existe un recouvrement ouvert (C7,)iej de X et, pour chaque indice 1, une
fonction fx de ^ (£/t, C) telle que

u\Vl dft.
Par compacité, il existe deux suites de nombres réels

0 — S0 sn+l 1

0 *0 < < hn+1 — 1

et pour tout couple d'entiers (7, k) un indice t (7, /c) tel que l'image par jT

du rectangle

{(s,t)eR2ISj<i<sy+1 et

soit contenue dans UT(jtky Pour tout entier k compris entre 0 et m, la
restriction de T à [0, 1] x { tk } est un chemin yk de X et il suffit de montrer

que l'on a

LuL+iu-
Or, pour tout entier j compris entre 1 et n+l, l'image par r de l'ensemble

{ sj } X \jk9 tk+ll

est contenue dans une composante connexe de C/T(7_1/c) n Uz(jky On en

déduit que

f x(j-l,k) (yk (.Sjf) f x(j,k) (jk (Sy)) ~ /r(j-l,fc) (?/c+1 (Sj)) / (?/c+1 (Sj)) •

Par sommation, et en utilisant le fait que yk et yk+1 ont mêmes extrémités,

on voit que l'on a

X] f r(j,k) (ïk (Sj+ l)) f x (j,k) (yk (5j))

Z /xO*,fc) (T/c+1 (5j + l)) ~~ f x(j,k) (Vfc+1 (5j))
O^j^n

ce qui établit l'assertion.
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Désignons par C* le groupe multiplicatif des nombres complexes non
nuls et par U le groupe multiplicatif des nombres complexes de module 1.

On appelle support d'une fonction continue à valeurs dans C* (ou U) le

plus petit ensemble fermé en dehors duquel elle est égale à 1.

On désigne par #°° (X, C*) (resp. #°° (X, U)) le groupe multiplicatif
des fonctions de ^°° (X, C) à valeurs dans C* (resp. U) et par cê (X, C*)
(resp. (X U)) le sous-groupe formé de celles à support compact.

L'application exponentielle induit des homomorphismes

exp 2in : f00 (X, C) -> ^°° (X, C*) et exp 2in : (X, C) (X, C*)

exp lin : ^°° (X, R) -> ^°° (X, U) et exp 2in : (X, R) (X, U)

On dit qu'une fonction de (X, C*) possède un logarithme si elle est dans

l'image de l'application exponentielle.
1 ci fPour toute fonction f de ^°° (X, C*), la forme différentielle — —

2in f
s'appelle la différentielle logarithmique de f. Elle est réelle si f est à valeurs
dans U, à support compact si/est à support compact. Puisqu'elle est fermée,
on a des applications canoniques

(5 : ^°° (X, C*) -> H1 (X, C) et (5 : <ß (X, C*) H1, (X, C)

(5:<r°(X,U) -> H1 (X, R) et Ö: <C(X,U) -^H^R).
On vérifie aisément que ce sont des homomorphismes.

Lemme 2. Considérons les deux diagrammes commutatifs de groupes
abéliens et d'homomorphismes

<r°(x,R) exp2/* i <r°(x,u) —5—> h1 (x, r)
^ n j e

<r°(x,c) exp2/* i r»(x, c*) —*—> h1 (x, c)

V?(X,R) V?(X,U) Hi(A-,R)

V?(X,C*) H'(VC).
Leslignes sont exactes et 9induit un isomorphisme sur les images de Ö.

Pour toute fonction / de Li'iJ (X, C), on a

1 d(exp 2m/)
_

2 inexp 2inf
ce qui montre que le composé des deux homomorphismes est nul. D'autre
part, si g est une fonction de ('ri (X, C*) telle que



2in g

on voit que g exp { — lin f) est constante, ce qui montre que les lignes sont
exactes.

Montrons que l'application induite par 9 est injective. Si g est à valeurs
dans U, et si l'on a

exp 2inf g
on a la relation

exp — 2nlmf) | g | 1

autrement dit / est à valeurs réelles.

Montrons que l'application induite par 9 est surjective. Pour toute
fonction g de #°° (Z, C*), il existe une fonction / de ^°° (Z,R) telle que

\g\ exp/.
On a alors

d(\g\~1g) dg
——— df

\g I g g

ce qui démontre l'assertion.
Le second diagramme se traite de la même manière.

On désigne par H1 (X, Z) (resp. H* (X, Z)) le sous-groupe de H1 (X, R)
ou H1 (X, C) (resp. H* (X, R) ou (X, C)), image de l'homomorphisme S.

Désignons par G le groupe fondamental de X en un point base x0.
Pour toute forme différentielle fermée u de ^°° (Z, O1) et tout lacet c

de X, on appelle période de u sur c, l'intégrale de u sur c. Cette période ne

dépend que de la classe de cohomologie de u et de la classe d'homotopie de c

(lemme 1). On a donc un homomorphisme canonique

m : H1 (Z, R) Horn (G, R)

Théorème 1. L'homomorphisme œ est un isomorphisme. Il envoie
H1 (Z, Z) sur Horn (G, Z).

Montrons tout d'abord que cô est injectif. Soit u une forme différentielle
fermée de ^°° (Z, ß1) et soit c un chemin d'origine x0 et d'extrémité x
dans Z. Si toutes les périodes de u sont nulles, l'intégrale

f(x) JCU

ne dépend pas de c. Montrons que/ appartient à ^°° (Z, R) et que sa

différentielle est u. Tout point x1 de Z possède un voisinage connexe U sur
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lequel u est la différentielle d'une fonction g de C00 (£/,R) (lemme de Poin-

caré). On a alors pour tout point x de U

/(x) j> + g(x) - g (xt)

où c est un chemin fixe joignant x0 à xv Ceci démontre l'assertion.

Montrons maintenant que cô est surjective. Désignons par a un homo-

morphisme de G dans R, par X le revêtement universel de X et par n la

projection canonique de X dans X. On rappelle que le groupe G s'identifie

au groupe des transformations de ce revêtement; on le fait opérer sur

X x R par la formule
c - (x, t) (c (x), a (c) + t).

On désigne par Y l'espace des orbites, par p la projection canonique de

X x R dans Y et par p l'unique application rendant le diagramme suivant

commutatif
X —m- IxR

« | i p

X <—Y
Soit U un ensemble ouvert simplement connexe de X et soit V une composante

connexe de 7i_1 (U). Le groupe G opérant trivialement sur F x R,
on voit que p induit un homéomorphisme de F x R sur p~x (U). On en
déduit aisément que Y est séparé et que I x Rest son revêtement universel.
On munit Y de l'unique structure différentielle faisant de p un isomorphisme
local (§ 1, exemple 4).

L'étape suivante consiste à construire une section s de p, i.e. une
application indéfiniment dérivable de X dans Y telle que

P-s lz 1).

On désigne par (Un)neN et (V„)„eN deux recouvrements ouverts localement
finis de X tels que Un soit simplement connexe et Vn relativement compact
dans Un pour tout entier n. On construit alors par récurrence une section sn

de p indéfiniment dérivable au voisinage de u Fy et qui coïncide avec
°—•7—n

sn-x sur Vn n u Vf, Ceci est possible puisque l'on a un diagramme
o^j^n-l

commutatif _1/rM TT ^P '(Un) Ä X RP\X pri
Un

x) On prendra garde que p n'est pas un fibré vectoriel sur X: les transitions sont
linéaires affines et non linéaires.

L'Enseignement mathém., t. XXI, fasc. 2-3-4. 12
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L'application s s'obtient par recollement des sn.

Remarquons maintenant que la forme différentielle dt sur X x R est
invariante par G. Par passage au quotient, elle définit une forme
différentielle fermée u sur Y et l'on pose

V s*(u).

Pour tout lacet c de X au point x0 et tout point (x, t) de X x R se projetant
sur ^ (x0), il existe un chemin c et un seul relevant s • c et ayant (x, t) pour
origine. Son extrémité est par définition le point (c (x), a (c) + t) et l'on a

J," Le" 1-0 a(c)

ce qui démontre finalement la surjectivité de œ.

Il reste à voir que les formes différentielles à périodes entières sont
exactement les différentielles logarithmiques.

La première partie du théorème montre qu'une fonction/ de ^°° (X, U)
possède un logarithme sur tout ensemble ouvert simplement connexe.
Puisque deux tels logarithmes diffèrent d'un entier, toutes les périodes de

1 df
sont des entiers.

2in f
Réciproquement, désignons par u une forme différentielle fermée de

^°° (X, Q1). Toujours en vertu de la première partie du théorème, la forme
différentielle u* (u) est exacte sur le revêtement universel X. Désignons par/
une fonction de ^00 (X, R) dont la différentielle est 7i* (m). Si les périodes de

u sont entières, la fonction exp (2inf) est G-invariante ce qui achève la
démonstration du théorème.

Corollaire 1. Si X est simplement connexe, toute forme différentielle
fermée de (X, Q1) est exacte et toute fonction de ^ (X, C*) possède

un logarithme.

Corollaire 2. Si le groupe G est de génération finie, l'injection
canonique de H1 (X, Z) dans H1 (X, R) induit un isomorphisme

H1 (X, Z) 0 R H1 (X, R) x)

Le corollaire 2 s'applique en particulier si X est compacte (appendice II,
proposition 1).

x) On peut exprimer ce fait en disant que H1 (X, Z) est un réseau de H1 (X, R),
i.e. un sous-groupe libre dont le rang est égal à la dimension de H1 (X, R).
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Soit 4> une carte orientée de X et soit D un disque de centre x
relativement compact dans (j). Pour toute forme différentielle fermée u de

^°° (X\{x}, ßc), le nombre complexe
1

Rés (u, x)
2in

u
ÔD

où ôD désigne le bord orienté de D ne dépend que de u: c'est une

conséquence immédiate de la formule de Stokes. On l'appelle le résidu de u au

point x.
Supposons X simplement connexe. Il résulte du théorème 1 appliqué

à la surface différentielle X\{x} que u est exacte si et seulement si son

résidu au point x est nul.
On identifie désormais R2 et C au moyen de l'isomorphisme R-linéaire X

défini par

â(.\'i,.y2) x, + i.\-2 et A-1(z) ^l(z + z),i(z-z)^.

En particulier, toute carte de X apparaît comme une fonction à valeurs

complexes.

Lemme 3. Soient (j) et \jj deux cartes orientées de X centrées en un

point x, ayant pour domaine le même ensemble simplement connexe U.

(1) La différentielle logarithmique de (j) appartient à L{oc (U, Qq).
Son résidu au point x est égal à 1.

(2) Tout logarithme de (j)'1 \j/ demeure borné au voisinage de x.

La première assertion résulte immédiatement des définitions: il suffit
d'introduire des coordonnées polaires dans la carte 4>. Démontrons la
seconde. Dans un voisinage ouvert convexe V de l'origine, le changement
de cartes y de (j) dans \j/ s'écrit

y1 u1x1 + u2x2 et y2 v1xl + v2x2

(§ 3, lemme 2). Le jacobien de y à l'origine est positif. Il est donné par la
formule

jac (y) (0) «j (0) v2 (0) - u2 (0) ^ (0).

On définit des fonctions hx et h2 de cêa' (V, C) en posant11 11h -(«! +v2)+ — (m2-vt) et - (uL-v2) - — (u2 +wx)I II 2 21
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On a alors

y Vi + iy2 Kz + M et jac(y)(0) | hl (0) |2 - | h2(0) |2

Il existe par conséquent deux nombres réels s et r\ strictement positifs tels que

I K 0) - h (0) I < ri et I h2 (z) I + 2rj < j h1 (0) |

pour tout nombre complexe z de module inférieur ou égal à s. On en déduit

que

I hx (z) + ?h2(z) - Ä! (0) I <rj + \h2(z)\<\h1(G)\-rj.
z

En particulier, la fonction z~iy qui n'est autre que l'expression de

dans la carte (j) possède un logarithme borné dans la couronne

{ z g C I 0 < I z I <e},
ce qui démontre l'assertion.

Proposition 1. Pour tout chemin c d'origine x et d'extrémité y dans

Xil existe une fonction h de ^ (X\{x, y}, C*) vérifiant les conditions

suivantes :

(1) La différentielle logarithmique de h appartient à L\ (X,

(2) La restriction de h (resp. h~1) à un voisinage convenable de x
(resp. y) est une carte orientée de X centrée en x (resp. y).

(3) Pour toute forme différentielle fermée u de ^ (X\ Qq), on a

1

lin

• dh
A U

x h

Si de plus c est un lacet, on peut supposer que h appartient à ^ (X,
Nous démontrerons tout d'abord une propriété d'additivité que nous

utiliserons plusieurs fois par la suite. Supposons que l'on ait

CiClc2

et qu'il existe des fonctions h1 et h2 vérifiant les conditions de la proposition

pour les chemins c1 et c2. Désignons par a l'extrémité de c± (qui est aussi

l'origine de c2). La fonction hfh2 possède toutes les propriétés requises,

sauf qu'elle est peut être singulière au point a. Sur un voisinage ouvert
convenable U de a, la fonction h fi2 possède un logarithme/et ce logarithme
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demeure borné au voisinage de a (lemme 3). Désignons par a une fonction

de f c ([/, R) égale à 1 au voisinage de a et posons

h h1h2 exp — linccf

La fonction h appartient à ^°° (X\{x, y}, C*) et l'on a pour toute forme

différentielle fermée u de ^°° (X, Qq),

1

2/71

dh

Y A U — d (a/) a u

De plus, si l'on désigne par De le disque de centre a et de rayon s dans

une carte orientée de centre a, on a

d(otf) au lim
X £->0

d(ocf) a u — lim
X\.DP £—>0

ocfu 0

On peut donc supposer que X est un ensemble ouvert convexe de C

et que c est donné par la formule

c(t) (2t — 1, 0)

pour t compris entre 0 et 1. Désignons par X' le complémentaire de l'image
de c. Il résulte du théorème 1 que la fonction g définie par

9(z)
z + 1

z — 1

possède un logarithme sur Xr et l'on pose

h(z) exp (2z*7ia(z)logg (z)) si zeX'
h (z) g (z) si z eX\X'

en désignant par a une fonction de ^ ^ (X, R) égale à 1 au voisinage de

l'image de c. Vérifions la condition (3). Toute forme différentielle fermée

sur X est exacte (lemme de Poincaré) et l'on a pour toute fonction / de

(X, C),

f dh

h
a df lim —

£—>-0

dlf —
X\(D^D'^) \ h

lim
£-^0 J ôd:

dh
î-r + Hm

h
8-> 0

dhft '
dD" h

où De (resp. De) désigne le disque de centre x (resp. y) et de rayon s. En
passant en coordonnées polaires, on vérifie aisément que l'on a
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f dh r dh
lim /— 2in f(y) et lim /— — 2in f{x)
e-+0 " £_>0 JôDg ^

ce qui démontre la proposition.

Remarque 1.

On appelle chemin joignant un point x à l'infini dans X toute application
propre et continue c de R+ dans X qui envoie l'origine sur x. Un tel chemin
existe toujours si X est ouverte (exercice pour le lecteur). On définit de

manière évidente l'intégrale d'une forme fermée de ^ (X, Qç) le long de c

et l'on vérifie aisément qu'il existe une fonction h de ^°° (X\{x), C*)
vérifiant les conditions suivantes :

(1) La différentielle logarithmique de h appartient à L{oc (X,
(2) La restriction de h à un voisinage convenable de x est une carte

orientée de X centrée en x.

(3) Pour toute forme différentielle fermée u de ^ (X, Qq), on a

1

2in

dh
u a — | u

h

On peut de plus supposer que le support de h est contenu dans un
voisinage arbitraire de l'image de c.

La formule de Stokes montre que la forme bilinéaire canonique

A : (X, Q1) x (X, Q1) -> R
définie par

A (u, v) U A V

induit par restriction et passage aux quotients une forme bilinéaire
canonique

A : H* (X, R) x H1 (X, R) -> R

Théorème 2. Les formes bilinéaires

A : Hlc(X9 Z) x H1 (X, R) ^ R et A: Hj(X, R) x H1 (X, Z) -> R

sont non dégénérées.

Soit v une forme différentielle fermée de ^°° (X, Q1) telle que A v)
soit nulle. Pour tout lacet c, il existe une fonction h de ^ (X, C*) telle que

1 f dh

lin J* h
A V 0

lin
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En particulier, toutes les périodes de v sont nulles et par conséquent v est

exacte (théorème 1). Ceci montre que la première forme est non dégénérée.

Soit u une forme différentielle fermée de ^ (X, Q1) telle que A (u,

soit nulle. Il résulte de ce qui précède que u est la différentielle d'une fonction

/de ^°° (X, R) et tout revient à montrer que l'on peut choisir/à support
compact. Soit K un voisinage compact du support de u dont le
complémentaire n'a pas de composante connexe relativement compacte (appendice

II, lemme 5). Il est clair que / est constante sur chaque composante
connexe de X\K. Montrons qu'elle est constante sur X\K.

Soient U et V les composantes connexes de deux points x et y de X\K.
On désigne par a un chemin joignant x à l'infini dans U, par ß un chemin

joignant y à l'infini dans V et par c un chemin joignant x k y dans X. Il
existe des fonctions ha et hß dans #°° (X\{x}, C*) et ^°° (X\{j}, C*)
respectivement dont le support est contenu dans le complémentaire de K, vérifiant
les conditions de la remarque 1 pour les chemins a et ß, et une fonction h

de #°° (X\{x, j}, C*) vérifiant les conditions de la proposition 1 pour le
chemin c. Comme dans la proposition 1, on voit que l'on peut supposer la
fonction hah~1h~ß1 indéfiniment dérivable. On a alors

„ „ f If diKh-%1)f(y) -/(*) u — u A 0
Je 2,17t

^ x hoft hß

ce qui démontre l'assertion.

Corollaire 1. La forme bilinéaire canonique

A : (X, R) x H1 (X, R) R
est non dégénérée.

Corollaire 2. Si le groupe G est de génération finie, la forme bilinéaire A

induit des isomorphismes

H' (X, R) H1 (X, R) * et H1 (X, R) H* R) *

Remarque 2.

Le corollaire 2 du théorème 2 s'applique en particulier si X est compacte
(appendice II, proposition 1). On voit alors que l'espace vectoriel H1 (X, R)
est de dimension paire puisque la forme bilinéaire A est non dégénérée et
alternée.

L'ensemble G' défini par

G' { c e G | m 0 pour tout H1 {X, Z)}
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est un sous-groupe contenant le groupe des commutateurs. Le quotient G

est donc un groupe abélien dont on vérifie aisément qu'il est sans torsion.
Il résulte par ailleurs du théorème 1 que cö induit un isomorphisme de

H1 (X, Z) sur Horn (G, Z).
Tout lacet c de X possède une image naturelle dans G, à savoir la classe

du lacet aca-1 où a est un chemin joignant x0 à un point de l'image de c.

En particulier, toute courbe compacte orientée de X possède une image

naturelle dans G (appendice IV, théorème 1). D'autre part, si h désigne une
fonction de ^ (X, C*) vérifiant les conditions de la proposition 1 pour
le lacet c, la classe dans H*(X, Z) de la différentielle logarithmique de h

ne dépend que de la classe de c dans G. C'est une conséquence immédiate
des définitions et du théorème 2. On a donc un homomorphisme canonique

9 : G H* (X, Z).

Théorème 3. L 'homomorphisme 6 est un isomorphisme.

L'injectivité de 9 résulte immédiatement des définitions.
Soit h une fonction de U). Pour toute valeur régulière z de h

différente de 1, l'ensemble /z"1 (z) est une courbe compacte de X. C'est
donc une réunion finie de courbes isomorphes à U. Nous allons munir cette
courbe d'une orientation naturelle. Désignons par /l'unique isomorphisme
de U\{1} sur ]0, 1[ tel que

exp(2 inf) 1UU1}

et par t l'image de z par cet isomorphisme. L'ensemble (/• /z)-1 (]0, £]) est

une pièce de la surface différentielle (/• /z)-1 (]0, 1[) dont le bord est
précisément /z"1 (z). On munit ce bord de l'orientation induite.

Soient t' et t" deux valeurs régulières de/ • h avec t' strictement inférieur
à t". L'ensemble

7(L,0 (/•Ù)-1([L,/])
est une pièce compacte de X et l'on a pour toute forme différentielle fermée

u de ^°° (X, ßc),

- ï(f-h)-ir)u jr(*V") du 0.

En particulier, la classe c de h~1 (z) dans G est indépendante de la valeur

régulière z. D'autre part, sur l'ensemble ouvert h~1 (U\{1}), on a la relation

d(f'h).
2m h
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On en déduit que

1

2in

dh
AU t U — t'

(f'h)-Ht")
U

(f-h)-l(t')

Le théorème de Sard (§ 1, théorème 2) montre qu'il existe des valeurs

régulières de /• h arbitrairement voisines de 0 et de 1. On en déduit que

1

2x71

dh f.
1

— a u hm —
o lint

t"-* i

dh

h
A U U

Autrement dit, l'image de c par l'application 6 n'est autre que la classe de h

dans H* (X, Z), ce qui démontre le théorème.

Remarque 3.

Si u et v sont des éléments de H* (X, Z) et H1 (X, Z) respectivement,

on a

lxu AVL
où c désigne l'unique élément de G défini par u. Ceci montre en particulier
que A induit une forme Z-bilinéaire rendant le diagramme

H' (X.Z) x H1 (A'.Z) —— Z
»t 1 » I

Gx Hom (G,Z) Z

commutatif. La forme bilinéaire < > étant non dégénérée par

définition de G, il en est de même de A et l'on a un isomorphisme canonique de

H1 (X, Z) sur Hj. (X, Z)*. Si de plus G est de type fini, on a un isomorphisme
canonique de (X, Z) sur H1 (X, Z)*.

La forme Z-bilinéaire zl s'appelle la forme d'intersection de X. Nous
allons essayer d'expliquer pourquoi.

Soient g et h deux fonctions de ^ (X, U) et ^°° (X, U) respectivement
et soit u l'application produit {g, h) de X dans U x U.

L'application de g~1 (U\{1}) dans (U\{1}) x u induite par u est propre.
On désigne par v son degré (§ 4, théorème 4). Notons que l'on a

-1
4712

dg

x 9

dh — v

h 4n2

dz dw
— a — v

U x U Z W
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Désignons par (z, w) une valeur régulière de u, avec z et w distincts de 1,

par /l'unique isomorphisme de U\{1} sur ]0, 1[ tel que

exp(2 inf) lv\{1}

et par (s0, t0) l'image de (z, w) par / x /.
Les ensembles g~1 (z) et h ~1 (w) sont deux courbes de X naturellement

orientées (démonstration du théorème 3), dont la première est compacte.
Soit x un point de l'intersection de ces deux courbes. La restriction de

(/ x /) ' u à un voisinage convenable de x est une carte de X et l'image de

g-1 (z) (resp. h~1 (w)) par cette carte est la courbe

{(5, t) e R2 I s Sq } (resp. {(5, t) e R2 \t t0 }

Si la carte est orientée, on dit que le nombre d'intersection de g~x (z)
et h~1 (w) au point x est 1 (quand on se promène le long de g"1 (z),
la courbe h~x (w) vient de la droite). Si la carte n'est pas orientée, on dit
que le nombre d'intersection de g"1 (z) et h'1 (w) au point x est — 1

(quand on se promène le long de g'1 (z), la courbe h'1 (w) vient de la
gauche). Ainsi le degré v apparaît comme le nombre de points d'intersection
(avec signes) des deux courbes orientées g~x (z) et h'1 (w).

Nous allons maintenant calculer la classe de Chern d'un fibré en droites

complexes sur X. On peut se limiter au cas où X est compacte: si X est

ouverte, les deux groupes Pic (X, C*) et H2 (X, C) sont nuls (§ 2, corollaire
du théorème 1 et § 4, théorème 3). On sait alors que l'intégration des formes
différentielles de degré 2 induit un isomorphisme canonique de H2 (X, C)

sur C (§ 4, théorème 3). La classe de Chern d'un fibré en droites complexes

sur X apparaît donc comme un nombre complexe.
Soit 71 un fibré en droites complexes sur X et soit x un point de X.

Désignons par $ et W des cartes de n ayant pour domaine le même

voisinage de x et par g la transition de $ dans W. Pour toute section s de

^°° (X\{x), 7t), on a

% g Sq

En particulier, si ne s'annule pas, le résidu au point x de la différentielle

logarithmique de s0 est indépendant de <P. C'est un entier que l'on appelle
l'ordre de s au point x et que l'on désigne par 0X (s).

Soit A un ensemble fini de X et soit s une section partout non nulle de

^ (X\A9 7t). On appelle ordre de s l'entier défini par

0(5) S 0x(s).
xeA
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Proposition 2. On suppose X compacte et I 'on désigne par A un ensemble

fini de X. Pour toute section s partout non nulle de (X\A, n), on a

0 (s) ch (:71)

Désignons par xu*..,xn les points de A. Il existe deux familles fiUfij
et (Vj)ldËj^n d'ensembles ouverts de X vérifiant les conditions suivantes:

(1) L'ensemble Uj est le domaine d'une carte <Pj de n et le domaine

d'une carte orientée xj/j de X centrée au point Xj.

(2) L'ensemble Vj est un disque relativement compact de centre Xj
dans iJjj.

(3) Les ensembles Uu Un sont deux à deux disjoints.

Puisque la section s est partout non nulle sur X\A, le fibré n est trivial sur
l'ensemble

F0 X\ u Vj.
1

Choisissons une trivialisation <ï>0 et désignons par gkj la transition de <Pj

dans 0k pour tout couple d'entiers (/, k) compris entre 0 et n. On a

Sk — QkjSj

où Sj désigne l'expression de s dans <Pj. Choisissons pour tout entier j
compris entre 1 et n une fonction ccj de ^°° (X, R) égale à 1 au voisinage de

ds-
X\Vj et à 0 au voisinage de x Les formes différentielles a — appartiennent

sj
à ^°° (Uj, Qc) et l'on a

1 dsk 1 dSj 1 âgkj

2in k
sk 2'm J

Sj 2in gkj

en tout point de Vj n Vk. Par définition de la classe de Chern, on a donc

ch(7i) jxu
où u désigne la forme différentielle de ^°° (X, Q£) obtenue par recollement

1 ds-
des — aa- a —. Par conséquent,

2Î7T Sj

ce qui démontre l'assertion.
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Corollaire. La classe de Chern d'un fibre en droites complexes sur X
est un entier.

C'est une conséquence immédiate de la proposition 2 et de l'existence
de sections transverses (§ 2, lemme 5).

Lemme 4. Soient n et p deux fibrés en droites complexes sur X et
soient s et t deux sections transverses de n et p respectivement.

(1) L'ordre de s en un de ses zéros est égal à 1 ou — 1.

(2) Si l'ordre de s est égal à l'ordre de t en tout point, alors n et p
sont isomorphes.

La première assertion résulte immédiatement des définitions. La démonstration

de la seconde est laissée en exercice au lecteur (on procédera comme
dans la proposition 1 pour construire une section partout non nulle de

^°°(X,7l®p*)).

Soit <j> une carte orientée de X centrée en un point x. On désigne par
U0 son domaine et par U1 l'ensemble X\{x}. On définit un cocycle complexe
de rang 1 subordonné au recouvrement (£/u? U1) en posant

0i,o <fi
1 et g01 4>.

Désignons par n un fibré en droites complexes associé à ce cocycle. La
fonction (p sur U0 et la fonction constante 1 sur U1 se recollent en une
section transverse s de n et l'on a

ch (n)0 (s) 0,, (s) 1

Le lemme 4 montre que la classe Çx de n dans Pic (X, C*) ne dépend que
de x.

Lemme 5. Le groupe Pic (X\ C*) est engendré par les fibrés de la forme Çx.

Soit £ un fibré principal de groupe structural C* sur X et soit n un fibré

en droites complexes associé à Ç. On désigne par s une section transverse de

n, par xl5 xn les zéros d'ordre 1 de »s* et par yl9..., ym les zéros d'ordre

-1 de s. On voit aisément à l'aide du lemme 4 que l'on a

£ ~ ••• £xn Çyi ••• £ym

ce qui démontre l'assertion (§ 2, lemme 4).

Théorème 4. Si X est compacte, la classe de Chern induit un isomor-

phisme canonique de Pic (X, C*) sur Z.
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En vertu de ce qui précède, il suffit de montrer que ch est injective, ou
ce qui revient au même, que tout fibré principal de la forme

« u
est trivial. Désignons par n (resp. p) un fibré en droites complexes, associé à

Çx (resp. Çy) et par s (resp. t) une section transverse de n (resp. p) possédant
un seul zéro d'ordre 1 au point x (resp. y). Soit c un chemin joignant x à y
dans X et soit h une fonction de ^°° (X\{x, y}, C*) vérifiant les conditions

t
de la proposition 1. La section h - de ^ (^\{x, y], 7i®p*) est partout non

s

nulle. Elle est d'ordre 0 au point x et au point y. L'assertion résulte alors du
lemme 4.
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