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CHAPITRE 0

VARIETES DIFFERENTIELLES

§ 1. DEFINITIONS

On dit qu’un espace topologique est une variété topologique s’il est
séparé et si tout point posséde un voisinage ouvert homéomorphe a un
ensemble ouvert d’un espace numérique.

Le lemme suivant est une conséquence immédiate de cette définition et
de quelques résultats classiques de topologie générale (que 1’on trouve dans
[1], chap. I, par exemple).

LeMME 1. Toute variété topologique est un espace localement connexe,
localement compact et localement de type dénombrable. De plus, les conditions
suivantes sont équivalentes :

(1) Elle est paracompacte.
(2) Chacune de ses composantes connexes est de type dénombrable.

(3) Chacune de ses composantes connexes est dénombrable a l’infini.

Sauf mention explicite du contraire, toutes les vari¢tés considérées sont
paracompactes.

Soit X une variété topologique.

On appelle carte de X tout homéomorphisme ¢ d’un ensemble ouvert
U de X (appelé le domaine de ¢) sur un ensemble ouvert de R”". Soient x
un point de U et r un nombre réel strictement positif. On appelle boule de
centre x et de rayon r dans ¢ I'image réciproque de la boule B (¢ (x), r)
de centre ¢ (x) et de rayon r dans R". On dit que ¢ est centrée au point x
si ¢ (x) est ’origine.

Soient ¢ et  deux cartes de X de domaines respectifs U et V. On appelle
changement de cartes de ¢ dans Y T’homéomorphisme y de ¢ (UnV)
dans  (UnV) défini par

y(x) =¥ (¢ ().

On dit que ¢ et Y sont compatibles si y est un difféomorphisme (i.e. si y et
y~1 sont indéfiniment dérivables).
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On appelle atlas de X tout ensemble de cartes deux a deux compatibles
dont les domaines recouvrent X. On dit que deux atlas sont compatibles si
leur réunion est un atlas. On vérifie aisément que cette relation est une
relation d’équivalence. Ses classes s’appellent les structures différentielles de X.

On appelle variété différentielle toute variété topologique munie d’une
structure différentielle.

Soit X une variété différentielle.

On appelle (abusivement) atlas de X tout atlas appartenant a la struc-
ture différentielle de X et carte de X toute carte appartenant a un atlas
de X.

Soit x un point de X. Toutes les cartes de X dont le domaine contient x
prennent leurs valeurs dans le méme espace numérique. La dimension de
cet espace s’appelle la dimension de X au point x et se désigne par dim, (X).
La fonction dim (X) est localement constante. On dit que X est de dimension
pure si elle est constante.

On appelle courbe différentielle (resp. surface différentielle) toute variété
différentielle de dimension pure 1 (resp. 2).

Soit E un espace vectoriel de dimension finie sur R et soit £ une appli-
cation de X dans E. Pour toute carte ¢p de domaine U dans X, I’application
f» de ¢ (U) dans E définie par

fo(x) =f(67' ()

s’appelle I’expression de f dans ¢. Si  est une deuxiéme carte de domaine V'
et si y désigne le changement de cartes de ¢ dans ¥, on a

fox) =fy(»(x)

pour tout point x de ¢ (UNV).

Soit k£ un entier naturel (ou le symbole 00). On dit que f est k-fois conti-
niiment dérivable s’il en est ainsi de son expression dans toute carte de X
(ou ce qui revient au méme dans toute carte d’un atlas de X). On désigne
par * (X, E) '’ensemble de ces applications.

Remarquons que * (X, R) est une sous-algébre de # (X, R) et %* (X, E)
un sous-%* (X, R)-module de & (X, E), en désignant par & (X, E) l'en-
semble de toutes les applications de X dans E.

Si X est un ensemble ouvert de R”, on munit Pensemble %* (X, E)
de la topologie de la convergence uniforme sur les parties compactes des
dérivées jusqu’a ’ordre k. C’est un espace de Fréchet.

Dans le cas général, 'expression dans une carte ¢ de domaine U induit
une application linéaire de %* (X, E) dans %* (¢ (U), E) et 'on munit
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%* (X, E) de la topologie la moins fine rendant ces applications continues.
C’est un espace localement convexe et complet. C’est un espace de Fréchet
si X est dénombrable 2 I’infini.

Pour tout ensemble compact K de X, I’ensemble €} (X, E) des fonctions
dont le support est contenu dans K est un sous-espace fermé de ¢* (X, E).

L’ensemble %* (X, E) des fonctions de %* (X, E) a support compact est
un espace localement convexe et complet pour la topologie vectorielle
limite inductive des espaces €5 (X, E).

Soient X et Y deux variétés différentielles et soit # une application
continue de X dans Y.

Désignons par ¢ une carte de domaine U dans X et par y une carte de
domaine V' dans Y. On appelle expression de u dans (¢, ) Dapplication

gyt @ (Uou™t (V) = ¢ (V)

définie par

gy () = Y (u (™" ().

On dit que u est k-fois contintiment dérivable s’il en est ainsi de son expres-
sion dans tout couple de cartes. On désigne par €* (X, Y) ’ensemble de
ces applications.

On dit que I'application u est un isomorphisme (ou un difféomorphisme)
si elle est bijective et si u et u~* sont indéfiniment dérivables.

Les variétés différentielles, les applications indéfiniment dérivables et
leur composition usuelle forment une catégorie.

LeEMME 2. Soient X et Y deux variétés différentielles. Pour qu’une
application continue u de X dans Y soit indéfiniment dérivable, il faut et il
suffit que [’application u* de % (Y,R) dans & (X, R) définie par

wt (f) = fru

envoie €% (Y,R) dans €~ (X, R).

La condition est évidemment nécessaire. Montrons qu’elle est suffisante.
Soient ¢ une carte de domaine U dans X et y une carte de domaine V
contenant # (U) dans Y. On désigne par /4, ..., ¥, les fonctions coordonnées
de Y et par vy, ..., v, les fonctions coordonnées de u,,. Pour tout point x
de ¢ (U), il existe une fonction o de €%, (V, R) €gale a 1 au voisinage de
u (¢~ (x)) (appendice I, lemme 3). Les fonctions u* (aty), ..., u* (aif,,)
appartiennent a ¥ (X, R). On conclut en remarquant que leur expression
dans ¢ coincide avec vy, ..., v,, au voisinage de x.
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Exemple 1.

Soit E un espace vectoriel réel de dimension n. Tout isomorphisme R-
linéaire de E sur R" est une carte et deux telles cartes sont évidemment
compatibles. Nous munirons toujours E de la structure différentielle corres-
pondante.

Exemple 2.

On dit qu’un sous-espace Y d’une variété différentielle est une sous-
variété s’il vérifie la condition suivante:

(SV) Pour tout point x de Y, il existe une carte ¢ de X centrée en x, de
domaine U et & valeurs dans R”, et un entier naturel m au plus égal a n
tels que

¢ (UnY) = ¢ (U)n (R"DO0).

Les cartes de la forme ¢ IUnY définissent une structure différentielle sur Y
que ’on dit induite par X. Nous munirons toujours une sous-variété de la
structure différentielle induite.

Notons que l'injection canonique de Y dans X est indéfiniment déri-
vable et que Y est un sous-espace localement fermé de X. Enfin tout en-
semble ouvert de X est une sous-variété.

Exemple 3.

Soient X et Y deux variétés différentielles. Pour toute carte ¢ de X et
toute carte Y de Y, I'application ¢ X  est une carte du produit X X Y.
Deux telles cartes sont évidemment compatibles. On munit toujours X X Y
de la structure différentielle correspondante.

Les projections canoniques de X X Y dans chacun de ses facteurs sont
indéfiniment dérivables. L’application diagonale induit un difféomor-
phisme de X sur une sous-variété fermée de X x X.

Exemple 4.

Soient X et Y deux espaces topologiques séparés et soit # un homéo-
morphisme local de X dans Y.

Si Y est une variété topologique, il en est de méme de chacune des
composantes connexes de X (appendice II, théoréme 1). De plus, pour
toute structure différentielle de Y, il existe une structure différentielle de X
et une seule faisant de u un diff€omorphisme local.

Si u est surjective et si X est une variété topologique, il en est de méme
de Y. De plus, pour toute structure différentielle de X, il existe une structure
différentielle de Y et une seule faisant de » un difféomorphisme local.
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Exemple 5.

Pour tout entier naturel n, on désigne par P” (R) ’ensemble des droites
issues de I'origine dans R"*! et par = la projection de R"*!\0 dans P" (R)
associant a tout point (x,, ..., x,) la droite (x,: ... : x,) qu’il définit. Muni
de la topologie quotient, ’espace P" (R) est compact et connexe. |

Pour tout entier j compris entre 0 et #, on pose

Uj = {(xp:...:x)eP"(R) |x; #0}.
L’application ¢; de U; dans R" définie par

A
Xo X; X
¢;(xp:...1x,) = (—— ,...,-’,...,—'1)
Xj

Xj Xj

est une carte de P” (R). On vérifie aisément que ces cartes sont deux a deux
compatibles. Muni de la structure différentielle correspondante, I’ensemble
P" (R) s’appelle 'espace projectif réel de dimension n.

Soient X et Y deux variétés différentielles de dimension pure n et m
respectivement et soit # une application indéfiniment dérivable de X dans Y.

Pour tout point x de X, le rang a I’origine de I'application u,,, est indé-
pendant de la carte ¢ centrée en x et de la carte Y centrée en u (x). On
lappelle le rang de u au point x et on le désigne par rg, (u).

On dit que x est un point régulier (resp. un point critique) de u sirg, (1)
est égal & m (resp. strictement inférieur & m). On dit qu’un point y de Y est
une valeur réguliére (resp. une valeur critique) de u si tous les points de
u~1 (y) sont réguliers (resp. s’il existe un point critique dans u~* (y)).

Les deux théorémes suivants sont des conséquences immédiates des
versions locales correspondantes (appendice I, théorémes 1 et 4).

THEOREME 1 (Fonctions réciproques). Supposons n égal a m. Sil’appli-
cation u est de rang n en un point x de X, elle induit un isomorphisme
d’un voisinage de x sur un voisinage de u (x).

TutorEME 2 (Sard). Si X est dénombrable a l'infini, 1’ensemble des i
valeurs critiques de u n’a pas de point intérieur. Si y est une valeur régu- ‘
liere de u, alors u~'(y) est une sous-variété de dimension n—m dans X.

Remarque 1.

En fait, I’ensemble des valeurs critiques de # est de mesure nulle. C’est
une conséquence immédiate de la définition donnée au paragraphe 4 et du
théoréme de Sard donné dans ’appendice I.
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LEMME 3. Soit X une variété différentielle et soient x et y des points
de X. Pour tout voisinage connexe V de {x,y}, il existe un difféomor-
phisme u de X sur elle-méme tel que

u(x) =y et ulxyy = lxw-

En particulier, si X est connexe, le groupe des difféomorphismes opére

transitivement sur X.
Il existe une famille (¢,),_—;—; de cartes de X vérifiant les conditions

suivantes:

(1) Pour tout entier j compris entre O et k, la carte ¢; est centrée au
point x, son domaine U; est contenu dans V et 'ensemble ¢; (U;) est un
cube de R".

(2) Le point x, coincide avec x, le point x, coincide avec y et pour tout
entier j compris entre 0 et k—1, le point x;, ; appartient a U;.

Il existe alors un difféomorphisme u; de X sur elle-méme tel que
u;(x;) = Xj41 u; lx\v = Ix\y
(appendice I, lemme 4). 11 suffit de poser
u = uk._l © ena 'uo.

Soit X une variété différentielle et soit (U,),.; un recouvrement ouvert
de X. On appelle partition de !’unité subordonnée a (U)),.; toute famille
(2,),o; de fonctions indéfiniment dérivables a valeurs réelles positives sur X
vérifiant les conditions suivantes:

(1) Pour tout indice 1, le support de «, est contenu dans U,.
(2) La famille des supports des «, est localement finie.

(3) Pour tout point x de X, la somme des o, (x) (qui existe d’aprés (2))
est égale a 1.

PROPOSITION 1. Pour tout recouvrement ouvert (U),; de X, il existe
une partition de l'unité (o,),; subordonnée a (U,),.; ).

Il existe deux recouvrements ouverts (V,)..x et (W,)..x localement
finis et plus fins que (U,) ; tels que V. soit un domaine de carte relativement
compact dans X et W, un ensemble relativement compact dans V, ([1],
chap. IX, §4, théoréme 3).

1) Clest jci la premiére fois que nous utilisons I’hypothése de paracompacité que
nous avons faite sur les variétés. '
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Désignons par 8, une fonction indéfiniment dérivable a valeurs réelles
positives sur X dont le support est contenu dans V, et égale a 1 sur W,
(appendice I, lemme 3).

Il suffit alors de poser

o, =< 2 ﬂ;:) <Zﬁx>‘1

T(K)=1 keK

ou 7 désigne une application de raffinement de K dans 1.

COROLLAIRE. Pour tout ensemble compact K de X et tout voisinage U
de K, il existe une fonction o de €% (X, R) dont le support est contenu dans
U et égale a I sur K.

On dit qu’un atlas d’une variété différentielle est orienté si le jacobien
des changements de cartes est positif. Deux atlas orientés sont dits compa-
tibles si leur réunion est un atlas orienté. On vérifie ais€ément que cette
relation est une relation d’équivalence. Ses classes s’appellent les orientations
de X.

On dit qu'une variété différenticlle est orientable si elle posseéde un
atlas orienté. On dit qu’une variété différentielle est orientée si elle est
orientable et munie d’une orientation.

Soit X une variété différentielle orientée. On appelle (abusivement)
atlas orienté de X tout atlas appartenant a Iorientation de X et carte
orientée de X toute carte appartenant & un atlas orienté de X.

LEMME 4. Toute variété différentielle X orientable, connexe de dimension
Strictement positive posséde exactement deux orientations.

Soient .7 et # deux atlas orientés de X. Désignons par ¢ une carte de
£ et par Y une carte de 4. Le signe du jacobien du changement de cartes
de ¢ dans Y est indépendant de ces cartes. Comme c’est une fonction
localement constante, on voit que X posséde au plus deux orientations.

D’autre part, ’ensemble des cartes de la forme (— ¢, ¢5, ..., §,) ol ¢
parcourt &/ est un atlas orienté de X non compatible avec o/ ce qui démon-
tre ’assertion.

Remarque 2.

Toute variété différentielle connexe de dimension O est réduite & un
point. Elle est évidemment orientable. Par convention, on dit qu’elle posséde
deux orientations notées 1 et —1.
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§ 2. FIBRES VECTORIELS

Dans tout ce paragraphe, on désigne par k le corps des nombres réels ou
le corps des nombres complexes. Pour tout couple (p, ¢) d’entiers naturels,
on désigne par M (p, ¢; k) I’ensemble des matrices & p lignes et g colonnes
(a coefficients dans k), par M (p; k) 'ensemble des matrices carrées d’ordre p
et par G (p; k) I’ensemble des matrices carrées inversibles d’ordre p.

Rappelons que ’ensemble G (p; k) est ouvert dans I’espace vectoriel
M (p; k) et que le passage & 'inverse est un difféomorphisme.

Soit X une variété différentielle et soit 7= une application de but X.

On appelle carte réelle (resp. complexe) de © toute bijection ¢ de ™ )
sur U x R? (resp. U x CF), ou U est un ensemble ouvert de X appel€ (abusi-
vement) le domaine de @, vérifiant la relation

pri-® =1 In—l(U) .

Pour tout point x de U, on désigne par &, la bijection de la fibre n, de =
au point x sur R? (resp. CFP) définie par

D, (y) = (pry-®)(y) .

Soient @ et ¥ deux cartes réelles (resp. complexes) de © de domaines res-
pectifs U et V. On dit que @ et ¥ sont compatibles si pour tout point x de
UnV la bijection ¥, - &' est linéaire et si I'application g de Un V
dans M (p; R) (resp. M (p; C)) définie par

gx) =¥, - o.*

est indéfiniment dérivable. Cette application s’appelle la transition de @
dans V.

On appelle atlas réel (resp. complexe) de m tout ensemble de cartes deux
a deux compatibles dont les domaines recouvrent X. On dit que deux atlas
sont compatibles si leur réunion est un atlas. On vérifie aisément que cette
relation est une relation d’équivalence. Ses classes s’appellent les structures
vectorielles réelles (resp. complexes) de .

On appelle fibré vectoriel réel (resp. complexe) sur X toute application
de but X munie d’une structure vectorielle réelle (resp. complexe).

Soit © un fibré vectoriel (réel ou complexe) sur X.

On appelle (abusivement) atlas de 7 tout atlas appartenant a la structure
vectorielle de 7 et carte de m toute carte appartenant a un atlas de =.
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La fibre de © en un point x est naturellement munie d’une structure
d’espace vectoriel qui fait de @, un isomorphisme pour toute carte @ dont
le domaine contient x. La dimension de cet espace vectoriel s’appelle (mal-
heureusement) le rang de © au point x et se désigne par rg, (n). La fonction
rg (n) est localement constante. On dit que = est de rang pur si elle est
constante.

On appelle fibré en droites tout fibré vectoriel de rang pur 1.

Désignons par 1 (n) la source de n. Pour toute carte ¢ de X et toute
carte @ de m ayant méme domaine, I’application (¢-x, pr,-®) est une carte
de 7 (7). On vérifie aisément que deux telles cartes sont compatibles et ’on
munit 7 (7) de la structure différentielle correspondante. L’application 7
est indéfiniment dérivable, son rang est égal a la dimension de X (on prendra
garde de ne pas confondre le rang du fibré vectoriel 7 avec le rang de I’appli-
cation 7).

On appelle section de n toute application s de X dans 7 (n) telle que

s = 1y.
Pour toute carte @ de domaine U, ’application s4 définie sur U par

so (x) = P, (s(x))

s’appelle ’expression de s dans &@. Si W est une deuxiéme carte de domaine
V et si g désigne la transition de @ dans ¥, on a

s (x) = g(x) (50 (%))

pour tout point x de U n V.

Soit k un entier naturel (ou le symbole c0). On dit que s est k-fois conti-
niiment dérivable s’il en est ainsi de son expression dans toute carte de n
(ou ce qui revient au méme dans toute carte d’un atlas de = ou encore si
elle appartient & %* (X, 7 (n)) ). On désigne par ¢* (X, n) I'ensemble de
ces sections.

Remarquons que I'ensemble & (X, n) de toutes les sections de 7 est
naturellement muni d’une structure de & (X, k)-module et que %" (X, n)
en est un sous-¢* (X, k)-module.

L’expression dans une carte & de domaine U induit une application
linéaire de %* (X, ) dans €* (U, kP) et ’on munit €* (X, ©) de la topologie
la moins fine rendant ces applications continues. C’est un espace localement
convexe et complet. C’est un espace de Fréchet si X est dénombrable a
I’infini.
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Pour tout ensemble compact K de X, ’ensemble € ¥ (X, m) des sections
dont le support ) est contenu dans K est un sous-espace fermé de €* (X, 7).

I’ensemble €% (X, n) des sections de €* (X, m) & support compact est un
espace localement convexe et complet pour la topologie vectorielle limite
inductive des espaces %y (X, 7). h

LEMME 1. On désigne par (U,),.; un recouvrement ouvert de X et, pour
tout couple (1x) d’indices, par s,, une section de €*(U,nU,m). On
suppose que [’on a

Sei — S+ 8, =0

en tout point de U, n U, U,. Il existe alors pour tout indice 1 une sec-
tion s, de €* (U, n) telle que I’on ait

S, = 8, — 5,
en tout point de U, n U,.

Désignons par («,),.; une partition de I'unité subordonnée a (U,
(§ 1, proposition 1). La section #,, obtenue en prolongeant par 0 la section
o, s., appartient 3 * (U, n) et I'on pose

S, = Y. b

kel\{1}

On vérifie aisément que ces sections ont toutes les propriétés requises.

Soient 7 et p deux fibrés vectoriels (réels ou complexes) sur X et soit u
une application de 7 () dans 7 (p). On suppose que 1'on a

pru =

et que l'application u, de n, dans p, induite par u est linéaire pour tout
point x de X.

Désignons par @ et ¥ des cartes de © et p a valeurs dans U XKk? et
U X k" respectivement. On appelle expression de u dans (&, ¥) I’appli-
cation uyge de U dans M (r, p; k) définie par

Upg (X) = Pyu,- Ot

On dit que P'application u est un morphisme si elle vérifie les conditions
ci-dessus et si son expression dans tout couple de cartes est indéfiniment
dérivable (ou ce qui revient au méme si c’est une application indéfiniment
dérivable de 7 (n) dans 7 (p)). On désigne par ¥ (w, p) ’ensemble des
morphismes de © dans p. C’est de maniére naturelle un ¥* (X, k)-module.

1) On appelle support d’une section continue le plus petit ensemble fermé en dehors
duquel elle est nulle.
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Les fibrés vectoriels sur X et leurs morphismes s’organisent de maniére
évidente en une catégorie.

LEMME 2. Pour qu’'un morphisme de m dans p soit un isomorphisme, il
Sfaut et il suffit qu’il soit bijectif.

La condition est évidemment nécessaire. Montrons qu’elle est suffi-
sante. Si u est bijective, on a

(“—1)@1' (x) = .- (”_l)x ) gj;l = (uw (x))_l
et par conséquent (u‘l)q,;,, est indéfiniment dérivable.

Exemple 1.

On appelle fibré vectoriel produit de rang p sur X et ’on désigne par
k I'application pr; de X Xk? dans X munie de la structure vectorielle dont
un atlas est réduit a Papplication identique de X XkP. On dit qu’'un fibré
vectoriel © sur X est trivial s’il est isomorphe a un fibré produit k. 11 revient
au méme de dire qu’il existe p sections de ¥~ (X, ©) qui engendrent la fibre
en tout point.

Exemple 2.

Soit 7 un fibré vectoriel sur X. Pour toute sous-variété Y de X, ’appli-
cation =« ln_l(y) est naturellement munie d’une structure vectorielle. Le
fibré vectoriel correspondant se désigne par = {Y.

Exemple 3.

Soit @ un fibré vectoriel sur X. On dit que la restriction p de = & une
partie de 7 () est un sous-fibré si elle vérifie la condition suivante:

(SF) Pour tout point x de X, il existe une carte ® de © a valeurs dans
U x kP dont le domaine contient x et un entier naturel r au plus
égal a p tel que

D(p~'(U)) = U x (K®0).

Les cartes de la forme (1, %X pr,) - @ définissent une structure vectorielle sur
p que ’on dit induite par m. Nous munirons toujours un sous-fibré de la
structure vectorielle induite.

Notons que 7 (p) est une sous-variété fermée de 7 () et que I'injection
canonique est un morphisme.

La relation

« n(y) =n@) et Yy —yet(p)»
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est une relation d’équivalence sur 7 (m). On désigne par o Iapplication
déduite de m par passage au quotient. On vérifie aisément que les applica-

tions de la forme
(Iyxpry) @ :n” Y (U)—->Ux k?™"

ou @ vérifie (SF) induisent par passage au quotient des cartes de o deux a
deux compatibles. Munie de la structure vectorielle correspondante, ’appli-
cation ¢ s’appelle le fibré quotient de m= par p. Notons que la projection
canonique de 7 (n) dans 7 (¢) est un morphisme.

Soient 7w et p deux fibrés vectoriels sur X.

On désigne par @ et @' (resp. ¥ et ¥’) des cartes de © (resp. p) de do-
maines respectifs U et U’ et par g (resp. A) la transition de @ dans @’ (resp.
de ¥ dans V).

Nous allons munir la projection canonique de || =, @ p, dans X
xeX

d’une structure vectorielle. On définit des cartes A et A’ de domaines res-
pectifs U et U’ en posant

A(x,)) = (%, (P, ®P) () et A(x,y) = (x, (P DY) ().

La transition de A dans A" est donnée par la formule

J(X) =gx) @h(x).

Ces cartes sont donc compatibles. Le fibré vectoriel correspondant s’appelle
la somme directe de m et p et se désigne par = @ p.

En particulier, pour tout entier naturel g, on désigne par n? le fibré
vectoriel somme directe de ¢ exemplaires de 7.

Nous allons munir la projection canonique de [| 7, ® p, dans X
xeX

d’une structure vectorielle. On définit des cartes A4 et A’ de domaines res-
pectifs U et U’ en posant

A, y) = (x,(2,07)() et  A(x,p) = (x, (P, @) ().

La transition de A dans A’ est donnée par la formule

J(x) =g9(x) ®h(x).

Ces cartes sont donc compatibles. Le fibré vectoriel correspondant s’appelle
le produit tensoriel de m et p et se désigne par 7 ® p.
Supposons 7 de rang p. Pour tout entier j compris entre 1 et p, on

désigne par ¢; le j¢ vecteur de base dans k? et par ¢ ; (resp. t}) la section de
sur U (resp. U’) définie par
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ti(x) = D" (e)) (resp. t;(x) = @, " (e)).

Pour tout point x de Un U’, on a

tj(x)= Z gkj(x)tlé(x)

1=k=p
ou les g, ; désignent les coeflicients de la matrice g. D’autre part, la restric-
tion a U (resp. U’) de toute section s de = ® p s’écrit d’une maniére et
d’une seule

sly = Y 4;0u (rsp slg = Y £0u)

1=j=p 1=j=<p

ou les u; (resp. u;) sont des sections de p sur U (resp. U’). Un calcul élé-
mentaire montre que ces sections sont liées par les relations

4

uy =, Gy -

1<=k=p

Désignons par ¢ un troisieme fibré vectoriel sur X et par 0 un mor-
phisme de = ® p dans . Pour toute section u de 7 et toute section v de p,
on définit une section ¢ (1, v) de ¢ en posant

d(u,v)(x) = 6(ux) @v(x)).

On définit ainsi une application bilinéaire de F (X, n) X & (X, p) dans
F (X, ¢). De plus, on vérifie aisément que si u est une section de €* (X, n)
et v une section de %" (X, p), alors & (u, v) est une section de %* (X, o).

On dit que ¢ est une dualité si pour tout point x de X, Papplication
bilinéaire de n, X p, dans o, déduite de J, induit des isomorphismes de
n, sur Hom (p,, o,) et de p, sur Hom (%, o,).

Nous allons munir la projection canonique de || n¥ 1) dans X d’une
xeX

structure vectorielle. On définit des cartes A et A" de domaines respectifs U
et U’ en posant

A(x,y) = (x,y DY) et A(x,y) =(x,y D).
La transition de A dans A’ est donnée par la formule
f(x) ='gx)~".
Ces cartes sont donc compatibles. Le fibré vectoriel correspondant s’appelle

le dual de w et se désigne par m*.
On construit de la méme maniére des fibrés vectoriels A%n et Amn.

1) Pour tout espace vectoriel E sur k, on désigne par E* I’espace dual de E, i.e.
I’espace des applications linéaires de E dans k.
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Soit £ un espace vectoriel de dimension p sur k. On appelle forme
hermitienne sur E toute application « de E X E dans k vérifiant les condi-
tions suivantes:

(1) Pour tout vecteur ¢ de E, application partielle o ( , ¢) est k-linéaire.

(2) Pour tout couple (¢/,¢") de vecteurs de E, on a

a(t',t) = a(t’, 1),

Si k est égal & R, une forme hermitienne est donc une forme bilinéaire symé-
trique. On désigne par Herm (E) I'espace vectoriel (réel) des formes hermi-

p(p+1)

tiennes sur E. Sa dimension est égale a — sik est égal A R, a p* sik

est égal a C. Les formes hermitiennes sur k? s’identifient de maniére natu-
relle & des matrices de M (p; k).

On dit qu’une forme hermitienne est positive (resp. positive non dégénérée)
si le nombre réel « (7, 7) est positif (resp. strictement positif) pour tout
vecteur ¢ non nul.

Reprenons le cours de notre histoire. Nous allons munir la projection

canonique de || Herm (n,) dans X d’une structure vectorielle. On définit
xeX

deux cartes 4 et A" de domaines respectifs U et U’ en posant
A, 0) = (x, 0 (D7 x D) et A'(x,0) = (x, 00 (P X o).
La transition de A dans A’ est donnée par le produit de matrices

f&) ="gx) ag ()

pour tout point x de U n U’ et toute forme hermitienne « sur k?. En par-
ticulier, ces cartes sont compatibles. Le fibré vectoriel réel correspondant se
désigne par Herm (7).
On appelle métrique hermitienne sur m toute section de ¢ (X, Herm (m))
qui induit une forme hermitienne positive non dégénérée sur toutes les fibres.
Désignons par o une métrique hermitienne sur 7.

Pour toute section s de 7, on définit une fonction |s| a valeurs réelles posi-
tives sur X en posant

510 = (20 (s (), s ()
On définit aussi une application u de 7 () dans 7 (7*) en posant
u(x,y) = (x,2( ,y).

On vérifie aisément que u est un isomorphisme de fibrés vectoriels réels qui
permet d’identifier = 4 son dual 7*.



140 —

LEMME 3. Tout fibré vectoriel n sur X posséde une métrique hermitienne.

L’assertion est évidente si @ est trivial. Sinon, on désigne par (U,),.
un recouvrement ouvert de X formé de domaines de cartes de n et par
(4,).er vne partition de I'unité subordonnée a ce recouvrement. Pour tout
indice 1, il existe une métrique hermitienne o, sur = |U, et ’on pose

=y Ao,

el

On vérifie aisément que a est une métrique hermitienne sur 7.

Désignons par X une variété différentielle, par p un entier naturel et par
U = (U,), un recouvrement ouvert de X. On appelle cocycle réel (resp.
complexe) de rang p subordonné a % toute famille (g,,) cerx» OU Gy,
est une application indéfiniment dérivable de U, n U, dans G (p; R) (resp.
G (p; ©)) vérifiant la relation

g/lz = ghcht

en tout point de U, n U, n U,.

On dit que deux tels cocycles (g,,) et (h,,) sont cobordants s’il existe
une famille (f,), ou f, est une application indéfiniment dérivable de U, dans
G (p; k) vérifiant la relation

fIC = thl'fl glK

en tout point de U, n U,.

Cette relation est une relation d’équivalence sur I’ensemble des cocy-
cles de rang p subordonnés a %. L’ensemble quotient se désigne par
Pic (%, G (p; k)).

Soit ¥~ = (V,),x un second recouvrement ouvert de X plus fin que % et
soit 7 une application de raffinement de K dans /. Pour tout cocycle
g = (g,,) de rang p subordonné a %, on définit un cocycle t*(g) de rang p
subordonné a ¥~ en posant

(@), = 9ex)e() | VAV,

L’application 7* est compatible avec la relation de cobordance. De plus,
si 7’ est une autre application de raffinement, on a

g‘t'(K)‘C(K) = gt’(x)'c’(t) gr'(l)r(t) gr(z)r(rc) .

Ceci montre que l’application de Pic (%, G (p; k)) dans Pic (¥", G (p; k))
déduite de ©* par passage aux quotients est indépendante de 7. On la désigne
par o (¥, U).
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Si ¥ est un recouvrement ouvert de X plus fin que ¥7, on a
oW, V) oa(V, U =c(W,U).

En particulier, si % et ¥~ sont équivalents (i.e. si chacun d’eux est plus fin
que I’autre), les applications ¢ (%, ¥") et o (¥, %) sont des bijections réci-
proques ’'une de ’autre.

On fixe une fois pour toutes un systéme cofinal de recouvrements ouverts
de X et ’on désigne par Pic (X, G (p; k)) la limite inductive des ensembles
Pic (%, G (p; k)) et des applications o (", %) lorsque % et ¥" parcourent ce
systéme. Les éléments de Pic (X, G (p; k)) s’appellent les fibrés principaux
de groupe structural G (p;K) sur X.

Soit 7 (resp. p) un fibré vectoriel de rang pur p (resp. r) sur X et soit
(D), (resp. (¥,),.p) un atlas de = (resp. p). On suppose que @, et ¥, ont
méme domaine U, et 'on désigne par g,, (resp. 4,,) la transition de @,
dans @, (resp. de ¥, dans ¥,). L’expression dans (@,, ¥,) d’'un morphisme u
de © dans p est une application indéfiniment dérivable u, de U, dans
M (r,p; k) et ’on a

U, = h i, g,

En particulier, on voit que 7 et p sont isomorphes si et seulement si les
cocycles (g,,) et (%) sont cobordants. On en déduit que I'image 6 (%) de
(9,,) dans Pic (X, G (p; k)) ne dépend que de 7 (et non de I'atlas (&,)). On
I’appelle le fibré principal associé a .

Nous allons montrer que tout fibré principal de groupe structural
G (p; k) sur X est associé & un fibré vectoriel de rang pur p.

Soit (U)),.; un recouvrement ouvert de X et soit (g,,) un cocycle de
rang p subordonné a ce recouvrement. Pour tout couple d’indices (i, x),
on definit une bijection @, de (U,NU,) % k? sur lui-méme en posant

Dyi(x,0) = (%, 95, (%) (1)) .

En tout pointde U,n U N U,, on a
QD;“ = @lrc P

K1 °*

Désignons par Y I’ensemble obtenu par recollement des U, x k? au moyen
des applications &,, et par n ’application de Y dans X obtenue par recol-
lement des premiéres projections. Pour tout indice 1, I’application cano-
nique de U, x k? dans n~* (U,) est une bijection et la bijection réciproque
@, est une carte de 7. La transition de @, dans @, n’est autre que g,, ce qui
démontre I’assertion.

L’Enseignement mathém., t. XXI, fasc. 2-3-4, 10
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SCHOLIE. Les classes d’isomorphie de fibrés vectoriels réels (resp. com-
plexes) de rang pur p sur X sont en correspondance biunivoque avec les
fibrés principaux de groupe structural G (p;R) (resp. G(p;C)) sur X.

Le groupe G (1; k) étant commutatif, on vérifie aisément que la multi-
plication point par point des applications induit une structure de groupe
commutatif sur Pic (X, G (1; k)). Si 7 et p sont des fibrés en droites sur X,
on a

S(n®p) =(md(p) et (%) =d(m .

Soit £ un fibré principal de groupe structural C* sur X et soit (g,,) un
cocycle de rang 1 représentant ¢ et subordonné & un recouvrement (U,),;-

Il est clair que la classe de (g,,) dans Pic (X, C*) ne dépend que de £. On la
désigne par ¢.

LEMME 4. Le fibré principal ¢ est 1'inverse du fibré principal &.

Conservons les notations précédentes. Pour tout couple (1, k) d’indices,
on désigne par f,, le logarithme de la fonction | - |2. Il existe pour tout
indice 1 une fonction f, de €* (U,, R) telle que

le = fz —fK
sur U, n U, (lemme 1) et I’on pose

g, = exp(f).
On a alors la relation

g, = 19179 = 9" 9 G

ce qui démontre I’assertion.

Soit X une variété différentielle de dimension pure »n et soit 7 un fibré
vectoriel de rang pur p sur X.

Désignons par @ et ¥ deux cartes de n ayant pour domaine le méme
voisinage U d’un point x de X et par g la transition de ¢ dans ¥. Pour
toute section s de €* (X, ), on a

Sg = (" S¢ .

On dit que s est transverse (a la section nulle) au point x si s (x) est non nul
ou si 54 est de rang p au point x. En vertu de ce qui précéde, cette condition
est indépendante de @. On dit que s est transverse (a la section nulle) si elle
est transverse en tout point de X.



— 143 —

LEMME 5. Les sections transverses de m forment une partie dense de
€” (X, n).

Supposons X connexe; I’espace € (X, n) est alors un espace de Fréchet.
Pour toute partie compacte K de X, on désigne par Wy I’ensemble des sec-
tions de € (X, ) qui sont transverses en tout point de K. En vertu du
théoréme de Baire ([1], chap. IX, § 5, n° 3, théoréme 1), il suffit de montrer
que Wy est ouvert et dense dans ¥~ (X, ©). Pour ce faire, on peut supposer
que X est un ensemble ouvert de R” et que = est le fibré produit R§. Les
sections de 7 s’identifient alors aux fonctions a valeurs dans R? et les sec-
tions transverses aux fonctions ayant ’origine pour valeur régulicre.

Soit f une fonction de ¥~ (X, R”). Posons

g0 = 1f@ |+ N 14,

ou les 4; (f) désignent le déterminant des mineurs d’ordre p extraits de la
matrice jacobienne de f. Pour que l'origine soit une valeur régulicre de f,
il faut et il suffit que g ne s’annule pas sur X. On en déduit aisément que
W est ouvert. D’autre part, le théoréme de Sard (appendice I, théoréme 4)
montre qu’en ajoutant a f un vecteur convenable, I’origine devient une
valeur réguliére, d’ou I’assertion.

Remarque 1.

Si p est strictement supérieur a n, la méme démonstration montre que le
fibré n posséde une section indéfiniment dérivable partout non nulle.

LEMME 6. Soient x, et x, deux points de X et soit s une section de
€® (X, ). On suppose que x, est l'unique zéro de s dans un voisinage
connexe V de {x,,x,}. Il existe alors une section t de ¥ (X, n) qui
coincide avec s sur X\V et dont xi estl'unique zéro dans V. Si de plus
s est transverse, on peut choisir t transverse.

On se ramene aisément au cas ol x, et x, sont contenus dans un en-
semble ouvert connexe U lui-méme relativement compact dans le domaine

d’une carte @ de n contenu dans V. Il existe un difféomorphisme u de X
tel que

u(xy) = xg ulyw = Ix\y
(§ 1, lemme 3). On vérifie aisément que la section ¢ définie par
t(x) = s(x) st xeX\U
t(x) = (D1 B, (s (u (%)) si xeU

a toutes les propriétés requises.
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THEOREME 1. Soit X une variété différentielle de dimension pure n et
soit w un fibré vectoriel de rang pur n sur X. On suppose que X est
ouverte ). 1l existe alors une section s de €% (X,n) partout non nulle.

On suppose X connexe et 'on désigne par (K;) ;.x une suite exhaustive
de parties compactes de X telles que X\K; n’ait aucune composante connexe
relativement compacte dans X (appendice II, lemme 6). On va construire
par récurrence sur j une section transverse s; de 7 qui coincide avec §;_
sur K;_ et qui ne s’annule pas sur K. Ceci établira I’assertion. On suppose
que K, est vide et ’on prend pour s, une section transverse quelconque de 7
(il en existe en vertu du lemme 5). Supposons s; construite; on désigne par 4
I’ensemble de ses z€ros (c’est un ensemble fermé et discret puisqu’elle est
transverse et puisque le rang de n est égal & la dimension de X) et par
{ x4, ..., x, } intersection de 4 et de K, ;. Il existe un ensemble de points
{¥1, ., y,} deux a deux distincts dans X\(K;,,;UA) tel que x, et y, se
trouvent dans la méme composante connexe de X\K ;.

Désignons par ¥; un voisinage connexe de { x;,y; } dans X\K; tel
que x; soit le seul zéro de 5; dans V;. Il existe une section transverse 7, de &
qui coincide avec s; sur X\V; et dont le seul zéro dans V4 soit y; (lemme 6).
On construit de la méme maniére et par récurrence sur K un voisinage
connexe ¥ de { x,, y,} dans X\K; tel que x, soit le seul zéro de 7,_4
dans V, et une section transverse ¢, de © qui coincide avec #,_, sur X\V,
et dont le seul zéro dans V; soit y,. Il suffit alors de prendre pour s;., la
section 7.

COROLLAIRE. Tout fibré vectoriel complexe de rang 1 sur une surface
différentielle ouverte est trivial.

Remarque 2.

Tout fibré vectoriel complexe 7 sur une surface différentielle ouverte est
trivial: la démonstration se fait par récurrence sur le rang de =. Elle est
laissée en exercice au lecteur (voir chap. V, § 4, théoréme 6).

§ 3. CALCUL DIFFERENTIEL

Dans tout ce paragraphe, on désigne par X une variété différentielle de
dimension pure .

1) On dit qu'une variété est ouverte si aucune de ses composantes connexes n’est
compacte.
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Pour tout point x de X, I'algébre 4% des germes en x de fonctions k-fois
continfiment dérivables & valeurs réelles posséde un unique idéal maximal
m (A4%), a savoir ’idéal des germes de fonctions qui s’annulent au point x.
~ Soient ¢ et  deux cartes de X dont les domaines contiennent x. On
désigne par y le changement de cartes de ¢ dans . Pour toute fonction f
continliment dérivable au voisinage de x, on a

Dfy(¢(x) = Dfy (¥ ) Dy(¢(x).

En particulier, la condition

Df¢(gb(x)) =0

ne dépend que du germe de f au point x (et non de la carte ¢).

Supposons k strictement positif. On dit qu’un germe de m (4 5 est
stationnaire s’il vérifie cette condition. L’ensemble des germes stationnaires
est un idéal a (4% de AL et on a les inclusions

m? (A%) < a(45) = m(47).

Pour toute carte ¢ de X dont le domaine contient x, on désigne par
&, 'application linéaire de A¥ dans (R")* définie par

ec9 (f) = Dfy(¢(x).

LEMME 1. Par restriction et passage au quotient, [’application ¢, , induit
un isomorphisme de m (A ﬁ)/g (A5 sur (R")*.

L’application induite est injective par définition méme de a (4%). D’autre
part, pour toute forme linéaire o sur R”, le germe en x de la fonction

% ¢ —(a-P)(x)

a pour image o ce qui démontre I’assertion.

On appelle espace cotangent @ X au point x et I'on désigne par Q1
’espace vectoriel m (4 i)/g (41). 1 résulte du lemme 1 que Q. est de dimen-
sion n et que I'injection canonique de A dans AL induit un isomorphisme
de m (A’;)/g (A% sur QL pour tout entier k strictement positif.

LEMME 2. I existe des germes u,, ..., u, de m (AY) tels que tout germe f
de a (4 5 s’écrive
f= % fu
l=j<=n

avec fi, ..., [, dans m(AX™).
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En particulier, on a
a(A%) = m*(49).

La question étant locale, on peut supposer que X est un ensemble ouvert
convexe de R". Pour toute fonction ' de €* (X, R) et tout point y de X, on a

S —f(x) = Z fj(y)(yj"‘xj)

l=j=n
ou ’on a posé

1o
£, =f O (4 (—px)ar.

0 0X;

On en déduit aisément 1’assertion.

On appelle différentielle d’un germe f de A. et I’on désigne par df la
classe dans QL du germe f — f(x).

LEMME 3. L application d de AL dans QL est linéaire et I’on a

d(fg) = gxdf +f(x)dg

pour tout couple (f,g) d’éléments de AL
La premiére assertion est évidente. La seconde résulte de la formule

fa9—fx)gx) =g@(f—fx)+fx)(g—gx®)
+(f—f®)(g—9 ®).

Soit ¢ une carte de domaine U dans X. On désigne par e, ..., ¢, la base
canonique de R" et par ¢4, ..., ¢, les fonctions coordonnées de ¢.

. " o . Of aof
Pour toute fonction fde € (X, R), on définit des fonctions ——,

a¢1 s

de €*~1 (U, R) en posant

of of
2, 0 = om0 (1) () = 5x—"‘ (¢ (%)) .

Remarquons que si X est un ensemble ouvert de R" et si ¢ est I'injection

canonique de X dans R”, la fonction —— coincide avec la dérivée partielle
. a i
usuelle T Le lemme suivant est une conséquence immeédiate de la régle de
X :
J
dérivation des fonctions composées.
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LEMME 4. Soient ¢ et W deux cartes de X et soit f une fonction de
%' (X,R). Ona
o _ g 3
0p; 1w Wi 0

LEMME 5. Pour toute carte ¢ de X et pour tout point x du domaine

1

de ¢, les différentielles des germes ¢y , ..., ¢, forment une base de L.
Pour tout germe f de A%, ona

0
if= 5 Las,..

l=j=n ad)}

C’est une conséquence immédiate des définitions et du lemme 1.

Soit 7 la projection canonique de [] Q! dans X et soient ¢ et Y des
xeX

cartes de domaines respectifs U et ¥ dans X. Le lemme 1 montre que les
applications

~

b (U)> Ux (R)* et y:in i (V) > VxR

définies par

6. y) = (%, 605(0) et Y6 y) = (%, 24y ()

sont des cartes de m. Ces cartes sont compatibles, la transition est donnée
par la formule

g(x) = Dy(¢(x)"

ou y désigne le changement de cartes de ¢ dans V.

Le fibré vectoriel réel de rang » ainsi défini s’appelle le fibré cotangent
a X etse désigne par Q' (ou Q! (X) s’il y a risque de confusion).

Pour tout entier r, on désigne par Q" le fibré vectoriel A" Q" et par Q le
fibré vectoriel AQ*.

On appelle forme différentielle toute section de Q. La structure des fibres
munit 'ensemble & (X, Q) de toutes les formes différentielles d’une struc-
ture de & (X, R)-algébre graduée. Notons que €* (X, Q) en est une sous-
%* (X, R)-algebre.

On dit qu’une forme différentielle est homogéne de degré r si elle prend
ses valeurs dans Q.

On appelle différentielle d’une fonction f de €' (X,R) et ’on désigne
par d f la forme différentielle homogéne de degré 1 définie par

df(x) =d(f,.
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Avec les notations précédentes, on a

af
@df)g =Dfyd = )
1=j=n a¢
En particulier, si fappartient & 4* (X, R), alors d fappartient a €%~ (X, Q1).
Il résulte du lemme 5 que la restriction a U de toute forme différentielle
s homogeéne de degré r s’écrit d’une maniére et d’une seule

sly = Z uydo,

JeS,(n)

dg; .

ou S, (n) désigne I’ensemble des suites strictement croissantes de r entiers
compris entre 1 et n et ol 'on a posé

d¢J == d¢11 A oo A d¢Jr J == (jl, ...,jr).

Le lemme suivant est une conséquence immédiate de ces définitions et
de ce qui précede (§ 1, proposition 1, corollaire).

LEMME 6. Pour tout point x de X, il existe un voisinage V de x et des
fonctions v4,..,v, de ¥ (X,R) vérifiant la condition suivante: pour
toute forme différentielle s de € (X, Q"), il existe des fonctions s; de
@* (X, R) telles que

sly = ), spdvgly.

JeS,(n)

THEOREME 1. Il existe une application R-linéaire et une seule d de
%' (X, Q) dans ¥° (X, Q) vérifiant les conditions suivantes :

(1) La restriction de d a €' (X, R) coincide avec la différentielle des
fonctions.

(2) Pour toute fonction f de %*(X,R), on a
ddf) =

(3) Pour tout couple (u,v) d’éléments de €' (X, Q), avec u homogéne
de degré r, on a
duAv) =du Av+(=1D)"u Adv.
De plus, [’opérateur d vérifie les conditions suivantes :

(4) Pour toute forme différentielle u de €' (X, Q), le support de du
est contenu dans le support de u.

(5) Pour toute forme différentielle u de €* (X, @), ona
Al =
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(6) Pour toute forme différentielle u de ¢ (X, Q"), la forme du
appartient a €' (X, Q).

Montrons tout d’abord que si d vérifie (1), (2) et (3), il vérifie aussi (4),
(5) et (6).

Soit u une forme différentielle de ¥* (X, Q) nulle sur un ensemble ouvert
V de X. Pour tout point x de V, il existe une fonction o de 7 (X,R) égale
a 1 au voisinage de x. On a d’aprés (1) et (3),

0 =d(au) = dou A u + adu

et puisque le germe de «—1 au point x est stationnaire, on en déduit que
du (x) est nul.
Pour démontrer (5), on peut supposer u de la forme

u = fdv; A ... Adv,

ou f est une fonction de % (X, R) et vy, ..., v, des fonctions de ¢* (X, R)
(lemme 6). Par récurrence sur r, on déduit alors de (1), (2) et (3) que 'on a

du = df Adv, A ... Ady,
(ce qui en passant démontre (6) et 'unicité de d). De méme,
d(du) = 0.

Il reste a montrer ’existence de d. Par localisation et unicité, on peut

supposer que X est un ensemble ouvert de R". Pour toute forme diffé-
rentielle

u = Z quXJ,

JeS,(n)
ou les fonctions u; appartiennent & ¢ (X,R) et pour tout entier j compris

entre 1 et n, on pose

ou ou 0
= ¥ —dx, et du = Y dxj/\—i.

0%X;  jes,my OX; 1—j=n X;

Si u est de degré 0, cette définition coincide avec celle de la différentielle
d’une fonction. Si de plus u appartient 4 ¢* (X, R), on a

0*u
2

1=jk<n 0x jaxk

d*u d*u

1=j<k<=n axjaxk axkaxj

I

d (du) dx; A dx,

I




— 150 —
Montrons enfin la condition (3). On peut supposer u et v de la forme
u =fdx; et v =gdxg

ou J appartient a S, (n) et K a S, (n). On a alors

0
dwAv) = > (/9) dx; A dx; A dxg
1=jen  0X;
0 0
= Z lgdxj ANdxy Adxg + (=17 ) f——g— dxy A dx; A dxg
1=j=n 0X; 1=j=n d Jj

ce qui achéve la démonstration du théoréme.

On appelle différentielle d’une forme u de €' (X, Q) la forme diffé-
rentielle du définie dans le théoréme 1. On dit qu’une forme différentielle
est fermée (resp. exacte) si elle appartient au noyau (resp. a I'image) de d.

Soit 4 une application indéfiniment dérivable de X dans une variété
différentielle Y de dimension pure m.

Pour tout point x de X, la composition des applications induit un

homomorphisme
h* :A,f(x) — Al

qui envoie I'idéal maximal (resp. I'idéal des germes stationnaires) de A},(x)
dans I'idéal correspondant de AL. Par restriction et passage aux quotients,
on en déduit une application linéaire de Q},(x)(Y) dans Q. (X) que I'on
appelle Uapplication cotangente a h au point x. Par passage a 1’algébre
extérieure, cette application définit un homomorphisme de @, (¥) dans
Q. (X) que I’on désigne encore par Ax.

Pour toute forme différentielle # sur Y, on définit une forme différen-
tielle A* (1) sur X appelée I'image réciproque de u par h en posant

R ) (x) = hE (u(h(x)).

Cette application induit un homomorphisme de & (7, Q) dans & (X, Q).
Désignons par ¢ une carte de domaine U dans X et par Y une carte de
domaine V contenant 2 (U) dans Y. On a par définition

oy h
h*(dl,bj)=d(lﬁj'h)= Z‘ Md

1=k=n a¢k

s

pour tout entier j compris entre 1 et m. Si u est homogéne de degré r, on a

uly = > Uiy, e Wy A oo A AP,

1=j1<...<Jr=m
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et par conséquent

@l = Y Gy DAG R A AR

l=j1<..<jr=m
En particulier, si u appartient 2 6* (¥, Q), alors A* (u) appartient 3 €* (X, Q)

et si k est strictement positif, on a

h* (du) = dh* (u) .

ProrosiTiON 1 (Lemme de Poincaré). Désignons par X un voisinage
convexe de l’origine dans R". 1l existe une application linéaire k de
€~ (X, Q) dans lui-méme telle que

d-k+k-d=1-—¢

ou ¢ désigne la forme linéaire sur €° (X, Q) qui associe a toute forme diffé-
rentielle la valeur a l’origine de sa partie homogéne de degré O.
On désigne par 7 lintervalle ouvert 10, 1[ et par %~ P’application de
I X X dans X définie par
h(t,x) = tx.
Pour toute forme différentielle

vV = Z UJ de
JeSy(n)

sur I X X indépendante de df, on pose

ov 0
dw = Y dxj/\b——=d7)—dt/\—v

1=j=n Xj t
et

fsvdt = Y ([sv,di)dx; .

JeS,(n)
Pour toute forme différentielle

u = Y usdx,
JeS,(n)

sur X, 'image réciproque A* (u) s’écrit d’'une maniére et d’une seule
h*(u) = uy + dt A u,

ou les formes différentielles u, et u, sont indépendantes de dz. Notons que
les coeflicients a; de u,; sont donnés par la formule

aJ(t,X) - truj(tx) .
On pose alors

k() = [ju,dt.
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I’image réciproque de la différentielle de u est donnée par la formule
Ou 4
h*(du) - dh*(u) = qul + dt AN -a—t‘ —quz
et par conséquent

1 1
(k-d)(u) = j ?—ui dt — f (dxu,)dt
o Ot 0

On conclut en remarquant que ’on a

fo(dxuz)dt = d(fouydi) = (d- k) ()

et
f'laul .
—dt = u si r#0
Jo Ot
3 nlaul
——dt =u —u(0 i = 0.
R u — u(0) si r

Il résulte du lemme de Poincaré que la suite d’espaces vectoriels et
d’applications linéaires

L d d d
0->R->F°X,R) > 6°X, Q) > ... > (X, Q) -0

ol . désigne 'injection canonique de R dans les fonctions constantes, est
exacte pour tout ensemble ouvert convexe (non vide) de R".

Soit X un ensemble ouvert de R". Toute forme différentielle ude €% (X, Q)
s’écrit d’une manicre et d’'une seule

u =Y uydx,
J

ou J parcourt I’ensemble de toutes les suites strictement croissantes d’entiers
compris entre 1 et n. On pose

i(u) - J‘Xul,”_’"dtl .ws dtn .

ProrosITION 2 (Lemme de Poincaré). Désignons par X un cube ouvert
de R". 1l existe une forme différentielle w de €%, (X, Q") et une application
linéaire k de €% (X, Q) dans lui-méme telles que

i(wy=1 e d-k+kd=1-owi.

Pour tout entier j compris entre 0 et n, on désigne par 4 ; ’ensemble des
formes différentielles de ¥ (X, Q) indépendantes de dxq, ..., dx;. Notons

que 'on a
Ay = €7 (X,Q) e A, = %7 (X,R).
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On désigne par d; 'application de 4; dans lui-méme définie par

ou
dju — Z dxk N —

jrl=k=n 0xy, .
Notons que d, est identiquement nulle et que ’opérateur gx_ commute
k
avec d; pour k compris entre 1 et .
Désignons par [ le c6té de X. On définit une application i; de 4; dans
C*® (I, R) en posant

i] (U) (xl, sees xj) = j]n_j uj+1’“_’n(xl, teey xJ', tj+1’ ceey tn) dtj+1 e dtn

ol ;44 .. » désigne le coeflicient de la partie homogeéne de degré n—j

0

dans u. Notons que 7, est I’application identique et que l’opérateur T
k

commute avec i; pour k compris entre 1 et j.
La formule fondamentale du calcul différentiel et intégral montre que
I'on a

. ou ; .
i;du = Y (—D""‘lf 2 b ity dt, = 0
J+1<=k=n Jid —-J aX:k
Choisissons une fonction o de €% (I, R) telle que
et posons
@; (Xg,y 00y X,) = A o(xy) dxy .
J+1=k=n

Notons que w, est la fonction constante 1 et que i, (w,) est égal & 1.
Par récurrence descendante sur j, nous allons construire une appli-

0

cation lin€aire k; de 4; dans lui-méme qui commute avec 1’opérateur P
Xk

pour k compris entre 1 et j et telle que

On prend pour k, I'application identique de 4,. Supposons j inférieur ou
€gal a n et k; construit. Toute forme différentielle u de A j—1 S’écrit d’une
maniére et d’une seule

U =uy +dx; Au,

avec uy et u, dans 4 ;. Notons que ’on a
Ju4

dj_l(u) = djul + dxj N\ (a— - dju2>.

Xj
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On pose alors
T(u)(xq, ... X,)

= j : (i () Xy eos X g, 8) — dj—q () (x4, o Xjog) (D) dt .

Il est clair que / est une application linéaire de 4;_; dans ¥* (X, R) qui

commute avec I’opérateur — pour k compris entre 1 et j— 1. De plus, on a
Xk

0
g; (l(u))(xla wney xn) = ij(uZ) (x1> '“axj) - ij—-l (u) (xl’ "'axj—l) OC(xj)

Idj—qu)(Xg, o0y X)) = ij(ug) (Xgs .05 X5)

On pose finalement
ki—y(u) = k;(u;) —dx; Ak;(uy) + 1(uw) w;

et ’on vérifie aisément 1’assertion.

Il résulte du lemme de Poincaré que la suite d’espaces vectoriels et
d’applications linéaires

d d d i
02X, R -%42X, QN> ... %X, 0N >R -0
est exacte pour tout cube ouvert de R".

Remarque 1.

Toutes les constructions et les résultats de ce paragraphe demeurent
valables si I'on utilise les germes de fonctions a valeurs complexes. On
obtient alors le fibré cotangent complexe @ X désigné par Q¢. Pour tout
point x de X et toute carte ¢ dont le domaine contient x, 'application &, 4
identifie Qé,x a Homg (R”, C) (lemme 1). On désigne de méme par Q;
et Q. les fibrés vectoriels A"Q¢ et AQ¢. Notons que Ion a des isomor-
phismes canoniques |

QL="Q®Cy e Qc=0Q®Cy.

§ 4. CALCUL INTEGRAL

LEMME 1. Pour qu’une variété différentielle X de dimension pure n soit
orientable, il faut et il suffit que le fibré Q" soit trivial.

Désignons par (¢,),.; un atlas orienté de X et par («,),; une partition
de T'unité subordonnée au recouvrement (U)),.; formé des domaines de
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cartes de cet atlas. On définit une forme différentielle # de €% (X, Q") en
posant

u=>yodp s A..ANdp,,.

el
Pour tout indice k, on a

u I Ugk = (Z o‘zguc) d¢x,1 Ao A d(:bx,n

1el

ou g,, désigne le jacobien du changement de cartes de ¢, dans ¢, Ceci
montre que u ne s’annule jamais et par conséquent la condition est nécessaire.

Réciproquement, soit u une forme différentielle partout non nulle de
€* (X, Q. Pour toute carte ¢ de domaine U dans X, il existe une fonc-
tion g partout non nulle dans ¥* (U, R) telle que

u|U=gd¢1 A...Ad¢n.

Quitte a remplacer ¢, par —¢,, on peut supposer que g est strictement
positive. Un atlas formé de telles cartes est évidemment orienté.

Sauf mention explicite du contraire, toutes les variétés différentielles
considérées dans ce paragraphe sont orientées.

Soit X une variété différentielle (orientée) de dimension pure #.

On dit qu’une forme différentielle # homogéne de degré n est positive si
pour toute carte orientée ¢ de domaine U dans X, I'unique fonction g
définie sur U par

Uly =gdo; A ... Ado,
est a valeurs réelles positives.

Désignons par u une forme différentielle de €2 (X, QF), par ¢ et  des
cartes orientées de domaines respectifs U et V' dans X. On suppose que le
support de u est contenu dans U n V. On peut écrire

uly =fdoy Ao Aade, et uly =gdyy A ... AdY,
ou f'et g sont des fonctions continues a valeurs complexes. On a les formules
fo =Jac()g, et g, =g4 7"

ou y désigne le changement de cartes de ¢ dans .

Puisque le jacobien de y est positif, la formule du changement de variables
dans les intégrales multiples montre que ’on a

J gydu =f g4y Ddu =j ljaC(v)|g¢du=j fodu
R R R" R"
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en désignant par u la mesure de Lebesgue dans R". On pose alors

f u =J fodp.
X R™

Ce nombre est indépendant de la carte orientée ¢p dont le domaine contient
le support de u.

Dans le cas général ou le support de u n’est contenu dans aucun domaine
de carte, on désigne par (U,),.; (resp. (V,),.x) un recouvrement de X par
de tels domaines et par (a,),.; (resp. (B, ).x) Une partition de 'unité subor-
donnée a ce recouvrement. La famille («,f,) est une partition de 1'unité
subordonnée a (U,nV,) et 'on a

zja,u= s [ wpau=3 [ pu.

el (1, x)eI xK J X keK J X

On appelle intégrale de u sur X le nombre complexe défini par

j u =)y ou .
X el X

On notera que la forme linéaire canonique i ainsi obtenue sur €% (X, Q%)
est réelle sur les formes différentielles réelles, positive sur les formes diffé-
rentielles positives.

Munissons le fibré cotangent Q' d’une métrique hermitienne (§ 2,
lemme 3). Les fibrés vectoriels @ et Q. sont alors naturellement munis
d’une métrique hermitienne (si ey, ..., e, est une base orthonormale de Q.
les vecteurs

eJ == ejl A ... A ejr

ou J parcourt S, (n) forment une base orthonormale de Q et Q"¢ ). On

vérifie aisément que ’on a
lu Ao | < [ul [v]

quelles que soient les formes différentielles u et v.
Soient ¢ et Y deux cartes orientées de X. Sur l'intersection de leurs
domaines, on a la relation

ldpy A ... Add, |7 ddy A ... Ado,
= |dy, A oo AAY, |7 Ay AL A dY,.

La forme différentielle w obtenue par recollement est positive, partout non
nulle; on Iappelle la forme volume associée a la métrique hermitienne de Q*.
En particulier, la forme volume fournit une trivialisation de Q".
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La forme linéaire définie sur %2 (X, C) par

p(f) = Jxfo

est réelle positive. Le théoréme de Riesz ([5], théorémes (2.14) et (2.17))
montre qu’elle correspond a une unique mesure borélienne régulicre que
I’on désigne encore par p.

La tribu des ensembles u-mesurables de X ne dépend pas de la structure
hermitienne de Q': une partie de X est u-mesurable si et seulement si son
image par toute carte de X est Lebesgue-mesurable.

Pour toute partie mesurable 4 de X, toute fonction mesurable f a

valeurs dans R, ou toute fonction intégrable a valeurs dans C, on pose

Jafo = pn(af)

ou x4 désigne la fonction caractéristique de A.

Soit 7 un fibré vectoriel complexe de rang pur m sur X, muni d’une
métrique hermitienne. Pour tout ensemble mesurable 4 de X toute section
mesurable s de 7 et tout nombre réel p au moins égal a 1, on pose

| sl = (f 117"

”S“L"O,A = inf{teRy [u(ls|7'(t, ) n4) =0}.

Ce nombre dépend des structures hermitiennes de Q' et de =.

Pour tout élément p de [1, oo], on désigne par L . (X, n) I’ensemble des
classes d’équivalence de sections mesurables s de = telles que || s||.r ¢
soit fini pour tout ensemble compact K de X. C’est un espace vectoriel topo-
logique localement convexe et complet pour la famille de semi-normes
H H LP x; c’est un espace de Fréchet si X est dénombrable a Iinfini.

Pour qu’une section s appartienne a LY (X, n), il faut et il suffit que
’application (s4), appartienne a Lf, (¢ (U), C™) pour toute carte ¢ de X
et toute carte @ de m ayant méme domaine U. Ceci montre en particulier
que ’espace vectoriel topologique L . (X, 7) est indépendant des structures
hermitiennes de Q! et 7.

Pour tout ensemble compact K de X, on désigne par L} (X, n) I'en-
semble des sections de L] _ (X, n) dont le support !) est contenu dans K.
C’est un espace de Banach (et méme un espace de Hilbert si p est égal a 2)'

pour la norme || HLP’K.

1) On appelle support d’une section mesurable le plus petit ensemble en dehors
duquel elle est presque partout nulle.

L’Enseignement mathém., t. XXI, fasc. 2-3-4. 11
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On désigne enfin par L? (X, n) 'ensemble des sections de L (X, n) a
support compact. C’est un espace localement convexe et complet pour la
topologie vectorielle limite inductive des espaces L% (X, ).

Notons que les inclusions canoniques

Llo(())c (X’ TC) < quOC (X9 ﬂ) < LlpOC (X’ TE) < Llloc (X3 n)

L?(X,m) = Li(X,n) < L{(X,m) < L (X,7)

sont continues pour tout nombre réel ¢ au moins €gal a p.

Pour tout élément p de [I, o], I'’ensemble des fonctions & support
compact €tagées sur la tribu borélienne de X est dense dans Lf (X, C)
et L. (X, C) (loc. cit. théoréme (3.13)).

Pour tout élément p de [1, oo[, Uensemble %2 (X, n) est dense dans
L? (X, m) et LP_(X,n) (loc. cit. théoréme (3.14)). Notons que %> (X, 7)

est fermé dans I 7 (X, n) et que son adhérence dans L. (X, n) est égale a
%° (X, n).

‘Soient 7 et p deux fibrés vectoriels complexes sur X et soit 6 une dualité
de 7 @ p dans Cy. On suppose © et p munis de métriques hermitiennes véri-
fiant la condition

16,0’y <1y | 1yl

pour tout point x de X et tout point 3’ (resp. ") de m, (resp. p,).

1
Soient p et g deux éléments conjugués de [1, oo] (i.e. telsque — + — = 1)
P q

et soit K une partie compacte de X. Pour toute section u de L} (X, n) et
toute section v de Ll (X, p), I'inégalité de Holder (loc. cit. théoréme (3.8))
montre que 'on a

| _fX o(u, ) w| < ” u HLP,K H v “Lq,K .
En particulier, la forme bilinéaire
A:L¢(X,m) x Lip. (X, p) > C

définie par
A(,v) = [xo(u,v)

est séparément continue (et méme hypocontinue).

LEMME 2. La forme bilinéaire

A:%0(X,m) X Lig.(X,p) - C
est non dégénérée.
1l suffit de montrer que toute section v de L., (X,p) rendant la forme
linéaire 4 ( , v) nulle est elle-m&me identiquement nulle. La question étant
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locale, on peut supposer que X est un ensemble ouvert de R", que 7 et p
sont tous deux égaux au fibré produit C¥ et que la dualité J est donnée par
la formule

SOy = Y iy
1=j=m
On se raméne immédiatement au cas ou m est égal a 1. Pour tout ensemble
compact K de X et pour tout voisinage compact L de K dans X, il existe une
fonction u continue sur X dont le support est contenu dans L et égale a 1
sur K. On en déduit que

14 (o 0) | = 14 Qg —u,0) | < p(L\K) | v |

et par conséquent la forme linéaire 4 ( , v) est nulle sur I’ensemble des
fonctions a support compact étagées sur la tribu borélienne de X. Par den-
sité et continuité, elle est donc nulle sur L (X, C).

Pour toute partie compacte K de X, on définit alors une fonction u de
L? (X, C) en posant

u(x) =v(x) |[vx)|™* sixeK et si v(x) #0
ux) =0 si x¢ K ou si v(x) =0.

Il résulte de cette définition et de ce qui précéde que 'on a

lv|mx = 4@,v) =0

ce qui démontre I’assertion.

THEOREME 1. Pour tout couple (p,q) d’éléments conjugués de 11, o[,
la forme bilinéaire

4:L2(X,m) x LL (X, p) » C

est une dualité d’espaces vectoriels topologiques 1).
Il résulte du lemme 2 que les applications 4, et 4, induites par 4 sont
injectives. Pour montrer qu’elles sont surjectives, nous allons tout d’abord

examiner le cas ou 7 et p sont tous deux égaux au fibré produit C¥ et ou
la dualité 6 est donnée par la formule

SOHy) = Y ¥y

1=j=m

1) Soient E et F deux espaces vectoriels topologiques. On dit qu’une forme bilinéaire
A sur E X Fest une dualité d’espaces vectoriels topologiques si elle est séparément continue

?t si ege) induit une bijection A, (resp. A,) de E (resp. F) sur le dual topologique de F
resp. E).
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Toute forme lin€aire continue o sur L _ (X, p) s’écrit

loc

O = (O, cees Opy)

ol «y, ..., &, sont des formes linéaires continues sur L] (X, C). Par défi-
nition de la topologie de L (X, C), il existe une partic compacte K de X
et une constante c telles que

[ o; (w) | <C“ W“Lq,K

pour tout w dans L[ (X, C). Il existe donc une fonction u; de Lg (X, C)
telle que

o; (W) = a; (xgw) = p(u;w)
(loc. cit. théoréme (6.16)) et si I’on pose

U = (UgyeesUy)
on voit que 'on a

Au,0) = ) pp) = 3 ;) = a@)

l=j<=m l1=j=m

ce qui montre la surjectivité de 4.
De méme, toute forme linéaire continue S sur L2 (X, ) s’écrit

B = (:817 coes B

ou By, ..., B, sont des formes linéaires continues sur L% (X, C). Pour tout
ensemble compact K de X, la restriction de f; a L (X, C) est continue et
I’on voit qu’il existe une fonction vy ; et une seule dans L% (X, C) telle que

B;(w) = u(wog,)
pour tout w dans L% (X, C). Ces fonctions se recollent en une fonction v;
de Li (X, C) et si I'on pose
V= (V15 eesVp)
on voit que 'on a

Au,v) = Z p(up;) = Z B;(u;) = B(w)

1=j=m 1=j=m

ce qui montre la surjectivité de 4,.

Démontrons maintenant le cas général. Si « est une forme linéaire
continue sur Ll (X, p), on voit comme précédemment qu’il existe un
ensemble compact K de X tel que

a(v) = a(xgv)
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pour tout v dans L{_ (X, p). Il existe aussi un recouvrement fini (U)),.; de
K par des domaines de cartes de p (ou de 7) et pour chaque indice 1 une
fonction A, de ¥® (X, R) dont le support est contenu dans U, telle que

Y Ax) =1

el

pour tout point x de K. D’aprés la premiére partie de la démonstration, il
existe une section u, de L% (U, n) telle que

a(Ap) = Au,,v).
La somme des u, est une section # de L? (X, n) et 'on a

a(@®) = a(ygy) = Y «(Ap) = ), Au,,v) = 4(u,v).

el 1el

L’assertion relative a 4, est laissée en exercice au lecteur.

Exemple 1.

Soit 7 un fibré vectoriel complexe sur X et soit r un entier naturel. On
définit une dualité canonique

0:(nRR2H) ®(*RR":") - QF
en posant
(RO ®)) = <),y >t At

pour tout point x de X et tout élément y’ ® ¢’ (resp. y” ® t”) de 7, @ Q¢ .
(resp. ns ® Q). Pour toute section u de # ® QF et toute section v de
* @ Q"c", on pose

(u,v) = 0(u,v).

On désigne par ¢ la dualité obtenue en composant 0 avec la trivialisation
de la forme volume. Il résulte immédiatement de ces définitions que 1’on a

w,v) = o(u,v)w.
Par conséquent, la forme bilinéaire canonique

A:LI(X,n®Qc) x LL. (X, n*®Q"c") - C

loc
définie par

A(u,v) = §, (u,v)

est une dualité d’espaces vectoriels topologiques pour tout couple (p, q)
d’éléments conjugués de ]1, ool.
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Remarque 1.

Nous n’utiliserons le théoréme 1 que dans le cas particulier ol p et ¢
sont tous deux égaux a 2. Le résultat d’intégration nécessaire a la démons-
tration est alors beaucoup plus simple (loc. cit. théoréme (4.12)).

Remarque 2.

On montre de la méme maniére que la forme bilinéaire 4 induit des
bijections de L2, (X, p) sur le dual topologique de L. (X, 7) et de L? (X, 7)
sur le dual topologique de L. (X, p) (loc. cit. théoréme (6.16)).

Remarque 3.

Il résulte de ’hypocontinuité de la forme bilinéaire 4 que les bijections
4, et 4, sont continues (pour la topologie forte) et du théoréme du graphe
fermé que ce sont des isomorphismes.

On dit qu’une partie Y de X est une piéce si elle vérifie la condition
suivante:

(P) Pour tout point x de X, il existe une carte ¢ de X dont le domaine U
contient x telle que

d(UNY) = dp(U)n{(ty,....t)eR"|t; <O0}.

Ceci implique en particulier que Y est fermée et que 0Y est une sous-variété
de X. Nous allons munir dY d’une orientation naturelle que ’on dit induite
par X. Tout d’abord, si n est égal a 1, Ie bord de Y est de dimension O.
On munit tout point x de 0Y de 'orientation 1 (resp. — 1) (§ 1, remarque 2)
s’il existe une carte orientée ¢ de domaine U centrée en x telle que

d(UNY) =¢p(U)n{teR|t <0}
(resp.  (UnY) = ¢(U)yn{teR|t>0}).

Supposons # au moins égal a 2. Quitte 4 remplacer ¢, par —¢,, on peut
supposer que les cartes qui vérifient la condition (P) sont orientées. Leurs
restrictions a 0Y forment alors un atlas orienté dont la classe est par défi-
nition 1’orientation induite.

THEOREME 2 (Stokes). Pour toute piece Y de X et toute forme diffé-
rentielle u de €.(X, Q& 1), ona

fayl* (u) = jY du

ot 1 désigne [’injection canonique de 0Y dans X.
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On se rameéne immédiatement au cas ou X est un ensemble ouvert de
R" et ou Y est de la forme

Y= {(xg,..,x)eX[x;, <O0}.

Par linéarité, on peut supposer que u est donnée par
A

u = fdx; A ... Adx;...

jeee A dXx,

ol f est une fonction de €% (X, R). On a
of

du = (=171 ~dx; A ... Adx, .
0x;

Supposons tout d’abord j égal a 1. On a par définition

) = (fruydx, Ao A dXx,
et par conséquent

0 0
J\ ___j_‘dxl AL /\dxn = J (J —J:dx1> dxz...dx,,
Y axl Rn‘l x1=0 axl

= J f(0,x,,...,x,)dx, ... dx,
Rn—l
ce qui démontre I’assertion dans ce cas.
Supposons j strictement supérieur a 1. On a alors

(u) =0
et d’autre part

0 0 A
J- —idx1 A oo Adx, = j (J idxj> dx;...dx;...dx, = 0
Yaxj xléo R@xj

ce qui achéve la démonstration du théoréme.

COROLLAIRE. Soient u et v deux formes différentielles de €' (X, Q)
et L(X, QL") respectivement. Pour toute picce Y de X, on a

fydu nv = [ip* @A) + (=D [yu A do
En particulier, on a
fxdu Anv = (=D [yu A dv.
C’est une conséquence immédiate du théoréme 2 et de la formule

duAv) =du Av+(=1"u Adv.
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On appelle complexe de de Rham de X la suite d’espaces vectoriels et
d’applications linéaires

40 dt an-—1
0— &2 (X, R) = @° (X, oH % .. T5 g~ (x, @) — 0

ou d" désigne la restriction de la différentielle d aux formes homogénes de
degré r. On appelle groupes de cohomologie de X les espaces vectoriels

H'(X,R) = Kerd"/Imd ™",

La différentielle diminuant les supports, on a une deuxiéme suite

a° at a1

0— 2 (X,R)— %° (X, Q) — ... — €2 (X, Q")—0
et des groupes de cohomologie correspondants
H.(X,R) = Kerd,/Imd.™ 1.

Le noyau de d° s’identifie aux fonctions localement constantes sur X.
Si X est connexe, on a donc

H°(X,R) = R

et si X est ouverte, I’espace vectoriel H? (X, R) est nul.
La formule de Stokes montre que I'intégration des formes différentielles

de degré n induit par passage au quotient une forme linéaire canonique
i sur H; (X, R).

THEOREME 3. Si X est connexe, la forme linéaire i est un isomorphisme.
Si X est ouverte, [’espace vectoriel H" (X, R) est nul.

Si X est un cube de R”, I’assertion résulte du lemme de Poincaré (§ 3,
~ propositions 1 et 2).

Passons au cas général. Désignons par U, un domaine de carte iso-
morphe a un cube. Nous allons montrer qu’il existe pour toute forme u de
g2 (X, QY des formes u, et v de €2 (U,, Q") et €% (X, 2"~ 1) respecti-
vement telles que

U = ug + dv

- ce qui établira la premicre assertion.

Par partition de l'unité, on voit aisément que 'on peut supposer le
" support de u contenu dans un domaine de carte isomorphe a un cube.
- On construit alors une suite Uy, ..., U, de tels domaines vérifiant les condi-
' tions suivantes:
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(1) Pour tout entier j compris entre 1 et k, 'ensemble U; n U;_ est
non vide.

(2) Le support de u est contenu dans U,.

Par récurrence descendante sur lentier j, le lemme de Poincaré (§ 3,
proposition 2) montre qu’il existe des formes u;_; etv;_, de €7 (U;_ 1, Q")
et % (X, Q"™ 1) respectivement telles que

u, =u et u;p = uj_y +dv;_q.

Il suffit alors de prendre pour v la somme des v;.

Supposons X ouverte et montrons que toute forme u de ¥ (X, Q") est
exacte. Désignons par (K)o une suite exhaustive de parties compactes de
X (avec K, vide pour fixer les idées) telles que X'\ K ; n’ait pas de composante
connexe relativement compacte dans X (appendice II, lemme 6) et par
(o) jex une partition de I'unité subordonnée au recouvrement

(Kj+2\K)jen -

La premiére partie du théoréme montre qu’il existe des formes u, et v,
de €% (X\K,, Q") et €% (X, Q"™ 1) respectivement telles que

doh = Uy + dvg .
Pour tout entier j strictement positif, on construit alors par récurrence
des formes u; et v; de €% (X\K; 4, Q") et €% (X\K,, Q") respectivement

telles que
U +u;_y = u; +dv;.

En effet, la restriction de o;u+u;_; & une composante connexe V" de X \K;
est une forme différentielle de €7 (V, Q) et puisque V'\K ;. ; est non vide,
I’assertion résulte de la premicre partie du théoréme.

La famille des supports des v; étant localement finie, la somme

JjeN

appartient & €% (X, " !). On a alors

d’l) = Z d’l)J = aou _'uo + Z ((xju+u1_1—uj) = Z aju =u,

JjeN i1 JeN

ce qui achéve la démonstration du théoréme.

THEOREME 4. Soient X et Y deux variétés différentielles (orientées) de
dimension pure n et soit h une application indéfiniment dérivable de X
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dans Y. On suppose que Y est connexe et h propre ). Il existe alors un
entier relatif v tel que

jxh*(u) = iju

pour toute forme différentielle u de €% (Y, Q).
La forme linéaire A définie sur €% (Y, Q") par

A) = Jx h* (W)
induit par passage au quotient une forme linéaire sur H (Y, R). 11 résulte
du théoréme 3 que cette forme linéaire est proportionnelle a i. Tout revient
a montrer que le facteur de proportionnalité est un entier.

Désignons par y une valeur réguliére de 4 (§ 1, théoréme 2), par Y une
carte orientée de centre y et de domaine V" dans Y et par x4, ..., x,, les points
de A7 (y). Si V est suffisamment petit, ’application 4 induit pour tout
entier j compris entre 1 et p un isomorphisme #; de U; sur V, ou U; désigne
la composante connexe de x; dans 2~ " (V) (§ 1, théoréme 1). Posons

{ e(j) =1 si  + h; est une carte orientée de X

e(j) == —1 siy - h;n’est pas une carte orientée de X.

Pour toute forme différentielle u de €% (V, Q%), on a

Jxh*) = Y Jo,h*@ = Y e()fru

1=j=<p 1=j=p

ce qui démontre I’assertion.

L’entier v du théoréme 4 s’appelle le degré de u et se désigne par deg (u).

Remarque 4.

La considération des formes différentielles complexes sur X permet
d’introduire des groupes de cohomologie H" (X, C) et H; (X, C). On notera
que I’on a des isomorphismes canoniques

H (X,0) =H' (X, ®C e H(X,C =H(X,R®C.

Soit X une variété différentielle et soit g = (g, ) un cocycle complexe
de rang 1 subordonné a un recouvrement ouvert % = (U)),; de X. Pour
tout couple (1, ¥) d’indices, on désigne par u,, la forme différentielle

1 dg,.,

2in g,

1) Ceci signifie que I’'image réciproque par & de toute partie compacte de Y est
une partie compacte de X.
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1l existe pour tout indice 1 une forme u, de ¢* (U,, QQ) telle que
U, = U, — Uy

en tout point de U, n U, (§2, lemme 1). En particulier, puisque #,, est
fermée, les différentielles du, se recollent en une forme fermée v homogéne
de degré 2.

Montrons que la classe de v dans H? (X, C) ne dépend que de g. En
effet, si 'on a

pour certaines formes u, de €% (U,, Q%), les formes du, se recollent en une
forme v’ de €® (X, Q2), les u, —u, en une forme u de ¥ (X, Q¢) et l'on a

v/ =v + du
ce qui démontre I’assertion.
La classe de —v dans H? (X, C) s’appelle la classe de Chern de g et se
désigne par ch (g).

LEMME 3. Pour tout recouvrement ouvert U de X, la classe de Chern
induit un homomorphisme de Pic (%, C*) dans H?* (X, C). Si ¥ est un
recouvrement ouvert de X plus fin que U, le diagramme suivant est com-

mutatif :
Pic (%, C*) % (v.2) Pic (v, C*)

ch X ¥ ch

HZ (X, C)

La démonstration est laissée en exercice au lecteur.

Par passage a la limite inductive, on obtient donc un homomorphisme
canonique ch de Pic (X, C*) dans H? (X, C). On appelle classe de Chern
d’un fibré en droites complexes m sur X et1’on désigne par ch (r) la classe
de Chern du fibré principal associé a = (§ 2, scholie).

§ 5. COHOMOLOGIE DES SURFACES

Dans tout ce paragraphe, on désigne par X une surface différentielle
connexe et orientée.

Désignons par y une application indéfiniment dérivable définie sur un
ensemble ouvert W de R a valeurs dans X, et par u une forme différentielle
de €° (X, Qp). Il est clair que la restriction de v* (u) a tout intervalle fermé
de W ne dépend que de la restriction de y & cet intervalle.
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On dit qu’un chemin ¢ de X défini sur un intervalle fermé borné [a, b]
* de R est dérivable s’il existe un intervalle ouvert W contenant [a, b] et une
application y indéfiniment dérivable de W dans X prolongeant c. Pour
toute forme différentielle u de €° (X, Q¢), on désigne par c* (1) la restriction
de y* (u) a [a, b].

On appelle intégrale de u sur ¢ le nombre complexe défini par

Jou = Jac* ).

On définit ainsi une forme linéaire sur ¥° (X, Q¢), réelle sur les formes
différentielles réelles. De plus, si 4 est une application dérivable a dérivée
positive d’un intervalle fermé borné sur [a, ], on a

fenu = [ou.

Autrement dit I'intégrale de u sur ¢ ne dépend pas de la paramétrisation
de c. Enfin, pour toute fonction f de €' (X, C), on a

Jedf = f(c®) —f(c(a).

Désignons maintenant par u une forme fermée de ¢ (X, Qé). Le lemme
de Poincaré (§ 3, proposition 1) montre qu’il existe un recouvrement ouvert
(U)o de X et, pour chaque indice 1, une fonction f, de €® (U,, C) telle que

u|U, = df,

D’autre part, la compacité de ’'intervalle [a, b] montre qu’il existe une suite
- de nombres réels
a = t0<t1<...<tn<tn+1 = b

et pour tout entier j compris entre 0 et 7 un indice 7 () tel que U, ;contienne
I'image par c de l'intervalle [z}, £;, {]. Une telle suite est dite subordonnée au
recouvrement (U,),.;. Une telle application est dite de subordination.

- On a alors

tj+1 '
f“ = 2 W) = Y feup(ctan) = fe(c(t)).
c 0=j=nJ tj 0=j=n
Si ¢ est un chemin quelconque de X (continu mais non nécessairement
dérivable), et si u est fermée, le membre de droite est toujours défini. Nous
allons voir qu’il est indépendant des différents choix que nous avons faits.
Tout d’abord, il est indépendant de 7: désignons par ¢ une autre applica-
- tion de subordination de {0,..,n } dans 1. Pour tout entier j compris entre 0
et n, 'image par c de I'intervalle [z;, ¢;, 1] est contenue dans une composante
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connexe de U, ; n U,;, d’ou I'assertion puisque la fonction f.; = f5 ()
est constante sur cette composante connexe.
Pour tout nombre réel ¢ compris entre #; et £;, 4, la suite

a =to<...<t <t<tj+1<...<tn+1 =b

J
est encore subordonnée au recouvrement (U,),; et la somme correspon-

dante ne change pas. On en déduit que cette somme est indépendante de la
suite subordonnée au recouvrement (U)),;.

Finalement, désignons par (V,)..x un deuxiéme recouvrement ouvert
de X et, pour chaque indice x, par g, une fonction de €~ (V,, C) telle que

u I Vi = dgx .
Il existe une suite
a = t0<t1<...<tn+1 = b

subordonnée aux deux recouvrements. On désigne par t (resp. o) une appli-
cation de subordination de {0, ..., n } dans I (resp. K). Pour tout entier j
compris entre 0 et n, I'image par ¢ de l'intervalle [z}, £, ;] est contenue dans
une composante connexe de U, ;) N V,; et 'on conclut en remarquant
que f ;) — &4y €St constante sur cette composante connexe.

Pour tout chemin ¢ de X et toute forme fermée u de ¥ (X, Q¢), on pose

Ju = . Z fr(j) (C (tj+1)) "'fr(j) (C (tj))'

Cette définition coincide avec la précédente si ¢ est dérivable. Pour toute
application continue et croissante # d’un intervalle fermé borné sur [a, b},
on a

feonu = [.u.
De plus, pour toute fonction f de ¥* (X, C), on a
Jodf = flc(®) — f(c(a));

enfin, si ¢’ est un deuxiéme chemin de X ayant pour origine ’extrémité de c,
on a

feeu = feu + fou.

LeMME 1. Soient c, et ¢y deux chemins homotopes de X. On a alors

Jequ = fo u

pour toute forme différentielle fermée u de € (X, QJ).




— 170 —

On peut toujours supposer que ¢, et ¢, sont définis sur 'intervalle [0, 1]
et 'on désigne par I' une homotopie de ¢, vers c,, i.e. une application
continue du carré

C={(neR|0<s<l e 0t}
dans X vérifiant les conditions suivantes:
I'(s,0) =¢co(s) et I (s,1) = c;(s)
@, =c(0) =c¢,(0) et TI(l,1) =co(l) =c;(1).

Il existe un recouvrement ouvert (U)),.; de X et, pour chaque indice 1, une
fonction f, de € (U,, C) telle que

u I v, — dfz :
Par compacité, il existe deux suites de nombres réels

0=S0<...<Sn+1=1
O=t0<...<tm+1=1
et pour tout couple d’entiers (j, k) un indice 7 (J, k) tel que I'image par I
du rectangle
{(s,)eR* |5; <s<s;41 et 4, <t<lhyg)

soit contenue dans U, ;). Pour tout entier k compris entre 0 et m, la
restriction de I' 2 [0, 1] x { ¢, } est un chemin y, de X et il suffit de montrer
que 'on a

jm W = J.vk+1u .

Or, pour tout entier j compris entre 1 et n+ 1, 'image par I" de ’ensemble

{5} % [tes tiea]

est contenue dans une composante connexe de U, ;j_1 5y N Uy . On en
déduit que

fr(j—l,k) (Vk (Sj)) _'fr(j,k) (Vk (Sj)) = f‘c(j"l,k) (Vk+1 (Sj)) —ft(j,k) (Yk+1 (Sj)) .

Par sommation, et en utilisant le fait que y, et y, ., ont mémes extrémités,
- on voit que 'on a

Z fr(j,k) (Vk (Sj+ 1)) —f‘c(j,k) (Vk (Sj))

0=j<n

= Z f‘c(j,k) (Yk+1 (Sj+1)) '_ft(j,k) (?’k+1 (Sj))

0=j=n

. ce qui établit Passertion.
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Désignons par C* le groupe multiplicatif des nombres complexes non
nuls et par U le groupe multiplicatif des nombres complexes de module 1.
On appelle support d’une fonction continue a valeurs dans C* (ou U) le
plus petit ensemble fermé en dehors duquel elle est égale a 1.

On désigne par ¥ (X, C*) (resp. ¥® (X, U)) le groupe multiplicatif
des fonctions de ¥” (X, C) a valeurs dans C* (resp. U) et par €7 (X, C¥)
(resp. €7 (X, U)) le sous-groupe formé de celles a support compact.

L’application exponentielle induit des homomorphismes

exp2in: €7 (X,C) > € (X, C*) et exp2in: 47 (X,C) » €7 (X, C¥)
exp 2in : € (X, R) » € (X,U) et expin: 4T (X,R) - €7 (X,U).

On dit qu’une fonction de €% (X, C*) possede un logarithme si elle est dans

I'image de ’application exponentielle.

1 d
Pour toute fonction f de €* (X, C*), la forme différentielle 2—~7f
in

s’appelle la différentielle logarithmique de f. Elle est réelle si fest a valeurs
dans U, a support compact si f'est & support compact. Puisqu’elle est fermée,
on a des applications canoniques

§:6°(X,C*->H'(X,C) et 6:47(X,C* -HLX, O
0:4°(X,U) -H'(X,R)et §: ¥°(X,U) ->H.(X,R).

On vérifie aisément que ce sont des homomorphismes.

LemME 2. Considérons les deux diagrammes commutatifs de groupes
abéliens et d’homomorphismes

¢°(X,R) =¥, ¢°(X,U) —° . H'(X,R)
N N J @
€7 (X, 0 =02, g2 (X,C* 2 H'(X,C)

¢7(X,R) =27, ¢2(X,U) — - H!(X,R)
N ‘ N 0
(gcz'o(X, C) IR, (g?(Xa C*) ° Hi (X: C)

Les lignes sont exactes et 0 induit un isomorphisme sur les images de 6.
Pour toute fonction fde €® (X, C), on a

1 d(exp2inf)
2in  exp 2inf B

df

ce qui montre que le composé des deux homomorphismes est nul. D’autre
part, si g est une fonction de €~ (X, C*) telle que
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1 d
~ —af,

2in g
on voit que g exp (—2izn f) est constante, ce qui montre que les lignes sont
exactes.

Montrons que I’application induite par 6 est injective. Si g est & valeurs
dans U, et si I'on a
exp2inf =g,
on a la relation
exp(—2nlmf) = |g| = 1

autrement dit f est a valeurs réelles.
Montrons que l’application induite par 6 est surjective. Pour toute
fonction g de ¥ (X, C¥), il existe une fonction f de €® (X,R) telle que

lgl =expf.
On a alors
-1
d(lgl1 9) =d_g_df
lgl g g

ce qui démontre I’assertion.
Le second diagramme se traite de la méme maniére.

On désigne par H! (X, Z) (resp. H. (X, Z)) le sous-groupe de H! (X, R)
ou H! (X, C) (resp. H. (X, R) ou H. (X, C)), image de I’lhomomorphisme 4.

Désignons par G le groupe fondamental de X en un point base x,,.

Pour toute forme différentielle fermée u de ¥* (X, Q') et tout lacet ¢
de X, on appelle période de u sur c, I'intégrale de u sur c¢. Cette période ne
dépend que de la classe de cohomologie de u et de la classe d’homotopie de ¢
(lemme 1). On a donc un homomorphisme canonique

@ :H'(X,R) - Hom (G, R)

THEOREME 1. L’homomorphisme @ est un isomorphisme. Il envoie
H! (X,Z) sur Hom (G, Z).

Montrons tout d’abord que @ est injectif. Soit # une forme différentielle
fermée de €~ (X, Q') et soit ¢ un chemin d’origine x, et d’extrémité x
dans X. Si toutes les périodes de u sont nulles, 'intégrale

f(x) = [,u

ne dépend pas de c. Montrons que f appartient a ¥* (X, R) et que sa diffé-
rentielle est u. Tout point x; de X posséde un voisinage connexe U sur
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lequel u est la différentielle d’une fonction g de C* (U, R) (lemme de Poin-
caré). On a alors pour tout point x de U

fx) =J u+gx) —g(x)

oll ¢ est un chemin fixe joignant x, & x;. Ceci démontre I’assertion.
Montrons maintenant que @ est surjective. Désignons par o un homo-
morphisme de G dans R, par X le revétement universel de X et par 7 la
projection canonique de X dans X. On rappelle que le groupe G s’identifie
au groupe des transformations de ce revétement; on le fait opérer sur
X % R par la formule

¢ (x,1) = (c(x),a(c) +1).

On désigne par Y Despace des orbites, par p la projection canonique de
X X R dans Y et par p 'unique application rendant le diagramme suivant
commutatif

}~( )~(><R
- | L
X L4 Y

Soit U un ensemble ouvert simplement connexe de X et soit " une compo-
sante connexe de =~ ! (U). Le groupe G opérant trivialement sur ¥ X R,
on voit que p induit un homéomorphisme de ¥ X R sur p~* (U). On en
déduit aisément que Y est séparé et que X X R est son revétement universel.
On munit Y de 'unique structure différentielle faisant de p un isomorphisme
local (§ 1, exemple 4).

L’étape suivante consiste a construire une section s de p, i.e. une appli-
cation indéfiniment dérivable de X dans Y telle que

prs = 1y 1)-

On désigne par (U,),en €t (Viueny deux recouvrements ouverts localement
finis de X tels que U, soit simplement connexe et V, relativement compact
dans U, pour tout entier n. On construit alors par récurrence une section s,
de p indéfiniment dérivable au voisinage de U V; et qui coincide avec

0=j=n
Sp—q Sur V, o u V. Ceci est possible puisque ’on a un diagramme
0=j=n—1
commutatif -
p(U,) = U,xR
p \\ L

U

n

. ‘1) On prendra garde que p n’est pas un fibré vectoriel sur X: les transitions sont
linéaires affines et non linéaires.
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L’application s s’obtient par recollement des s,
Remarquons maintenant que la forme différentielle d¢ sur X x R est

invariante par G. Par passage au quotient, elle définit une forme diffé-
rentielle fermée u sur Y et ’on pose

v = s*(u).

Pour tout lacet ¢ de X au point x,, et tout point (x, ) de X x R se projetant
sur s (xg), il existe un chemin ¢ et un seul relevant s - ¢ et ayant (x, t) pour
origine. Son extrémité est par définition le point (¢ (x), « (c) + t) et 'on a

Lo =15 = ,u=],dt =2

ce qui démontre finalement la surjectivité de @.

Il reste a voir que les formes différenticlles & périodes entiéres sont
exactement les différentielles logarithmiques.

La premiere partie du théoréme montre qu’une fonction f de €~ (X, U)
possede un logarithme sur tout ensemble ouvert simplement connexe.

Puisque deux tels logarithmes différent d’un entier, toutes les périodes de

1 df .
—— —— sont des entiers.
2in f

Réciproquement, désignons par u une forme différentielle fermée de
% (X, Q). Toujours en vertu de la premiére partie du théoréme, la forme
différentielle * (u) est exacte sur le revétement universel X. Désignons par f
une fonction de ¥* (X, R) dont la différentielle est n* (u). Si les périodes de
u sont enticres, la fonction exp (2in ) est G-invariante ce qui achéve la
démonstration du théoréme.

COROLLAIRE 1. Si X est simplement connexe, toute forme différentielle
 fermée de €® (X, Q") est exacte et toute fonction de €* (X, C*) posséde
un logarithme. |

COROLLAIRE 2. Si le groupe G est de génération finie, l’injection cano-
nique de H' (X, Z) dans H' (X, R) induit un isomorphisme

H!'(X,Z) @R = H'(X,R) ).

Le corollaire 2 s’applique en particulier si X est compacte (appendice 11,
proposition 1).

1y On peut exprimer ce fait en disant que H* (X, Z) est un réseau de H! (X, R),
i.e. un sous-groupe libre dont le rang est égal 4 la dimension de H* (X, R).
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Soit ¢ une carte orientée de X et soit D un disque de centre x relati-
vement compact dans ¢. Pour toute forme différentielle fermée u de
%= (X\{x}, ), le nombre complexe

Rés (u,x) = i u
2im Jsp

ol dD désigne le bord orienté de D ne dépend que de u: c’est une conse-
quence immédiate de la formule de Stokes. On I'appelle le résidu de u au
point  X.

Supposons X simplement connexe. Il résulte du théoréme 1 appliqué
a la surface différentielle X\{x} que u est exacte si et seulement si son
résidu au point x est nul.

On identifie désormais R? et C au moyen de I'isomorphisme R-linéaire A
défini par

Alxy,%,) = x4 +ix, et A7l (z) = (% (z—l—i),%(z—i)).

En particulier, toute carte de X apparait comme une fonction a valeurs
complexes.

LEMME 3. Soient ¢ et Y deux cartes orientées de X centrées en un
point x, ayant pour domaine le méme ensemble simplement connexe U.

(1) La différentielle logarithmique de ¢ appartient & L., (U, Q).
Son résidu au point x est égal a 1.

(2) Tout logarithme de ¢~ demeure borné au voisinage de x.

La premicre assertion résulte immédiatement des définitions: il suffit
d’introduire des coordonnées polaires dans la carte ¢. Démontrons la
seconde. Dans un voisinage ouvert convexe V de ’origine, le changement
de cartes y de ¢ dans Y s’écrit

Y1 = UgXq +UzXx, ety = 01Xy + UyX,

(§ 3, lemme 2). Le jacobien de y a 'origine est positif. Il est donné par la
formule

jac (1) (0) = u; (0)v2(0) — u,(0)v, (0).

On définit des fonctions A4 et &, de ¥ (V, C) en posant

1 1 1 1
hy = 5 (ug +v,) + 5 (u,—vy) et h, = 5 (ug —v,y) — Y, (uy +v,).
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On a alors

Y =71+ =hiz +hz et jac()(0) = [h (0)[* — [y (0) 2.

11 existe par conséquent deux nombres réels ¢ et 1 strictement positifs tels que
|hy(2) = h (O) [ <n et |hy(2)| + 27 <[h(0)]

pour tout nombre complexe z de module inférieur ou égal a &. On en déduit
que

1)+ () = b ) <1+ 1ha ()] < [ O]~ 1.

En particulier, la fonction z~!y qui n’est autre que I’expression de ¢~ 1y
dans la carte ¢ posséde un logarithme borné dans la couronne

{zeCl|O<|z]|<¢},

ce qui démontre 1’assertion.

PROPOSITION 1. Pour tout chemin c¢ d’origine x et d’extrémité y dans
X, il existe une fonction h de €% (X\{x, y}, C¥) vérifiant les conditions
suivantes :

(1) La différentielle logarithmique de h appartient & L. (X, Qp).
(2) La restriction de h (resp. h™') a unm voisinage convenable de x

(resp. y) est une carte orientée de X centrée en x (resp. y).

(3) Pour toute forme différentielle fermée u de 4 (X, Q¢), on a

1 dh
— | — Au=| u.
2in |y h .

Si de plus ¢ est un lacet, on peut supposer que h appartient a €% (X, C*).
Nous démontrerons tout d’abord une propriété d’additivité que nous
utiliserons plusieurs fois par la suite. Supposons que I'on ait

cC = C1C2

et qu’il existe des fonctions %, et A, vérifiant les conditions de la proposition
pour les chemins ¢, et ¢,. Désignons par a l'extrémité de c¢; (qui est aussi
Porigine de c¢,). La fonction Ak, posséde toutes les propriétés requises,
sauf qu’elle est peut étre singuliére au point a. Sur un voisinage ouvert
convenable U de a, 1a fonction % ,k, posséde un logarithme fet ce logarithme
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demeure borné au voisinage de a (lemme 3). Désignons par o une fonction
de €% (U, R) égale a 1 au voisinage de a et posons

h = hh, exp (—2inof).

La fonction /4 appartient & €® (X\{x, y}, C*) et Pon a pour toute forme
différentielle fermée u de €~ (X, Q)

dh
_l_ — AU = L{—J d(ocf)/\u.
2im Xh ¢ X

De plus, si ’on désigne par D, le disque de centre a et de rayon & dans
une carte orientée de centre a, on a

&0 e>0

Jd(af)ALz:limf d(ef) Au = —1imJ ofu = 0.
X x\p, oDg
On peut donc supposer que X est un ensemble ouvert convexe de C
et que ¢ est donné par la formule
c(t) = (2t—1,0)

pour f compris entre 0 et 1. Désignons par X' le complémentaire de I'image
de c. Il résulte du théoréme 1 que la fonction g définie par

z +1
z — 1

g(z) =

posséde un logarithme sur X’ et 'on pose

h(z) = exp (2ino(z)logg(z)) sizeX’
h(z) = g(2) si ze X\ X’
en désignant par o une fonction de % (X, R) égale & 1 au voisinage de

I’image de c¢. Vérifions la condition (3). Toute forme différentielle fermée
sur X est exacte (lemme de Poincaré) et ’on a pour toute fonction f de

¢* (X, O),
dh . dh
— Adf =1lim — d{f—
X h £>0 x\(DjuDy) h

: dh : dh
= lim f— + lim f—,
aDé h ” ]’l

&0 e-0 oD%

olt D, (resp. D,) désigne le disque de centre x (resp. y) et de rayon ¢. En
passant en coordonnées polaires, on vérifie aisément que ’on a




— 178 —

.| dh , dh
lim f— = 2in f(y) et llmj f— = =2in f(x)
&0 JoDj h oD{ h

>0

ce qui démontre la proposition.

Remarque 1.

On appelle chemin joignant un point x d [l’infini dans X toute application
propre et continue ¢ de R, dans X qui envoie ’origine sur x. Un tel chemin
existe toujours si X est ouverte (exercice pour le lecteur). On définit de
maniére évidente I'intégrale d’une forme fermée de ¥ (X, Q¢) le long de ¢
et 'on vérifie aisément qu’il existe une fonction # de ¥* (X'\{x}, C¥) véri-
fiant les conditions suivantes:

(1) La différentielle logarithmique de % appartient & L, _ (X, QJ).

(2) La restriction de 4 a un voisinage convenable de x est une carte
orientée de X centrée en Xx.

(3) Pour toute forme différentielle fermée u de €% (X, Q¢), on a
1 dh
— | un—=| u.
2i7f X h c

On peut de plus supposer que le support de /# est contenu dans un
voisinage arbitraire de I'image de c.

La formule de Stokes montre que la forme bilinéaire canonique

A:62(X,0H x €°(X,2Y) - R
définie par
Au,v) =[xu Av
induit par restriction et passage aux quotients une forme bilinéaire cano-

nique
A:H (X,R) x H (X,R) - R.

THEOREME 2. Les formes bilinéaires
A:H(X,Z) xH X,R)-R e 4:H(X,R)xH' (X,Z)—>R

~ sont non dégénérées.
| Soit v une forme différentielle fermée de €= (X, Q) telle que 4 ( , v)
soit nulle. Pour tout lacet c, il existe une fonction 2 de €% (X, C*) telle que

1 dh
=— | — Av =0.
. 2im Jx h




— 179 —

En particulier, toutes les périodes de v sont nulles et par conséquent v est
exacte (théoréme 1). Ceci montre que la premiére forme est non dégénérée.

Soit # une forme différentielle fermée de €% (X, Q') telle que 4 (u, )
soit nulle. Il résulte de ce qui précéde que u est la différentielle d’une fonc-
tion fde € (X, R) et tout revient a montrer que I’on peut choisir f'a support
compact. Soit K un voisinage compact du support de u# dont le complé-
mentaire n’a pas de composante connexe relativement compacte (appen-
dice II, lemme 5). Il est clair que f est constante sur chaque composante
connexe de X\K. Montrons qu’elle est constante sur X\K.

Soient U et V les composantes connexes de deux points x et y de X\K.
On désigne par o un chemin joignant x a 'infini dans U, par f un chemin
joignant y a linfini dans V et par ¢ un chemin joignant x a y dans X. Il
existe des fonctions 4, et #; dans € (X\{x}, C*) et ¥* (X\{y}, C*¥) respec-
tivement dont le support est contenu dans le complémentaire de K, vérifiant
les conditions de la remarque 1 pour les chemins o et 8, et une fonction A
de €* (X\{x, y}, C*) vérifiant les conditions de la proposition 1 pour le
chemin ¢. Comme dans la proposition 1, on voit que ’on peut supposer la
fonction A,h™ A" indéfiniment dérivable. On a alors
1 d(h,h™*hy")

f(y) —‘f(X) = J;u = El; Xu A hah—lhzl

ce qui démontre I’assertion.

COROLLAIRE 1. La forme bilinéaire canonique

A:H.(X,R) x H'(X,R) > R
est non dégéncrée.

COROLLAIRE 2. Si le groupe G est de génération finie, la forme bilinéaire A
induit des isomorphismes

H.(X,R) = H'(X,R)* e H' (X,R) =H.(X,R)*.
Remarque 2.

Le corollaire 2 du théoréme 2 s’applique en particulier si X est compacte
(appendice II, proposition 1). On voit alors que I’espace vectoriel H* (X, R)

est de dimension paire puisque la forme bilinéaire 4 est non dégénérée et
alternée.

L’ensemble G" défini par
G' ={ceG|f u =0 pour tout ueH' (X,2))}




est un sous-groupe contenant le groupe des commutateurs. Le quotient G
est donc un groupe abélien dont on vérifie aisément qu’il est sans torsion.
Il résulte par ailleurs du théoréme 1 que @ induit un isomorphisme de

H' (X, Z) sur Hom (G, Z). _

Tout lacet ¢ de X posséde une image naturelle dans G, a savoir la classe
du lacet aca ™t ol « est un chemin joignant x, & un point de I’image de c.
En particulier, toute courbe compacte orientée de X posséde une image

naturelle dans G (appendice 1V, théoréme 1). D’autre part, si 2 désigne une
fonction de €% (X, C*) vérifiant les conditions de la proposition 1 pour
le lacet ¢, la classe dans HL (X, Z) de la différentielle logarithmique de 4

ne dépend que de la classe de ¢ dans G. C’est une conséquence immédiate
des définitions et du théoréme 2. On a donc un homomorphisme canonique

0:G—H-(X,Z).

THEOREME 3. L ’homomorphisme 0 est un isomorphisme.

L’injectivité de 0 résulte immédiatement des définitions.

Soit / une fonction de ¥7 (X, U). Pour toute valeur régulicre z de A
différente de 1, ’ensemble 4! (z) est une courbe compacte de X. Cest
donc une réunion finie de courbes isomorphes & U. Nous allons munir cette
courbe d’une orientation naturelle. Désignons par f I’'unique isomorphisme
de U\{1} sur 10, 1] tel que

exp (2inf) = 1y,

et par ¢ 'image de z par cet isomorphisme. L’ensemble (/- A)~* (10, ¢]) est
une piece de la surface différentielle (£ - £)~* (10, 1[) dont le bord est préci-
sément #~! (z). On munit ce bord de I'orientation induite.

Soient ¢’ et t” deux valeurs réguliéres de f - & avec ¢’ strictement inférieur
- at”. L’ensemble

Y, 1) = (- [ 0)
- est une piéce compacte de X et ’on a pour toute forme différentielle fermée
u de €° (X, Q0),

j(f'h)"l(t”) u - j(f-h)‘l(t’)u = 5Y<r',t") du = 0.

~

En particulier, la classe ¢ de A~ ' (z) dans G est indépendante de la valeur
- réguliére z. D’autre part, sur 'ensemble ouvert 27" (U\{1}), on a la relation

1 dh

ﬂ_}_{ =d(f-h).
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On en déduit que

1 dh , ,
— — AU =1 u—t u .
2im Y (") h (f-m—=1@") (S-h=-1@)

Le théoréme de Sard (§ 1, théoréme 2) montre qu’il existe des valeurs
réguliéres de f - h arbitrairement voisines de 0 et de 1. On en déduit que

1 dh 1 dh j
e — A u =lim— — AW = u.
2in | y h 0 20 ) yqrary B .

"1

Autrement dit, 'image de ¢ par ’application 6 n’est autre que la classe de 4
dans H.. (X, Z), ce qui démontre le théoréme.

Remarque 3.

Si u et v sont des éléments de H. (X, Z) et H' (X, Z) respectivement,
on a
fyu nv=1{v

ol ¢ désigne I'unique élément de (N} défini par u. Ceci montre en particulier
que 4 induit une forme Z-bilinéaire rendant le diagramme

H.(X,Z) x H!

o1 Lo |

G x Hom(é,Z) =i F

commutatif. La forme bilinéaire < , > ¢tant non dégénérée par défi-
nition de G, il en est de méme de 4 et ’on a un isomorphisme canonique de

H! (X, Z) sur H, (X, Z)*. Si de plus G est de type fini, on a un isomorphisme
canonique de H. (X, Z) sur H! (X, Z)*.

La forme Z-bilinéaire A s’appelle la forme d intersection de X. Nous
allons essayer d’expliquer pourquoi.

Soient g et 4 deux fonctions de €7 (X, U) et € (X, U) respectivement
et soit u ’application produit (g, #) de X dans U x U.

L’application de g ~* (U\{1}) dans (U\{1}) x U induite par u est propre.
On désigne par v son degré (§ 4, théoréme 4). Notons que I’on a

dg dh —v dz dw
A _

T 42
472 x 9 h 4n° | yxu 2 W
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Désignons par (z, w) une valeur réguliére de u, avec z et w distincts de I,
par f I'unique isomorphisme de U\{1} sur ]0, 1] tel que

exp (2inf) = ly\u,

et par (sq, o) 'image de (z, w) par f x f.

Les ensembles g ! (z) et A~ (w) sont deux courbes de X naturellement
orientées (démonstration du théoréme 3), dont la premiére est compacte.
Soit x un point de l'intersection de ces deux courbes. La restriction de
(f x f) - u aun voisinage convenable de x est une carte de X et I"image de
g~ (2) (resp. A~ (w)) par cette carte est la courbe

{(s,)eR*|s = s} (resp. {(s,)eR*|t =15}).

Si la carte est orientée, on dit que le nombre d’intersection de g~ * (2)
et h™'(w) au point x est 1 (quand on se proméne le long de g~ (2),
la courbe 27! (w) vient de la droite). Si la carte n’est pas orientée, on dit
que le nombre d’intersection de g~ ' (z) et h™'(w) au point x est —1
(quand on se proméne le long de g~ ' (2), la courbe ~2~! (w) vient de la
gauche). Ainsi le degré v apparait comme le nombre de points d’intersection
(avec signes) des deux courbes orientées g ™! (z) et A~ (w).

Nous allons maintenant calculer la classe de Chern d’un fibré en droites
complexes sur X. On peut se limiter au cas ou X est compacte: si X est
ouverte, les deux groupes Pic (X, C*) et H? (X, C) sont nuls (§ 2, corollaire
du théoréme 1 et § 4, théoréme 3). On sait alors que 'intégration des formes
différentielles de degré 2 induit un isomorphisme canonique de H? (X, C)
sur C (§ 4, théoréeme 3). La classe de Chern d’un fibré en droites complexes
sur X apparait donc comme un nombre complexe.

Soit 7 un fibré en droites complexes sur X et soit x un point de X.

Désignons par @ et ¥ des cartes de w ayant pour domaine le méme voi-
sinage de x et par g la transition de @ dans ¥. Pour toute section s de
%~ (X\{x}, ), on a

Sgp = g Sg -

En particulier, si s ne s’annule pas, le résidu au point x de la différentielle
logarithmique de s4 est indépendant de @. C’est un entier que ’on appelle
[’ordre de s au point x et que ’on désigne par 0, (s).
Soit 4 un ensemble fini de X et soit s une section partout non nulle de
%* (X\4, ). On appelle ordre de s Ventier défini par
0(s) = ). 0,(s).

xeAd
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PROPOSITION 2. On suppose X compacte et [’on désigne par A un ensernble
fini de X. Pour toute section s partout non nulle de €% (X\A, n), on a

0(s) = ch(n).

Désignons par x4, ..., X, les points de A. Il existe deux familles(U;); ;.
et (V)1 —;—n d’ensembles ouverts de X vérifiant les conditions suivantes:

(1) L’ensemble U; est le domaine d’une carte @; de 7 et le domaine
d’une carte orientée ¥ ; de X centrée au point x;.

(2) L’ensemble V; est un disque relativement compact de centre Xx;
dans .

(3) Les ensembles Uy, ..., U, sont deux a deux disjoints.

Puisque la section s est partout non nulle sur X\4, le fibré 7 est trivial sur
I’ensemble

J
1=j=n

Choisissons une trivialisation @, et désignons par g,; la transition de &;
dans @, pour tout couple d’entiers (j, k) compris entre 0 et n. On a

Sk = YkjS;j

ou s; désigne I'expression de s dans &;. Choisissons pour tout entier j
compris entre 1 et n une fonction «; de € (X, R) égale a 1 au voisinage de

- . . ds; :
X\V;eta0auvoisinage de x ;. Les formes différentielles o; — appartiennent

Sj

a %> (U, Qé) et I'on a
1 ds, 1 ds;

J

1 dgy;

" 2in Gk

2in S 2irn S;

en tout point de V; n V. Par définition de la classe de Chern, on a donc

ol u désigne la forme différentielle de ¥ (X, Q&) obtenue par recollement
1 ds; ,
des — da; A —=. Par conséquent,
in S;
1 ds; 1 ds.
ch(n) = ) _J do A — = Y — —i=0(s)
1=j=n 217‘5 U Sj l=j=n 217'5 an Sj
! ce qui démontre 1’assertion.




— 184 —

COROLLAIRE. La classe de Chern d’un fibré en droites complexes sur X
est un entier.

C’est une conséquence immédiate de la proposition 2 et de ’existence
de sections transverses (§ 2, lemme 5).

LEMME 4. Soient © et p deux fibrés en droites complexes sur X et
soient s et t deux sections transverses de T et p respectivement.

(1) L’ordre de s en un de ses zéros est égal @ 1 ou —1.

(2) Sil’ordre de s est égal a l’ordre de t en tout point, alors © et p
sont isomorphes.

La premiere assertion résulte immédiatement des définitions. La démons-
tration de la seconde est laissée en exercice au lecteur (on procédera comme
dans la proposition 1 pour construire une section partout non nulle de

€~ (X, n®@p*)).

Soit ¢ une carte orientée de X centrée en un point x. On désigne par
U, son domaine et par U, ’ensemble X\{x}. On définit un cocycle complexe
de rang 1 subordonné au recouvrement (U, U,) en posant

91,0 = ¢—1 et Jdo1 = ¢ .

Désignons par n un fibré en droites complexes associé a ce cocycle. La
fonction ¢ sur U, et la fonction constante 1 sur U, se recollent en une sec-
tion transverse s de 7 et 'on a

ch(n) =0(s) =0,(s) = 1.

Le lemme 4 montre que la classe £, de n dans Pic (X, C*) ne dépend que
de x.

LEMME 5. Le groupe Pic (X, C*) est engendré par les fibrés de la forme &..

Soit & un fibré principal de groupe structural C* sur X et soit 7 un fibré
en droites complexes associé a £. On désigne par s une section transverse de
7, par Xy, ..., X, les zéros d’ordre 1 de s et par y, ..., y,, les zéros d’ordre
—1 de s. On voit aisément a ’aide du lemme 4 que 'on a

=80l

ce qui démontre I’assertion (§ 2, lemme 4).

THEOREME 4. Si X est compacte, la classe de Chern induit un isomor-
phisme canonique de Pic (X, C*) sur Z.




— 185 —

En vertu de ce qui précéde, il suffit de montrer que ch est injective, ou
ce qui revient au méme, que tout fibré principal de la forme

E = &8

est trivial. Désignons par 7« (resp. p) un fibré en droites complexes associé a
¢, (resp. &) et par s (resp. ¢) une section transverse de 7 (resp. p) possédant
un seul zéro d’ordre 1 au point x (resp. y). Soit ¢ un chemin joignant x a y
dans X et soit 4 une fonction de ¥% (X\{x, y}, C*) vérifiant les conditions

t
de la proposition 1. La section /z — de € (X\{x, ¥}, 7 ®p*) est partout non
s

nulle. Elle est d’ordre 0 au point x et au point y. L’assertion résulte alors du
lemme 4.
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