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transformation du type F = AF,, G = AG,, avec AeGl (m, K &).
D’apres le corollaire (6.4), on peut donc supposer k = 1, et M constant;
on peut méme supposer que M est triangulaire inférieure; alors en rai-
sonnant par récurrence, on est ramené a démontrer le résultat lorsque D

est Popérateur différentiel scalaire x P A, A eC; ce cas peut étre laissé
X

au lecteur, (ici, on pourra méme prendre / = 0, mais peu importe).

§ 8. — LE CAS FAVORABLE

La proposition suivante est classique:

Proposition 8.1. Avec les notations du lemme 7.2, supposons k > 1, et
supposons que les valeurs propres 1; de M (0) vérifient Re (4;) # 0. Alors
le lemme 7.2 est vrai avec | = 0.

Démonstration

1) 11 suffit de démontrer la proposition pour M = M (0); en effet,
supposons le résultat établi dans ce cas; soit K° : B(p;a)™ - B(p; a)"

I'inverse a droite de x**! P M (0) (K° dépend de a, mais non de
X

P = Po); on pose alors M (x) = M (0) + x N (x), N € End (™), et on
note L lapplication F— x N K ° F; il suffit de trouver K ', inverse de
I — L, car alors K ° K! = K sera un inverse a droite de D.

Or, pour a < 4, on a |K,F|,<C|F|, (cf. remarque suivant
I'énoncé du lemme 7.2), d’ou, par un calcul analogue a ceux du §7:
|LF|pO < C'a | Fipo; en choisissant a pour qu’on ait C’'a < 1, on voit
que la série K ' = X L" converge dans P'espace des applications linéaires
continues de B (p,; @)™ dans lui-méme.

Montrons par récurrence sur p > p, que K' envoie continusment
B(p; a)™ dans lui-méme; supposons donc le résultat acquis pour p — 1;
I’équation H = K G équivaut & H = G + L H; si G parcourt un borné
de B(p, @)", H parcourt un borné de B(p—1; a)” par hypothése de récur-
rence; donc L H = x NK°® H parcourt un borné de B(p;a)"; donc
H = C + L H parcourt un borné de B (p; a)", ce qui démontre le résultat.

Il est alors clair que K = K ° K ! répond a la question; d’ou la propo-
sition.
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ii) Démontrons maintenant le résultat pour M constant; on peut

supposer M triangulaire inférieure; alors par récurrence sur m, on est

d

r\ o r . , , ey r . . k+1
ramené 2 établir le résultat pour I’opérateur différentiel scalaire x P A,

avec A€C, Rel # 0; posons A = k (u+1iv); la transformation f =
exp (—ivx~¥) f, nous raméne au cas ou v = 0; alors la solution générale

d :
de I’équation x**1 i kuf = g sécrit
X

FO) = i exp [0 —xH]g (d .

Pour u > 0, on choisira x, = a (par exemple x, = 1), et pour u < 0,
on choisira x, = 0; dans les deux cas, on doit démontrer que pour p € N,
et x tendant vers 0, on a

X

[, P Vexp [(u@E ™ =x"9]g®dt = 0(xP)

Faisons la démonstration pour u > 0 (le cas p < 0 est analogue et un
peu plus simple); par le changement de variables s = t7%, y = x7%

plk = g, on est ramené a démontrer qu’on a, pour y = + 0.
v

J sT%exp p(s—y)dy =00y
1
En intégrant par parties, on trouve que le terme tout intégré est de

y
lordre voulu, et il reste a évaluer f s 971 exp p(s—y)dy; supposant

1 y/2 y y/2
¥y > 2, on coupe la derniére intégrale en f et f ; on majore f en y
y 1 y/2 1
remplagant 597! par 1, et _f en y remplagant exp u(s—y) par 1; nous

vz
laissons les détails au lecteur (en fait, en continuant les intégrations par

parties, on obtiendrait un développement asymptotique de lintégrale
envisagée; cela correspond en fait & démontrer le théoréme 7.1 pour I’équa-

tion x**! i kuf = xP, et la solution formelle évidente de cette
équation!). La proposition est donc démontrée.

Corollaire 8.2 (cf. Wasow [1]). Dans les hypothéses du théoréme 7.1,
supposons en outre qu’on ait k > 1, et que la matrice —37; (0, Y®) ait toutes

ses valeurs propres de partie réelle non nulle. Alors le théoréme (7.1) est vrai.
Cela résulte de la démonstration de implication (7.2) = (7.1).
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Remarque 8.3. Dans les hypothéses précédents, et méme dans I’hypothése
. 0P . : : :
plus faible « @ (0, Y°) = 0, 37 (0, Y?) inversible », il exsite une et une

. : d H A
seule série formelle H vérifiant H (0) = Y° et x**! -5 = @ (x, H). Cela
| x

se voit par le méme calcul que le théoréme des fonctions implicites pour

dH )
—— augmente stricte-
dx

les séries formelles (puisque lapplication H — x**1

ment le degré des monOmes).
Donnons maintenant une application des résultats précédents qui
jouera un rdle essentiel dans la suite. '

d
Proposition 8.4. (Sibuya; cf. Wasow [1]). Soit D = x**! i M, avec
b

M e End (™). Supposons qu’on ait une décomposition de M (0) en deux
blocs M (0) = (g 8
par A; (resp p;) les valeurs propres de P (resp de Q) et supposons que, pour
tout (i,j), on ait Re(A;) # Re(u;). Alors il existe A e Gl(m, &), avec

), P € End (C?), Q € End (C9, p + q = m; désignons

d
A (0) = Itel que la transformation F = A F, transforme D en x**1 i N,
x

avec N =<g] ]8 ,,>, N’ e End (67), N" € End (&9).
Posons M =<M“ M12> avec M,, € End (&7), etc.; on cherche a
M21 M22
priori A sous la forme 4 = I +<?4 13 ) , A" (0) = 0, 4" (0) = 0; on doit
. dA , L
avoir x**1 = M A — AN; en égalant les blocs d’indice (11) et (21)
X

dans cette équation, on trouve

”

My + My A =N’

” r” ’ k+ 1 d A”
M21 + M22 A = A N + X _—
dx
En tirant N’ de la premiére équation, on trouve 1’équation suivante
” k+ 1 d A ' r” " ” "
pourA:x T=M21+M22A —A Mll_A M12A.
X

Nous allons appliquer a cette équation la remarque 8.3 et le corol-
laire 8.2 (le fait que notre équation soit a coefficients complexes n’est pas
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génant, il suffirait de séparer les parties réelles et imaginaires); on prend
ici ®(x,A") = My + My, A” — A" My — A" M, A”; on a bien

0P .
®(0,0) = M,;(0) = 0;et W (0, 0) est I'application o> M22 ©0) a —

eM{i;(0)=Qa—aP, ae Hom (C4, C?); le lemme (6.2) montre que
les valeurs propres de cette application sont les u; — 4;, donc ont leur

partie réelle non nulle; la remarque 8.3 donne alors I'existence d’une
A

solution formelle 4”, et le corollaire 8.2 I’existence de A”; on opere de
méme avec les blocs (1 2) et (2 2) pour trouver A’.

Remarque 8.5. Si I'on affaiblit les hypothéses de la proposition 8.4 en
supposant seulement qu’on a, pour tout (;,j) A; # u;, la partie formelle
du raisonnement précédent montre qu’on peut trouver 4, avec 4 (0) = 1,

tel que N soit de la forme N =<N 9 ) . Cela jouera un role important
: 0 N’

dans la suite (en fait, le théoréme (7.1) montrera finalement que la propo-
sition 8.4 reste vraie sous cette hypothése affaiblie; mais, au point ol nous
en sommes, nous n’avons pas encore le droit d’utiliser ce résultat; comme
on va le voir, cela va nous obliger & quelques contorsions!).

§ 9. — DEMONSTRATION DU LEMME FONDAMENTAL

d
A. Démontrons d’abord le résultat pourm = 1;soitD = x**1 y i m,
X

med&; si Rem(0) # 0, cela résulte de 8.1; si k > 1, et m(0) = ik A,
A # 0, la transformation f = exp (—iAx~*) f; nous raméne a m (0) = 0,
donc on est ramené de k a k — 1; par récurrence, on est ramené a k = 0,
1.e. au cas d’un point singulier régulier.

Dans la suite, nous procéderons par récurrence sur m, et supposerons
donc le résultat établi pour 1,..., m — 1.

B. Stk = 0, le résultat est établi par la proposition 7.3. Supposons donc
k > 1, etsoient A4, ..., 4,les valeurs propres distinctes de M (0); supposons
qu’on ait, pour un i au moins Re (4;) # 0; alors le lemme fondamental
résulte de ’hypothése de récurrence; en effet, si pour toutiona Re A; # 0,
~on est dans le cas favorable 8.1; si, pour un j, on a Re A; = 0, on peut

décomposer M (0) par une transformation linéaire en deux blocs (g g)’ les
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