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ON ABSOLUTE SUMMABILITY FACTORS

Ronald Lee Irwin x) and Alexander Peyerimhoff

To the memory of J. Karamata

In this paper we will give some results on absolute summability factors,
i.e. on sequences {a„} which transform—for given summability methods A
and B—every absolutely A-summable series lan into an absolutely 5-summ-
able series Ian e„.

Theorems of this type are known for the Cesàro methods ([1], [2], [7], [8]),

and we aim at proving corresponding theorems for matrix transforms in
general. Some of the ideas which have been used in the Cesàro case can
be employed in the general case and lead to Theorems 1 and 2 below (see

also [3]). If we specialize in these theorems A to Ca and B to Cß (0 ^ ß ^ a ^ 1),

then Theorem 1 covers the case 0^ß<oc, but not ß a, and Theoiem 2

covers the case 0<ß^oc, but not ß 0. We give a third theorem which

covers, when specialized as before, the case O^ß^a, but the conditions
imposed on A and B in this theorem appear to be more severe than in the
other two theorems.

Each of the following theorems requires that the elements in the rows
of A or B increase, and this leads for Cesàro methods to the restriction
a 1 or ß ^ 1. The question of an extension of the following theorems which
contains the results for Cesàro methods of all orders remains open (see

[3], [6]).

Notations

A matrix A (anv) (n, v 0, 1,...) is called triangular if anv — 0 for
v>n, and normal, if it is triangular and if ann^0. We write A 0 (A ^0)
if anv 0 for v#n (anv^0 for v^n). The inverse of a normal matrix A is
denoted by A! (a'nv), i.e. AA' /, where / is the identity matrix. Given
a matrix A and a series Ian, then Ian is called absolutely ,4-summable if

J) This work was supported in part by N.S.F. Grant GP 9026.
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oo

an X ö«v exists for n 0,1, and if 1 |a„| < oo. We write Iane \A\ if
v =o

Ian is absolutely ^4-summable. A matrix A is called absolutely convergence
preserving if Zan e \A\ whenever Zan e |/|, and absolutely regular, if in addition

Ian Zan. Necessary and sufficient conditions that A preserves
absolute convergence are (by a theorem of Knopp and Lorentz, [5])

oo

(1) z M =0(1) iß-*CO),
n n

and for absolute regularity we have to add the conditions

00

(2) £ anfl1 O 0, 1,...).
n p

If, for given matrices A and B, Zane |J9| holds whenever Zan e \A\9 then

we write \A\ ç \b\.
n

Let A be normal, and let B be triangular. We write an J] anv av>

v =0
n n v n n

ßn Z b„vevav y Z a'v*<^ Z a*Z *»v a'vM ev and observe
v 0 v 0 /i=0 ]U=0 v=n

that the sequence (ej has the property that lan sn e |i?| whenever Zan e \A \ if
n

and only if the matrix £ bnv a 'Vß ev) is absolute convergence preserving, i.e. if
v=H

oo n

(3) Z I Z t>„va'v)l8vI0(1) (ß-*co)
n ß v ß

by (1). A sequence {sn} is a sequence of absolute summability factors from A

to B if and only if (3) is satisfied. The following theorem gives necessary
conditions for factors of this type. The proof is very similar to the proof
of Theorem 1 in [3] and is omitted.

Theorem. Let A be normal and absolutely convergence preserving, and

let B be triangular and absolutely regular. Then, if Zan e |J5| whenever

Zan e\A\9 it follows that

oo

(4) sv Yj bnanv for some bounded sequence {bn}
n v

bnn

(5) — e„ 0(1).
^nn
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If A and B are Cesàro matrices, then conditions (4) and (5) are sufficient
for (3), and in what follows we will show that this is also the case for more
general matrices A and B. It will be convenient to use the notation sv (A, b)

for the infinite series which appears in (4).

Theorem 1. Let A. be normal and absolutely regular, and let B be
00

triangular and absolutely regular. Furthermore, assume that X \aVß\ < oo
V ß

(g — 0, 1, ..•) and 0^bnv Î for v | (v^n). Then Iav sv (A, b) e |i?| whenever

Zvve\A\ if1)
00 n

(6) E W„sv(A,b)\bv.l!ß0(1) (ß->co), E
v-/i +1 V ^ /Z

Proof. We have to show that (3) holds, and we write sv sv (A, b).
Let (for n^g)

ft oo oo n

X avp sv bn/1 X av^ sv bn^ X av^ 8V + XI (^«v av^ sv
V /Z V /Z V=H+ 1 V /Z

I + II + III.
Here

00 oo oo CO p

X avp^v ~ X ^V/Z X bP apv ~ X bp X ap\avp ~ bß9
V /i V=JZ p=V p=/Z v=/z

and it follows that
00

E 1^1 °(!)
ft — ß

Next
00 00 00 oo V — 1

E I///I ^ E k.ßvl E (&.V-M E <v! E *>,
np

ft — P

(observe (2)), and finally

v -1
IJnpEl"l=s E i«;^i Z J.,,

ft P v p +1 n p

which proves the theorem.

*> If Ctn — S bnv av, an — a0 + + an, then crn 2 bnv av, i.e. {bnv) is the form of the
v =° v =0

method defined by B which transforms a series into a sequence.
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Remarks. Let A Ca (i.e. anv ——, 1 B Cf,
tiAn

then the assumptions of Theorem 1 are satisfied if a 2:0, If

ßf^a and s„ (A,b) O0(nß~x), then (6) is the condition

CO <

(7) nA; £ v'~" —j—0(1) fo-oo),
v —p +1 v—1

which is satisfied for ß<cc but not for ß a.

Theorem 2. Let A be normal and absolutely regular, and let B be triangular

and absolutely regular. Furthermore, assume thatx) A' fgO, an>0,
for v î(vg«). Then Lav ev (^4, h) g |i?| whenever Lan e \A\ if

CO

(8) e„f4,è) £ K-B^VI =0(1) 0*-+°o)
n p

and
co n

(9) X =0(1) (ß-rco) £ av„.
n p v ß

Proof We have to show that (3) holds, and we write sv ev (^4, h).
Let

n n

yi ^/IV ^Vp £v £ß (BA ffx ~h £ #nv Qyß (^V ^p) f "h H

Here £ |/| 0(1) because of (8).
n — ß

We have
n co oo

II £ bnv ^vp X! ^P öpv X! ^P ^Pp)
v p P — v p=p

n p oo n

~ £ ^p £ hnv^pv^vß ^pp (5^4 )n^) -f- £ hp £ bn\^\ß{ßpv ^pp) >

p=p v — p p =«+ 1 V =p

where
p p

£ hrtV ^pv ^vp £ (^nv ^/jp) ^pv ^vp "b ^wp ^pp ^

It follows from /l' ^ 0, an > 0 that ./4 ^ 0 (see [4]).
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for p>ß, and E bnv a'Vfl (apv—apß)^0.If then it follows that
V =/J

n p

K-1 \II\ g - E E
P=P V — P

oo n

U (n ^ J_ lh J. 91 fRA'\ I V n
PP~EZ bnva'vll(apv-apil) + 2bnfl +2\Ea

p =n + 1 v p P — P

E bnva'vll(sv(A, l)-e„(/4, 1)) + 2bnß + 2 |(BA')„

and we have E \^\ — 0 (0 (/t_> °o) because of (9) (observe that s„ 1) 1).

n=p

Remarks. Let A Ca, B Cß, then the assumptions of Theorem 2

iiA a

are satisfied if O^a, 1. It follows from (BA')nß AßIaß~x —^ (1 ^p^n),
nAn

(BA')no <5„0 that (8) holds if we assume that sn (A, b) 0 (nß~"). Furthermore,

(9) is true for ß>0, but not for ß 0.

Theorem 3. Let A be normal and absolutely regular, and let B be triangular

and absolutely regular. Furthermore, assume that A'^ 0, a„>0,
0^bnJ for v t(v ri), and that bnv 6nv anv, 0 ^ 6nv (apn - apv)[ for v t
(v^n^p). Then Lav ev (A, b) g |i?| whenever Lav e \A\ if

00

(10) E \en(A,b)(BA')nil\0(1) 0*-oo).
n p

Proof. We have to show that (3) holds, and we write ev ev (A, b).
Let

n n

X bnvavß8v £n (BA }nß + ^ bnv^vp (&v ^n) I ~t~ IF
v=p v=p

00

Here £ |/| 0(1) because of (10). We have
n — p

n — 1 p oo n

II ~ E ^ E bnvapvavp — X X bnv aVß(apn a pv)
p p v — p p^n \=p

P

It follows as in the proof of Theorem 2 that £ bnv apv a'VflS0 for p>p. If
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we write cpnf Onv (apn-apv), then

n n

^nv ^vp pn apv) (Cpnv ^pnp) ^nv ^vp T ^pnp p ^
v p v =p

and this leads to the estimate

n — 1 p oo n

K'1 \II\ S -( E E bnvapva'vp- £ E bnva'vtl(apn-apv)) +
p= p v p P =n V p

n

- E l)-en(A,1)) +
v — p

00

which implies £ |//| — 0(1).
n — p

Remarks. 1. If ^4 ,5, then the assumptions of Theorem 3 on A and

i? are satisfied if Ä fgO, an>0, 0Î for v j (vrgw). In this case (10) is true
because of en (A, b) O (1).

2. If B /, then the assumptions of Theorem 3 on A and B are satisfied
00

if ^4r ^ 0, > 0. In this case (10) reduces to the condition £ |anfl sn(A,b)|

O (1) (/(-> oo).

3. If A Ca, B Cß, then the assumptions on A and B of Theorem 3

are satisfied for O^a, ß^l. The condition

0„v (apn~aPv)Ifor v | (0„o A'-1 AH A{ A"-1)

reduces to the inequality

(n-v+ß-1) n -A*--\v) ^ (n - v + a -1) (Apll n - (v+1 > (v +1))

(v<n^p), and it is sufficient to prove this inequality for ß 0, i.e. to

prove that

(11) cmAapZ\<L(n-v + a-l)A"~}{v+.v(v + l) (n -v-1) v

holds. A short calculation shows that for a>0

(p-v) ((n-v + a-l)(v + l) - (n-v-l)v
\ Ap-(v+l)J

+ (n-v-l)p,
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and that

A%Z\.X (p— 1

K-„(p-v-l) (p-n+a-
Using these identities, (11) turns out to be

^ ((p + v(p-n)) +

(n — v — 1) p\ (p — n)

(p — v) (p — n + a — 1) (p — v + a — 1)

and this inequality is true if it holds for a 1. But (11) is obviously true
for a 1.

If sn (A, b) 0(nß~a), then (10) is satisfied since (8) is satisfied.

Finally we will discuss the question on conditions which guarantee that
(8) or (10) is satisfied if sn (A, b) satisfies (5).

Lemma 1. Let C be normal, C ^0, cn > 0.

00 00

(0 !.f Z c„v 1 (v^O), then £ c,'IV 1 (v^O).
n=v n =v

00 00

(ii) IfE 1 (v^O), then £ c„v^l (v^O).

ft

Proof, (i) It follows from <5„v - c„v c^v £ c„„ c^v ^ v) and by sum-
/f V +1

mation with respect to n (observe that all terms in the sum on the right
are negative) that

CO 00 00

1 Cvv ^ Cnv C^y CnjX
w v v + 1 n — fi

and this proves (i).
n

(ii) It follows from (5„v £ (v^/z) that for k^n^nß ^fiv
ß =v

^ XX! C"ß Cßv X Cjtn> X Cnß X
M

and this proves (ii).

k

C„JUV

'î= V ß v ß v n ß ß=v
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Lemma 2. Let A be normal, B be triangular, assume that A' ^ 0,

#„>0, bnv - 6nv anv.

(i) If 0^ 0nv î for v I (v^ n), then BA' ^ 0.

(ii) If 0 ^ Qnv I for v f (v rg n), then BA' ^ 0.

Proof. This follows from

n n

(•BA )„v ^ bnp Ûpv XI (^np @nv) @np ^ pv
~b @rtv ^nv •

p =v /i v

Let >4 and B satisfy the assumptions of Theorem 2, and assume that
bnv~0nvanv*. where 0nv t for v t (v^w). It follows from Lemma 1 that

00

£ anpL 1, and it follows from Lemma 2 that BA' ^ 0. We have
n — p

od oo n oo oo

(12) X £ I bnva;„ £ a;, £ 1

n p n p v p v p n=v

and this implies that

OD ^ \
(13) £ \(BA')J2 (£/!%„ -1 2— - 1 0( —).

n=p @nn \&nnj

If En{A,b) satisfies (5), then it follows from (13) that (8) is satisfied. If
bnJann[, then it also follows that (10) holds.

Lemmas 1 and 2 can also be used to prove the following comparison
theorem.

Theorem 4. Let A and B be normal and absolutely regular. Furthermore,

assume that A' 5^0, an>0, bnv 6nv anv.

(i) If 0^0nv \for v f (v^n), then |i?|^|T|.

(ii) //O^0„v [forvJ, (v^n),then |S|^|^|.

Proof, (i) It follows from Lemma 2 that BA' C ^ 0, which implies
oo

that A CB, C ^ 0. It follows from (12) that ]T c'nfl 1, hence we have
n=p

00 00 00

from Lemma 1 the relation cnfl^l. But 1 an/l X] (CB)np w
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00 oo GO °0 00

X U Z c«v> and it would follow from £ <1 that Z bmo Z
v — n n=v w — v0 v Vq n=v

00 CO

Giv < Z ^vv0 1» which proves that Z ÜjV 1 f°r Consequently,
v — Vo n=v

C is absolutely regular and, therefore, |i?| ç|v4|.
00

(ii) It follows from Lemma 2 and (12) that iL4' C ^ 0 and Z cnp 1

n — n

which proves that ]i?| since J5 C4, where C is absolutely regular.
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