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This shows that a5 = Z, (1) = 1/ (g, ¢). On the other hand, the inner
product (g, g) is easily evaluated once we observe, after an easy calculation,
that the polynomials x£~2/ (x] 4 x5 - ... 4 x%_,)’ are mutually orthogonal
and the square of their norm is oy a, ... o; [ f; B, ... f;. Hence,

(2.18) a;* =1z, =1+ Y ﬁiﬁ__/’l

15j<k/2 OCl 0y ... (Xj

where a; = 2j(n+2j—3)and f; = (k — 2j+ 1) (k — 2j+ 2). It can be
shown that the last expression equals

kﬁl <2j+n -2>;

j=0 ]+n_2

thus, we also have

k-1

2.19 ap? =
( ) g jl;_Io ] +n—2

2j+n—-21)

In the next section we shall characterize those irreducible representations
of SO (n) that are equivalent to S*". These will be the representations of
class 1 (to be defined in § 3). We shall show that the spaces spanned by
the first column of the matrix of these representations with respect to
certain orthonormal bases are the same whenever two representations are
equivalent. Consequently, we can define Y, j=1,2,..,4d, by for-
mula (2.17) when (¢;; () is such a matrix and obtain the spaces #*
directly from the general theory of representations of SO (n).

§ 3. REPRESENTATIONS OF CLASS 1 AND SPHERICAL HARMONICS
In the course of the proof of theorem (2.12) we showed that there was

precisely a one dimensional subspace of # %% whose points invariant under
the action of S*" restricted to SO (n—1). As we shall see, it is this property

k

1) When n = 4, for example, a',f = (k+1)2_k. Forn =6, alf =6(k+2)(k+3)2 ". The fact thay

ai =) Z1 (1) £ 1 can be shown without any calculation. Equation (2.13) defined a “zonal harmonic ”
for any subspace of 2, If, in this definition, we use the orthonormal basis {\/ (’;) xa}, Hall = &,
we obtain (x - y)k. The value of this function at x = 1 = y is obviously 1. If, on the other hand,
we use an orthonormal basis that is a continuation of an orthonormal basis of (k) we clearly
have Z; (1) = (1-DF = 1.
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that will enable us to identify those irreducible representations of SO (n)
that are equivalent to $*". In order to do this we shall study, more generally,
those representations T of a compact group G having the property that
there exists a compact subgroup K and a subspace W of the Hilbert space
on which T acts such that T (u), for u € K, is the identity transformation
when restricted to W. Before doing this, however, we would like to show
that there is a close connection between SO (n) and 2, _ ;.

To begin with, it is not hard to show that the space SO (n) / SO (n—1)
of left cosets [u] = { uw:ue SO (n), we SO (n—1) } can be identified in a
natural way with the surface of the unit sphere X,_;. The topology on
this space is the one induced by the projection u — [u] of SO (n) into
SO (n) /| SO (n—1) (i.e. a set in this last space is open if and only if its
inverse image is open). Given ue SO (n) let x, = ul; if v €[u] then
91 = ul sinceu™'ve SO (n—1) and, thus, v1 = (uu™ ) o1 = u (v~ v1) = ul.
Consequently, the mapping &@: [u] — x, = ul is well defined. Moreover,
it is clear that @ is continuous, one to one and onto X,_,. Since
SO (n) | SO (n—1) is compact it follows that & is a homeomor-
phism.

Secondly, the Haar measure of SO (n) can be used in order to obtain
the ordinary Lebesgue measure on X, ;. This follows from the following
result.

THEOREM (3.1). If f is a continuous function on X,_, and Ey€X
then

n—1>

| f®d¢ =] fué)du,

In—1 So(n)
where d& is the element of normalized Lebesgue measure on 2,4 (that is,
§5,_, d¢ = 1) and du is the element of normalized Haar measure on the
group SO (n).

Proof. The only property of Lebesgue measure on X,_, that we need
is that it is invariant under the action of rotations. Thus, first using this
property, then the fact that Haar measure is normalized and Fubini’s
theorem we have

| f(é)d€=2f f@O)dE =[ {| f@dde}du

Spo1 SO(my  Zp-1

=] {] f@®duyde.

Ih—1 SO(m)
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Let u, be a rotation such that u, ¢, = &; then, since the compact group
SO (n) must be unimodular, the last integral equals

[ {] flugé)du}dé =| ([ f(ué)du}de

Xp—1 SO(n) Iy—1 SO0(n)
= { j. fwéo) d“}{ j di} = j fwéo)du . 1)
S0(n) Ih—1 S0(n)

We now turn to the general case described at the beginning of § 3.
That is, we suppose G is a compact group and K a closed subgroup. Sup-
pose T is a representation of G acting on a Hilbert space H and W< H

the subspace of all those vectors in H that are invariant under the action
of K; that is,

W= {seH; T,s =s for uekK}.

For example, as was mentioned briefly at the beginning of this section,
when G = SO (n), K = SO (n—1), T = S*" and H = #'® we showed in
the course of the proof of theorem (2.12) that W is the one dimensional
subspace generated by the zonal harmonic Z,.

The restriction of 7 to K is a representation of this subgroup that acts
on H. If we choose an orthonormal basis of H that is an extension of an
orthonormal basis of W, then the matrix of 7T (#) with respect to this basis

has the form
( I, O
0 T

for all u € K, where Iy is the matrix of the identity operator on W. The

mapping T:u — T(u) = T, is a (matrix valued) representatoin of K acting
on Wi, Let v be the normalized Haar measure of the group K. Then, if
dimension d of H is greater than 1 it follows from the orthogonality relations
of theorem (1.3) that

Iy, O
(3.2) JT(u) dv(u) = (O 0);

or, equivalently, if (z;; (1)) is the matrix of T (1) with respect to the above
mantioned basis,

s  dv < [ IS e = dmw.
(3.2) y () dv () = 0 otherwise

K

1) The reader should observe that this proof obviously extends to the case when SO (n) is replaced by
anyone of its compact subgroups that act transitively on X, _1.
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If v e G it follows from (3.2) and the fact that 7" is a representation
that
(3.3)

t11 () ...t (0...0
t, (0) ... 1. ()0...0

--------------

ty (V) ity (v)0... 0

Suppose f is a continuous functions on G that is constant on the left
cosets vK; that is, f(vu) = f(v) for all ue K. Then,

f@) = I{f(v)dV(u) = Iif(vu)dv(U).

fT(vu)dv(u) = T (v) jT(u) dv(u) =

K

On the other hand, an application of Minkowski’s integral inequality and
(1.5) gives us

Jf(vu) dv(uw) = ), ( Za c5 jt?j(vu) dv (1)) ,

acsd 1,j=1
K

where { 7%} = {(#{;) } is a complete system of irreducible matrix valued
representations of G and the convergence is in the norm of L? (G). Thus,
from (3.3) we have

da Cq
(3.4 f@ =2 (X X &)
aesd i=1 j=1
where c, is the dimension of W, = {se€ H*: T, s = s for ue K} and the
convergence is, again, in the norm of L? (G).

When K = G then the spaces W, must be zero dimensional. On the
other hand, c, = d, if K consists of only the identity element of G. When
¢, = 1 the representation 7% is said to be of class 1 with respect to K. The
following theorem shows that, if G = SO (n) and K = SO (n—1), then an
irreducible representation of G is either of class 1 with respect to K or there
are no vectors in the space on which the representation acts that are invariant
under the action of K.

THEOREM (3.5). Suppose T is an irreducible representation of SO (n),
n = 3, acting on the Hilbert space H and W = {se H: T,s = s for
ueSO(m—1)}. Then the dimension of W is eigher 0 or 1.

Proof. Given v € SO (n) we claim that there exists w e SO (n—1) such
that wol =27 '1. If ve SO (n—1) we can take w to be the identity.
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If v ¢ SO (n—1) we first observe that v1 — v~ 1 is orthogonal to 1 because
11 =191 =1-2"11=9"11"-1.

Since n = 3 we can construct a two dimensional subspace V' of R” spanned
by v1 — »~! 1 and another vector orthogonal to 1. If we rotate this space
about 1 by 7 radians and leave the orthogonal complement of the span
of 1 and V pointwise fixed, we obtain a transformation w € SO (n— 1) with
the desired property.

If we put u, = vwo and u, = w™' then u,, u, € SO (n—1) and
v =u; v 'u, Thus,

(1) : T:J = T1’41 Tl,—l 7142'

Suppose dim W = 2. Then we can find two vectors, e; and e,, such
that (e;,e;) = 6;; and T, e; = e; for i,j = 1,2 and ue SO (n—1). Let
t;; (1) be the entries of the matrix of T, with respect to an orthonormal basis
of H having e; and e, as its first and second elements. Then ¢;; (u) = ¢,
if either i or jis 1 or 2 and ue SO (n—1). This fact, together with (1.2)
imply that ¢;;(vu) = t;;(v) and ¢;; (wv) = t;; (v) when i, j=1,2,
ue SO m—1)ve SO (n). From equality (i), therefore, we have ¢;; (v) =
=1,;(v) for i,j = 1,2 and all v € SO (n).

In particular,

(i1) 121 (V) = 11, (V)
and
(1i1) t11 (V) =t (V)

for all v € SO (n).

If H, is the space generated by ?,4, f54, ..., #;; it then follows from
theorem (1.6) that the span of the left translates of #,, is again H; (otherwise
this span would be a proper invariant subspace of H,). Thus, there exist
a finite number of rotations u,, u,, ..., 4, and constant ¢ c,, ..., ¢,, such
that

m

~1
thy () = ) cityy (uj u)
j:l

for all ue SO (n). But, by theorem (1.3)

S @t du = | 1)t (ydu = 1/d.

S0(n) S0(n)
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On the other hand, again using the orthogonality relations of theorem (1.3),

ot @tw i, @du = |ty (g u) b, (W) du =
S0(n) S0(n)

d
= j Yt (uy )ty ()t (W) du =
=1

S0(n)

d
= ¥ ty(u;?) iy (W)t (w)du = 0.
=1

SO0(n)

Hence,

m

j tyr (W)t (Wdu = ), ij tyg (uj )ty (W) du = 0.

j=1
SO0(n) S0(n)

We therefore obtain the contradiction 1 / d == 0 and the theorem is proved.

If {T*}, ae o/, is a complete system of irreducible matrix valued
representations of SO (n), n = 3, some of the 7% ’s will be of class 1 with
respect to SO (n—1). The rest of the 7*’s will act on Hilbert spaces
having no non-zero vectors invariant under the action of SO (n—1). Let
o < & be the set of « such that 7% is of class 1 with respect to SO (n—1).

We fix such a complete system {7“} of irreducible matrix valued
representations of SO (n). Suppcse T is a representation equivalent to 7
for some o« € &/, ; that is, T is of class 1 with respect to SO (n—1). If H
is the Hilbert space on which T acts then there exists a 1 dimensional sub-
space that is invariant under the action of SO (n—1). Let{ Yy, Y,, ..., ¥, }
be an orthonormal basis of H such Y; spans this 1 dimensional space and
(¢;; (w) the matrix of T, with respect to this basis. Then, by (3.3)

t11(0...0
J‘ T(ow) dv (1) = t,1(®)0...0 ,
§0(n—1) t;1(©)0...0

whenever v € SO (n)
In particular, if X is the character of 7T (see § 1), we have

(3.6) | x(ou)du = t;, (v)

S0(n—1)

for all v € SO (n). Since the character X is the same for all members of
the class [T] of representations equivalent to T, (3.6) gives us a definition
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of #,, that does not depend on the representative we choose from [T7.
The same must therefore be true of the vector space spanned by the left
translates of #;;. By theorem (1.6) this vector space must be the linear
span H; of the elements #,4, 7,4, ..., #;; of the first column of the matrix ()
(for, as was argued in the proof of theorem (3.5), if this were not the case H,
would have a proper invariant subspace). In the proof of (1.6) we showed,
moreover, that the restriction to H, of the left regular representation of
SO (n) is equivalent to the representation T whose matrix with respect to
{Y,,Y,, ..., Y, } is (f;;). In fact, we showed that this restriction R
equals L TL™*, where L is the isometric linear transformation of H onto H,
mapping Y; onto \/Etu, 1 £ i £ d (see footnote at the end of § 1).

We can apply these arguments to the representation S** acting on # ¥
since it is of class 1 with respect to SO (n—1); in fact, for Y, we can choose
a; ' Z, where a, = \/ Z, (1) = J(Z, Z,) (see theorem (2.16)). In partic-
ular there exists « = o, € ., such that S*" is equivalent to 7% We then
obtain the same function ¢7; from (3.6) by taking X = X* to be either the
character of S*" or of 7*. Thus, S*" and T* are (isometrically) equivalent
to the restriction of the left regular representation of SO (n) to the vector

space generated by the left translates of t_°1‘_1 = . It follows from (2.17)
and (3.6) that

Z,oD[Z,() = @) = | 5 (ou) du

S'O(n— 1)

forallv € SO (n). Inequation (2.13), which was used in order to define Z;,
we could have chosen an orthonormal basis { Y;, Y,, ..., ¥, } of £
that consists of 1eal valued functions (recall that the sum on the right is
independent of the choice of orthonormal basis); we see, therefore, that Z;
must be real valued. Consequently, we can omit the bars denoting complex
conjugation in the last equality and we obtain

(3.7) Z, )/ Z, (D) =t"(@) = | ¥* (vu) du

So(n—1)

for all v € SO (n).
It follows that a function p on Z,_, is a spherical harmonic belonging

to #® if and only if
(3.8) pul) = F(u),

where F is a finite linear combination of left translates of #“.
Suppose p, ge#P. In §2 we defined their inner product (p, q)
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(see (2.6), (2.6") and (2.6"")). Since #) = L* (Z,_,) we can also form the

inner product that L? (2,_,) induces on #°{":
(3.9) <pg>= | p®a®d.
Zn—-1

It is not hard to show that these two inner products differ only by a mul-
tiplicative constant:

(3.10) <p,qg> =4/ 49,

where 4, = Z, (1) | d, = a; | d,.
In order to show this we choose the orthonormal basis { Y1, Y5, .. Y, }
of theorem (2.16), let p = X b; Y; and g == X ¢; Y;. Then,

d;
(p,q) = Z bjaj'

j=1

But by (2.16), (3.1) and (1.3),

<p.q>= j p(©)q(Q)ds = j a; (Y byt () ( Z ¢ty () du =
j=1 j=1
In~1 S0(n)

=ayd;" Y b, = ard; " (p,q).
=1

J

In the discussion following (2.13) we showed that Z,, (vy) = Z, (n) for
all ve SO (n) and &,y e X,_;. Thus,

<Zv§szv§ > ’_‘:5:]. IZvé(n)lzdr] = j lZug(v’?)lzd”l =

n—1 Zn—-1

Zn—1

Consequently,
(3.11) <Z€,Z§ > = <Z'1’Z'1 >

forall {,neX, ;. Using the fact that p (n) = (p, Z,) for p e #, (3.10),
Schwarz’s inequality and (3.11) we obtain

| Ze) | = |(ZpZ)) = A7 | < Z,,Z, > | <

<S4 <Z0Zi> <2,2, > =

= A < ZeZe > = A 42, 2) = (Z,,Z) = Z,(1).
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We have shown that

(3.12) 1 Ze(m) | = Z, (1)

forall (,yeZ,_;.

It 1s not hard to show that each representation 7% o € &7, is equivalent
to one of the representations S*", for some k = 0, 1, .... 'We assume that
111 (v) = t* (v) is the function defined by (3.7); equivalently, we can assume
that (¢{; (v)) is the matrix ot the representation 7 (v) with respect to an
orthonormal basis of H* whose first element is invariant under SO (n—1).
We claim that, under these conditions, the system

(3.13) U {Jdth, ot}

aed |
is a complete orthonormal system for the class of functions f'in L? (SO(n))
that are constant on the left cosets v SO (n—1); that is, f(vu) = f(v) for
all ue SO (n—1). This follows from (3.4). In fact we have

d(x

(3.14) f@ = ) Y cith@

acaly i=1
for all such functions f (the convergence is in L? and the coefficients ¢
are those introduced in (1.5)). If we consider those indices o € o7, that
correspond to some k = 0, 1, 2, ... in the manner described above (i.e. S*",
being of class 1, must be equivalent to one of the representations 7% = 7%k
with o € «7,) we obtain a subcollection of the orthonormal system (3.13).
On the other hand, it follows immediately from (2.15) and (3.1) that this
subcollection must consist of the entire complete system (3.13).

We collect these various results in the following theorem:

THEOREM (3.15). Suppose { T*}, a€ &, is a complete system of irre-
ducible representations of SO (n) and of , < </ is the set of all « € o such
that T* is of class 1 with respect to SO (n—1). We can then find a one to
one correspondence k < oy between the non-negative integers k = 0, 1, 2, ...
and the members o (=) of £ such that S*" and T are equivalent. If X, is
the character of S*" (or T®) then the zonal harmonic Z, of #'® is real valued
and satisfies
(3.16) a7tz (vl) = | xx (ou) du = t® (v)

So(n—1)
for all ve SO (n). A function p on X,_ is a sphericai harmonic of degree k
if and only if p (ul) = F (u), ue SO (n), where F is a finite linear combina-

‘1
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tion of left translates of t*. If (p, q) is the inner product of p and q in # (k)
introduced in § 2 and

<pg>=1{ p®q®d¢

‘ Zn—1
is the inner product of p and q regarded as members of L?(X,_,) then
(3.17) <p,q> = 4,9

where A, = Z, (1) | d, = a2/ d,. If pe#® and qe# withk # j then
<p,q> =0. Suppose { Y, Y. .., Y)Y is an orthonormal basis of
H'®) then

U {y®, vP,. ., v}
k=0
is a complete orthonormal system in L*(X,_{). The zonal harmonic Z.,
EeX,_y, is less than or equal to Z; (1) in absolute value.
Perhaps the only tact we did not explicitly prove is that < p, g > = 0
when pe#® anc ge# with k # j. But this is an easy con-
sequence of the Peter-Weyl theorem (1.3) and theorem (3.1) since

[ F(u) G (u) du = 0 when Fis a finite linear combination of left trans-
So(m
lates of ¢ and G a finite linear combination of left translates of % (by (1.2)

such left translates are linear combinations of entries in the first column
of a matrix of the representation with respect to some orthonormal system
whose first element is invariant under SO (n—1)). We have not considered
the problem of determining the degree of homogeneity k& from a given
irreducible representation 7* of class 1 with respect to SO (n—1). Perhaps
the easiest way of doing this is by observing that the dimension of the
space H* on which T% acts must be the same as that of #¥) when 7% and
S*" are equivalent. But the dimension d, of # (¥ can be easily calculated
in terms of k. From theorem (2.12) and the discussion preceeding it,
we see that 2 is the direct sum of # (¥ and | x [> 2%*~2), Since this last
space obviously has the same dimension as 2%*~2 it follows that
d, = dim 2¥ — dim 2*~%. By an easy combinatorial argument (see
Stein and Weiss [10], Chapter 1V, § ) we can show that

(3.18)  dimo® = <”+’;‘1>
Thus, for n = 3,
(k+n—-3)!1(2k+n-2)

(3.19 dy = dim#P = —
A (n—2)! k!
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Theorem (3.15) shows us how the spherical harmonics we introduced
in § 2 can be obtained fromr the general theory of representations of compact
groups applied to SO (n). We have also obtained several properties of
these spherical harmonics by using simple arguments based on this general
theory. We claim that essentially all the well-known classical facts con-
cerning these special functions can be obtained by equally simple arguments.
In the next section we justify this claim by deriving a number of impo1tant
results in the theory of spherical harmonics. Our arguments will again be
based on the general theory of representations of compact groups.

§4. SOME PROPERTIES OF SPHERICAL HARMONICS

The zonal harmonics Z; are often expressed in terms of certain
polynomial functions P restricted to the interval [—1,1] that are called
the ultra spherical (or Gegenbauer) polynomials. We have already obtained
such an expression in § 2. In fact let

4.1 P®@) =dai(t+ Y (—1)fﬁ———1ﬁ2"'ﬁf 5727 (1 —12))

1<jzk/2 Uy 0ly ... O

for —1=2t<1,0;=2j2j+n~3),;, =k -2+ 1)(k—2j+2) and
ar=2,1). If ¢ =(,¢5, ,E)€Z,_; and we put t = &,, so that
1 — 2 =& + ...+ &_,, the expression in parenthesis becomes the
polynomial (2.14) exaluated at £. The observation we made in the
paragraph following the proof of Corollary (2.15) is equivalent to the
fact Z; (&) and P™ (¢) are equal. Writing ¢ = £ . 1 this equality becomes

(4.2) Z,(&) = PO(ET).

Usually, the ultraspherical polynomials are introduced in one of two
ways. One method is to apply the Gram-Scmidt process to the powers
1, ¢, t2, ... restricted to the interval [—1, 1] with respect to the inner product

n—3

1
(4.3) | (f,9) = Jf(f)g—(t_)(l—t") *de.

Another definition of the polynomials P involves the k™ derivative of
(1 _ tZ)(2k+n—3)/2 :

_mya d¥ ke
(4.4 P® (t) — Ofk,n(l ——t2)(3 )/2 21? (1 —-‘tz).( +2k—3)/2
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