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REPRESENTATIONS OF COMPACT GROUPS
AND SPHERICAL HARMONICS

by R. R. CorrMaN and Guido WEiss ')

To the memory of Jean Karamata®)

§ 1. INTRODUCTORY REMARKS

Special functions (in particular, spherical functions) associated with
compact groups have been introduced by many authors. See, for example,
E. Cartan [4], Dieudonné [5], Godement [6], Vilenkin [11], Weyl [12].
The principal motivation of these authors has been to extend classical
results. Our purpose, on the other hand, is to show how these classical
results can be obtained in simple and elegant ways by making use of the
basic tools of the theory of representations of compact groups. In the
usual treatments of the properties of special functions that we derive
(see, for example, Bateman et al. [1]) much use is made of the theory of
functions and other analytical tools. We do not use the theory of functions
at all. For that matter, very little else in analysis is used, and, given the
few basic facts of the theory of representations of compact groups listed
below, our development is of an elementary algebraic nature. We refer
the reader to the fourth chapter of Stein and Weiss [10] for a development
of some of these classical results that exploits, in a somewhat different way,
the action of the rotation group SO (1) on n-dimensional Euclidean
space R".

This article is of an expository nature. Probably, few of the results
obtained are new. Moreover, some of the methods that we use are known.
On the other hand, this treatment of spherical harmonics is not readily
available. Yet, it is not solely because of this last mentioned fact that
we feel this article should be published; three other reasons motivated our
efforts. First, the theory developed is especially elegant. Secondly, many
seemingly unrelated topics are brought together. For example, two

1) This work was supported by U. S. Army Contract DA-31-124-ARO(D)-58.
%) Le volume 15 (1969) sera entiérement dédié & la mémoire du Professeur J. Karamata.
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different inner products that are often used in the space of spherical har-
monics of degree k (to be defined later) are shown to be constant multiples
of each other (this is relation (3.17) of § 3). Perhaps, in this sense, we
introduce new material. Thirdly, this development can be of use as a
guide to those who want to study more abstract problems in the theory of
compact groups.

We would like to take this opportunity to thank Mrs. Mei Chen and
Mr. Edward Wilson who have read the manuscript and made several useful
suggestions.

Aside from the standard theorems in measure theory, we shall assume
that the reader is familiar with those facts that are usually associated with
the Peter-Weyl theorem. More precisely, we shall state without proof
theorems (1.1) and (1.3) below. We refer the reader to Pontriagin [7] or
Pukanszky [8] for these proofs.

Suppose G is a compact group. A representation of G is a continous
map, u — T (1), of G into the class of unitary or orthogonal ) operators
(depending on whether we are dealing with the complex or real case) on
a Hilbert space H that satisfies the relation 7 (vv) = T (1) T (v) for all u
and v in G. We shall sometimes write 7, instead of T (u).

L? (G) denotes the space of all complex valued functions fon G satisfying

fe |l fW)|*du <o,

where du is the element of Haar measure on G, which we assume to be
so normalized that [, du = 1. We adopt the usual convention of also
letting the symbol L? (G) denote the Hilbert space of all equivalence classes
of square integrable function on G, where two such functions are said to
be equivalent provided they are equal almost everywhere. When H = L? (G)
the mapping u — R,, where [R,f]1(v) = f(u"'v) is easily seen to be a
representation of G; it is called the (left) regular representation of G.
The function f, whose value at v is f(u~ " v) is called the (left) translate of
fbyu. Thus, R,f=f, for fe L> (G) and u in G.

If the representation T acts on the Hilbert space H, a subspace M < H
is said to be invariant under the action of Tif 7T,5s€ M for all ue G
whenever s belongs to M. It follows immediately from the facts that 7, is
unitary and that the adjoint, T',, of T, is T,_,, that M1, the orthogonal

1) In the usual definition of the notion of a representation the operators are merely assumed to be
bounded and invertible. We have defined what is called a unitary orthogonal representation of G. Since
we shall consider only such representations, our definition avoids the continuous repetition of the words
“ unitary ” and “ orthogonal ”.
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complement of M, is invariant whenever M is invariant. If {0} and H
are the only invariant subspaces, then the representation T is said to be
irreducible. A basic result in the theory of representations of compact
groups 1s

THEOREM (1.1). If the representation T, acting on the Hilbert space H,
is irreducible then H is finite dimensional.

Suppose { ey, €,, ..., ¢, } is an ortho-normal basis of the Hilbert space H
of dimension d-and L a linear transformation of A into itself. The matrix
A = (a;;) of L with respect to this basis is defined by the equations

d
Le; = Y aje

Jj=1

Jjo

thus, the i column of A consists of the coefficients needed to express Le; in
terms of the basis { e, e, ..., e, }. A* = (a;;) denotes the adjoint matrix
(the matrix of the adjoint transformation, L*, defined by the relation
(Ls, t) = (s, L*t) *) for all s, ¢ in H).
Thus, if L is unitary 44* = I = A*A, where 1 is the identity matrix.
A" = (a;;) denotes the transpose of 4 = (a;;) (in the real case 4" = A%*).
d

Finally, tr A is the trace of 4; thatis, r 4 = ) a;,.
=1

If T is an irreducible representation actingg on H, we can choose an
orthonormal basis of H, which must be finite by (1.1), and express 7" as a
unitary matrix (z;;) with respect to this basis. In order to avoid using too
much notation we will let the symbol T represent the matrix (;;) as well.
The mapping u — T (1) = (¢;; (1)) will then be called a (unitary) matrix
valued representation and the fact that multiplication is preserved under
this mapping can be expressed by the formula

(1.2) t; (o) = Y 1y (u)t; (V)
I—1

for all u,ve G. More generally, a matrix valued representation is a con-
tinuous mapping thE}t assigns to each u € G a unitary d X d matrix
T (u) = (t;; (w)) in such a way that (1.2) is satisfied. If C denotes the
complex number system and C? denotes the d-dimensional complex
Euclidean space { z = (z4, 25, ..., 2,): z;€C,j=1,2,..,d} with the usual
inner product z'w = z;w; + z,w, + * + z,w,, we also consider T (u)

1) Unless otherwise stated, the symbo! (s, ¢) denotes the inner product of s and r.
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as the unitary operator mapping z e C? into w = (w,, w,, ..., w,;), where
d

w; = Y t;z forj=1,2,..,d (that is, if we regard z and w as column
I=1

vectors, w is the matrix product 7 (u) z). It then follows from (1.2) that

u — T (u) is a representation of G acting on H = C* (In the real case we

replace C by R, the real number system, and C? by the real Euclidean

space RY).

Suppose T is a matrix valued representation and H ; is the (finite dimen-
sional) subspace of L? (G) spanned by the entries of the j* column of T.
It is an immediate consequence of (1.2) that H; is invariant under the
action of the left regular representation of G.

Two representations S and 7, acting on the Hilbert spaces H and K,
are said to be equivalent when there exists an invertible linear transforma-
tion L mapping H onto K such that 7, L = LS, for all # in G (equivalently,
L™ 'T,L =S, for all uin G). A system {7T*}, o€ o, of irreducible
representations of G is said to be complete if, given any irreducible repre-
sentation 7, there exists a unique index « such that 7"and 7% are equivalent.
Theorem (1.1), together with the following one, constitute a formulation
of the Peter-Weyl theorem:

TueorREM (1.3). If {T*} = {(t}}) }, o€ o, is a complete system of
irreducible matrix valued representations of the compact group G, then the
collection of functions \/ d, t;; is an orthonormal basis of L (G), where d, is
the dimension of the space H* on which T* acts.

If T is a representation of G then the function mapping u € G into
tr { T'(u) } = X (u) is called the character of T. It is clear that if T} and T,
are equivalent representations then the characters of T, and T, are equal;
that is, the character depends only on the equivalence class determined by
a representation of G. It is also clear from the orthogonality relations
that the character determines the equivalence class of a representation.

COROLLARY (1.4). Suppose {T*} = {(t{})}, ae A, is a complete
system of irreducible matrix valued representations of the compact group G,
f belongs to L? (G) and X* denotes the character of T, then the series

Yody Jof W) ™ Ndu = Y d, Jo f W) x*(vu™")du
aed aed

converges to £ (v) in the L* norm ).

1) It follows from elementary Hilbert space theory that only a countable number of the summands
can be non-zero and the order in which they are taken does not affect the L2 convergence of the above series.
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Proof. By theorem (1.3), the functions \/ Z t{; form an orthonormal
basis of L? (G). Thus,

(1.9 =3 % ).
aed \i,j=1

where ¢; = d, [/ () t2, (u) du and the convergence is in the L? norm.
If C* is the matrix (c;) and [T* (v)]' is the transpose of 7 (v), then

i ;15 () =tr { C*[T* ()]} = d, [ f)tr{T* (uj [T*(v)] }du.

i,j=1

Since 7% (v) is unitary and its inverse is T* (v~ ') we have [T* (v)]' = T* (v=1).
Thus,

d, [ f@tr {T*W)[T*@)] }du = d, [of @) tr { T*(u) T*(v™") } du
=d, [ef@tr{T (v ") }du = d, [¢f @) tr{T*(wu"")du

and the corollary is proved.

THEOREM (1.6). Suppose T = (t;;), 1 £1,j £ d, is an irreducible matrix
valued representation of G and H; < L? (G) is the subspace spanned by the
entries ty j, ty s ..., tg; of the i column of T. Then the restriction, R"Y, of
the left regular representation of G to H ; is an irreducible representation of G.
Moreover, RY) and R™ agre equivalent for 1 < j, k < d and each of these
representations is equivalent to the representation T on H whose value at
weGis T,=T, ;.

Proof. We have already observed that (1.2) implied that H ; is invariant
under the action of the left regular representation. To show that RY) is
irreducible we consider the standard orthonormal basis ¢; = (1, 0, ..., 0),
e, =(0,1,..,0),..,e;, = (0,0, ..., 1) of H= C? and define a linear trans-
formation, L, on H into H; by putting Le; = \/gz‘,-j, 1 <i<d From
the definition we see that T is the matrix valued representation having
coeflicients that are complex conjugates of the ones ocurring in 7. By (1.2)
we then have

(LT, e)(v) = L(Z ﬁu‘)) @) = /d Y t,;(u) 1)

d
= Jd ¥ t, @)1, (0) = Jdt; (") = (R Le) (v)
=1 '
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for all y,veGandi=1,2,..,d Thus, LT = RY L which shows that
each of the representations RY) are equivalent to T. The theorem now
follows immediately.t)

§ 2. THE CONSTRUCTION OF IRREDUCIBLE REPRESENTATIONS
OF SOME SPECIAL GROUPS

In this section we show how one can obtain irreducible representations
of some of the classical compact groups. In many cases we describe several
representations that are equivalent to each other. We shall see that often
one of the members of this equivalence class of representations has special
features that make the study of certain properties particularly easy.

If we are given two finite dimensional representations of a compact
group G that act on the Hilbert spaces H and K, we can obtain a third repre-
sentation of G by constructing the tensor product of H und K. The classical
definition of this concept is the following: We choose orthonormal bases
{ e, e, ...se, } and { f1, fo, ..., f, } of H and K, respectively, and we assign
to each of the m - n pairs (e;, f;) a “ product” e; ® f;, called the tensor
product of the elements e; and f;. We then obtain a new Hilbert space by
considering all the linear combinations

m,n

Z a;j (ei®fj) >

is.]=1

defining addition and scalar multiplication by letting

Z aij(ei®fj) + Z bij(ei®fj) = Z (aij+bij)(ei®fj)a
iy j=1 i, j=1 i, j=1

¢ Z 2;;(&®f) = Z ca; (e;®f)),

i,j=1 i,j=1

and the inner product by letting

(Z aij(ei®fj)9 Z bij(ei®fj)) = Z aijE’—i;'-
i, j—=1 g, fust i,j=1

This space is denoted by H ® K and is called the tensor product of H and K.
Itisclearthat {e; ® f;},1 £ i< m, 1 < j = n,is an orthonormal basis

1) We observe that L is an isometry. We will make use of this fact later in § 3.
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of HR K Ifa= ) ae;eH and b= ) b;f;eK the tensor product

m,h

of the elements a and b is defined tobe theelementa @ b= > a;b;(e;®f;)

i,j=1
of H® K.

H ® K can be identified with the linear space ¥ (H, K) of all linear
transformations mapping H into K in the following way: to each element
e; ® f; we assign the transformation mapping e; onto f;, and e, for k # i,
onto the zero vector of K. We then extend this correspondence linearly
“to all of H® K. If we represent the elements of & (H,K) as n X m
matrices with respect to the two bases in question, this correspondence

assigns the matrix 4 = (a;;) to theelement ) a;;(e; ® f;). IfB=(b;)
i,j=1

1S another such matrix, it is easy to check that the inner product of the
elements of H ® K corresponding to 4 and B is tr (AB*). We identify
H ® K with % (H, K); moreover, we will not use different notation to
distinguish the latter space from the corresponding linear space of m X n
matrices.

If ue (H, H) and ve & (K, K), we obtain a linear transformation

u ®v of HQ® K into itself by letting
(2.1) (u®v)t = vtu’

for all re H ® K (we are regarding ¢ as a member of % (H, K) and ' is the
transformation whose matrix with respect to { ey, e,, ..., e,, } is the transpose
of the matrix of ). The transformation u ® v is called the tensor product
of u and v. An equivalent way of defining this tensor product is the
following one: Suppose

m n
ue; = y aye anduf; = Y by, f, then we let
=1 k=1

m,n

(2.1°) (u®v)(ei®fj) = (uei)®(vfj) = Z ay; bkj(el®fk)

Lk=1
and extend u ® v linearly over all of H ® K.
In order to see that (2.1) and (2.1") define the same transformation,
it clearly suffices to show that they agree when applied to the basis vectors
t;; = e; ® f;. From (2.1) we have (u ® v) t;; =vt;;u'. Thus,

m

n
[(u®v) tile, = vt; Y age = va, f; = a, Z by; fi. -
k—1

k=1
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On the other hand, from (2.1) we have

m,n m
[(u ®v) tile. = Y apbgtye, =Y ab;fi.
- Lk=1 k=1

Thus, in either case we obtain the same transformation.

We now show that if ¥ and v are unitary so is ¥ ® v. Since u ® v is
a linear transformation on a finite dimensional Hilbert space it suffices to
prove that it is an isometry. But, if 1€ H ® K we have

@®v)t]]? = (u®v)t, uv)t) = tr {vtu’ (viu') *}
= tr {vt (W*u) t*v*} = tr {vtt*v*} = wr{0t*} = (1,0 = || t]|*.

If u > S, is a representation of G acting on H and u — T, is a repre-
sentation of G acting on K, then

(Suv® Tuu) t = Tuv tS;ll) = Tu ]-;J tSl,) S;l = (Su® Tu) (SU ® 7:}) t

for all u, ve G and te H ® K.
We can summarize these results in the following way:

THEOREM (2.2). If u— S, and v —» T, are two representations of G
acting on the Hilbert space H and K respectively, then the mapping
u— S, ® T, is a representation of G acting on the tensor product H ® K.

If H,, H,, ..., H, are finite dimensional Hilbert spaces we define their
k

tensor product @ H ; inductively by letting
ji=1

k k-1
®Hj =<® Hj>®Hk
F=1 j=1
k

for k > 2. We abhsll often write H; ® H, ® ... ® H, instead of ® H;.
j=1

By making obvious identifications we may regard this product to be
associative; the same remark applies to the k-fold tensor products
a; ®a, ® .. a, where a;e H; for 1 £ j < k. We shall be interested
mostly in the case H, = H, = ... = H;, = H and we shall denote the
tensor product of k copies of H by 7™ (H) or, if there is no chance of
confusion, simply by ™. We shall fix k for the remainder of this dis-
cussion.

If { e, e;, ..., e, } is an orthonormal basis of H and 4 is the set of all

k-tuples of integers, m = (my, my, ..., my), with 1 < m,, m,, ..., m, < n,
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then the collection { &, },, . 4» Where &, = €, @ ... ® € is an o1tho-
normal basis of 7. Thus, the general element ¢ of this tensor product

has the representation

t =) twéms

med

where the ¢, 's are complex numbers.

The tensor product u; ® U, ® ... ® u, of k linear transformations
Uy, Uy, ..., 4, mapping H into itself can also be defined inductively by
extending (2.1°). Its action on the basis elements ¢, is given by

(ul ®u2 ® ®uk) &m = (ul eml) ® (u2 emg)'® ® (uk emk) .
When u, = u, = ... = u, = u we denote this tensor product by 7,. If

ull u12 sve uln
Upy Ugp «.. Ugy

ooooooooo

is the matrix of u with respect to the basis { ey, e,, ..., e, } we then have

(2.3) Toew =2 (T)im" & »
jed
where
(Tu)j,m = Uj g Ujgmg -+ Ujpmy,

for j = (ji, Jar s ji) and m = (my, m,, ...m) in A. It follows from
theorem (2.2) that the mapping u — T, is a representation of the unitary
group of transformations on H. This representation acts on 7 ®¥. When
k > 1 this is not an irreducible representation. In order to exhibit a proper
invariant subspace of ¥ we introduce the subspace ¥ of symmetric
tensors of degree k: If 7 is a permutation of {1,2,..,k} and me 4 we
let m = { m 1y, M2y, -0 Moy }- Then

™

SO ={t=>t,e, in IT®.g

med

for all permutations tand me 4 }.

THEOREM (2.4). The subspace & is invariant under the action of the

representation U —» T, =1 @ u @ ... ® u of the unitary group of trans-
formations on H.
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Proof. We first observe that for any permutation 7 of { 1,2, ..., k } we
have

(25) (T;l)tj,m = (n)j,r-lm .

This equality is an immediate consequence of the definition of the coefficients
(T,) ;. (see (2.3)) when 7 is a transposition. The general case is then
obtained by writing 7 as a product of transpositions.

Consider the set of all n tuples o == («y, a5, ..., «,) of non-negative
integers satisfying || o || = ay 4+ o5 + ... + o, = k and let 4, be the set
of all the m = (m,, m,, ..., m;) in 4 such that i, 1 < i < n, is one of the

components of m precisely o; times. We then have 4 = U 4, and
el [ =k
if m e A, then tm also belongs to 4,. Moreover, it is easy to see that the
collection of all, 6, = Y ¢, ||«|| =k, is a basis for ¥®. Conse-
medy

quently, it suffices to show that T,0,e ¥® when ||« || = k. By (2.3)
we have

Tuo-a = Z T;gm = Z (Z(Tu)j,m 8j) = 2( Z (Tujj,m) Sj'

medy medy Jjed jed medgy

If 7 is any permutation, it follows from (2.5) that

Z (Tu)tj,m = Z (Tu)j,t_lm = Z (Tu)j,m-

medg medg me Ay
Thus, the coefficient of ¢ ; equals that of ¢ ; in the above expansion of T}, a,.
Hence, T, 0, € &% and the theorem is proved.

We shall show that the restriction of this representation u — T, to &%
is irreducible. This is particularly simple to do if we examine a representa-
tion that is equivalent to it that acts on the vector space 2 = 2km
of homogeneous polynomial functions of degree k& of the n complex
variables z = (z;, 25, ..., Z,)- We use the following notation in our
discussion of this space: If o = («y, %y, ..., ®,) is an n-tuple of non-
negative integers we put z* = z{1 z32 ... z;# when z = (z4, 2, ..., z,) € C",
ol =y lay ..ol and, when || a|| =k, (§) = k!/a! (note that ()
is the number of elements in the set 4, we introduced in the last proof).
The polynomials

k k! e .
p.(2) = z* = zil z52 ... z3n,
o

oglas! ... a,!

|| || = &, form a basis of V. We have just observed, however, that
theelementso,= Y. &, ||| =k, form a basis of the space F® of

medy
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symmetric tensors of degree k. We can, therefore, extend the map o, — p,
linearly and obtain a one to one linear transformation n = n‘® of F®
onto 2, This transformation is an isometry if we introduce an inner
product on 2% by letting (ns, nt) = (s, t) for all symmetric tensors s and ¢

in %, Obvious consequences of these definitions are:ifp = ') ¢, p,
[le]| ="k
and ¢ = ) d,p, then
[|el| =k
k
(2.6) (p,q) = ) ¢ d,(0,,0) = ) ca3a< )
llol| =k o[l =k *
On the other hand, if p(z) = Y a,z* and q(z) = Y b, z* then
[lef|=k [[o[=Fk
aa Ea
(2.6") (P, = ) —x
P,
Lok Jd 0 0 0"t 0*2 0%n
tD = —, —, ...— |, D* = - —
© 0z 0z, 0z, 0z} 0272 0z

and, forp(z) = ) a,z*in 2P, put
Ha|| =k

pD) = ) a,D".
]l =k
Then, if ¢ (z) = ) b, z* we have

[lal|=%

1 _ 1
" _ ! — q
(2.6") (», 9 k! ”a%zk ala,b, i p(D)q,

where

q(z2) = ), b,z*. "
llell =k
THEOREM (2.7). For each unitary transformation u on H let S, be the
transformation on P® that maps a polynomial function p into the polynomial
Junction q (z) = p (' z), where 0’ is the transpose of the matrix of u with
respect to the orthonormal basis {e,,e,, ..., €, ). Then S:u—S, is a

representation of the unitary group of transformations on H that is equivalent
to T:u—T,. Infact,

(2.8) nT, = S,n

Sfor all unitary transformations u on H.

1) 1l Calderén [2] and in the previously mentioned Chapter IV of Stein and Weiss [10] the inner product

on 2K) was introduced by formula (2.6”). It appears much more natural in this context when we see its
connection with the inner product of (k).
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Proof. Let L: 7% — 2™ be the linear transformation that maps

By = € B0y, ... Q, IO 2z, Zyy weo Zyy -
Since 4, has (¥) elements it follows that

Y Lg, = <§> z* = p,(z) = =na,.

medy

That is, © is the restriction of L to &,
In order to show (2.8) it suffices to show that =T, ¢, = S, no, for all

unitary transformations u on H and ||« | = k. We have, by (2.3),
1,0, = Z T, e, = Z (Z(Tu)J,m 8])
medgy medy jed
where

(Tu)Jm €f = Ujimy Ujomg -+ Ujpmy, €j; D €j, @ ... @ e .

Thus,

LTu O, Z ( Z uj1n11 ujkmk ZJl ij)

msda j ..... jn=1

Z(Z”Jml J)(Zu.zmz J) (Z Ujmy, J)“pa(u z) = S,mo,.

medyg j=1 ji=1

Since T, o, € ™ by (2.4), we have LT,6, = nT, 6,. Hence, nT, o, = S,no,
The fact that S, ., = S,,S,,
for any two unitary transformations #; and u, is immediate. In order to
establish the theorem, therefore, we must show that S, is unitary. But,
if p and g belong to 2 there exist (unique) symmetric tensors s and ¢

such that p = ns and ¢ = nt. Then,

(S.p,S8,9) = (Syms, S,nt) = (2T, s, 7T, 1) = (T,s, T, 1)

= (s,t) = (ns,nt) = (p,q),

which shows that S, is unitary.

THEOREM (2.9). The representation S:u — S, is irreducible.

Proof. We first observe that it suffices to show that any linear trans-
formation 4 on #® such that A4S, = S, 4 for all unitary u must be a
constant times the identity. To see that this is the case, suppose S leaves
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a subspace V < #® invariant and P is the projection of #* onto V.
Since V' is also invariant it follows that PS, = S, P for all unitary transforma-
tions u on H. Consequently, P must be a constant times the identity
transformation on 2. But, since P is a projection, this constant must
be either 0 or 1; thus, ¥ is either { 0 } or 2, which means that Sis irredu-
cible.

Suppose, then, that the operator 4 commutes with the representation S
and let u be the unitary operator whose matrix with respect to { ey, e,, ..., €, }
is diagonal with u,; = ¢, 1 £ j < n. Then

(SuP) (2) = P (u' 2) = (5) (€71 z)"1 (€72 25)"2 ... (e¥n z,)n .

If we let 0 = (0,,0,,..,0,) and 0.0 =0,0, + 0,0, + ... + 0,2, we
can express the action of S, by the simple formula

SuD. = €% p,.
Suppose A, on the other hand, transforms the basis elements p, in the
following manner

Ap, = Z Apa Pp -
[Bll=k

Since A4S, = S, A we then must have

aﬁa eie‘ﬂpﬂ = SuApa = ASupa = aﬂa eio‘apﬂ .
NBll=*k 1B]=k
Consequently, a,, €’ ? = a,, ¢ * for all n-tuples § = (6, 0,, 05, ..., 0,).
Thus, either, « = poraz, = 0. It follows that AP, = a,, p, for “ o H = k.
If BA = AB, where B is a linear transformation satisfying

Bpa = Z b,BaPﬂ for HaH =ka
IB1I=k |

we must have

bpyGus Pg = BAp, = ABp, = Z bﬂaaﬂﬁpﬁ°
(Bll=k [BIl=k
Thus, a,, by, = bp, ags. Thus, if we can find such an operator B with
by, # 0 for some o and all B (|| || = k) it would follow that a,, = A
for all « and B. This would show that 4 is a constant times the identity
operator and the theorem would be proved. In order to obtain such
a B we choose a unitary operator u on H whose matrix with respect
to {ej, ey, ..,e,} has no zero elements in the first column. (i.e. ujy,

f D W S—
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j=1,2,..,n, is not zero). With a = (k, 0, ..., 0) (that is, p, (z) = z})
we then have by (2.7)

(Supa) (Z) = pa (u, Z) = (Zl ull +ZZ Usq +"'+Znun1)k

= z ubiyf2

Bn B
At p2 . ugt zh .

Clearly,

— B1,,8 Bn
bp, = uitul2 .. uyt #0

for all B satisfying || || = k and the theorem is proved.
Since S and T are equivalent representations (theorem (2.7)) we have
the following corollary of (2.9):

COROLLARY (2.10). The representation T: u—T, is irreducible.

When the Hilbert space H is n-dimensional Euclidean space C" the
group of all unitary operators on H is called the unitary group on C" and
is denoted by U (n). The same notation will be used for the group of
matrices of the operators in U (n) with respect to the standard basis
e, = (1,0,..,0),e, =(0,1,..,0),..e, = (0,0, ..., 1). Thespecial unitary
group, SU (n), is the subgroup of those elements of U (n) having deter-
minant 1. The spaces ¥ and 2™ are obviously invariant under the
restrictions of the representations 7" and S to SU (n). It is not hard to
show that these restrictions are irreducible representations. By the equiv-
alence (2.8) it suffices to show that this is true for the representation S.
But this requires only one simple change in the proof of theorem (2.9):
Instead of the equality ag, e = ag, ¢ ? holding for all n-tuples
0 = (0,,0,, ..., 0,) we obtain this same equality for all n-tuples 0 satisfying
0, + 60, 4+ ... + 6, == 0 (thus, det u = 1). This suffices for obtaining the
conclusion that either « = f or ag, = 0. For, if ay, # 0 thene® * = ¢/
for all such m-tuples 6. Thus, if r is any real number we must have
¢ (==F — 1 whenever 0, -0, + ... +0, = 0. But (z, — B,) +
+ (o, — ) + ... + (2, —pB,) =k — k =0. This allows us to choose
0 = « — B and we obtain

fir@=8y@=p _ 1

for all real numbers r, which can occur only if « = . We have shown,
therefore, the following corollary:

COROLLARY (2.11). The restrictions of S and T to SU (n) are equivalent
- irreducible representations of SU (n).
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It is clearly not reasonable to expect that the restriction of an irreducible
representation of U (n) to a subgroup is also an irreducible representation
of the subgroup. If we consider the orthogonal group 0 (n) (i.e. those
operators in U (n) whose matrices with respect tc { ey, e,, ..., e, } have
only real entries) and restrict S, or 7T, to 0 (#) we do not obtain an irreducible
representation. In studying the problem of how the space 2 can be
decomposed into subspaces that are invariant under the action of S res-
tricted to 0 (n) it is more natrual to consider the elements of 2 to be
polynomial functions of n real variables. Thus, if we denote this restriction
by S° and x = (x4, X5, ..., x,,) is a point of n-dimensional real Euclidean
space R" then (S%p)(x) = p (' x) for each ue0(n) and pe PP,
We denote the inner product of two points x = (x, x,, ..., X,) and
Y=Y ¥y of R" by x -y =X,y + X Y2+ oo+ Xy Vs
| X [ = \/ x - x is then the Euclidean norm of x. Since this inner product
is 1nvariant under the action of 0 (n) (that is, (ux) - (uy) = x - y whenever
u e 0(n)) the subspace

| x 22970 = {peP®:p(x) = |x[*q(x) with geP* 2}
when k& > 1, and

| x ?2%°2 = {0} when k =0,1.

is invariant under the action of S° Consequently, the orthogonal com-
plement # of this subspace is also invariant. We let S*" denote the
restriction of S° to (Y. Thus, for each u € 0 (n), S*" = S*" (x) is
the operator mapping a polynomial p € #°{* into the polynomial g = S*" p
whose value at x is p (' x) = p (u™! x).

We recall that the differential operator

is called the Laplacian. If a function f defined in a region of R" satisfies
A f = 0 then f'is called a harmonic function. '

THEOREM (2.12). The representation S*" of 0 (n) is irreducible. The
space #) on which it acts consists of all the harmonic polynomial functions
on R" that are homogeneous of degree k. 2™ is the orthogonal direct sum
of #) and the subspaces

X[ AT = {peP®: p(x)=Ix[Pq(x), ge A N, 1 <j<K2;
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moreover, the restriction of S° to each of these subspaces is an irreducible |

representation of 0 (n).

Proof. By (2.6") and the definition of # ¥ we must have, for p € # %)
=k!(,p)=r(D)p forall re|x|*2%*=2 Lk = 2 (when k < 2 poly-
nomials in #® are obviously harmonic). In particular, if we choose
r(x) = | x|?q(x) where ¢ = Ap we have, since |x|* g (x) = g (x) [x]?,
0 = ¢qg(D)Ap = (dp, 4p). But this means that Ap = 0; thus, p is har-
monic. The converse, that each harmonic polynomial that is homogeneous
of degree k belongs to #¥), is evident.

If we show that S*" is irreducible the rest of the theorem follows
easily by induction. We shall, in fact, prove the irreducibility of the
restriction of S*" to the special orthogonal group SO (n) consisting of those
orthogonal transformations that have determinant 1 (these transformations
are called rotations and SO (n) is also known as the rotation group on R").
The group SO (n—1) can be identified is a natural way with a subgroup
of SO (n). This can be done by fixing the vector 1 = (0, ...,0, 1) in R”
and considering the subgroup G < SO (n) of all rotations leaving 1 fixed.
Each such rotation effects a change in the first (#— 1) coordinates of a point
of R” and can, therefore, be considered a rotation acting on R*~'. We
shall write SO (n—1) = G < SO (n).

The theorem will be established if we show that (i) If' R is the restriction
of the left regular representation of SO (n) to a subspace V of P® then there
exists a polynomial q €V that is invariant under the action of SO (n—1).
That is, q (' X) = q (X) for allu € SO (n—1); (ii) If W is a subspace of # ")
consisting of vectors that are invariant under the action of SO (n—1) then the
dimension of W is 1.

If S*" were not irreducible then #¥) would be the direct sum of
(at least) two invariant subspaces. By (i) each of these subspaces must
contain a vector invariant under SO (n—1); but this would contradict (ii).

To show (i) we choose an orthormal basis { Y; } of V" and, for each pair
of points x, y € R", we define

(2.13) Z.) = YY) Y, 0).

Then (p, Z,) = ). (p, Y;) Y;(x) = p(x) for all pe¥. This means that
J

Z . is the unique element of V representing the linear functional mapping p
into p (x) and, therefore, Z, is independent of the orthonormal basis we
chose. Since S° is a unitary transformation on J the functions whose
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values at ye R” are Y, (u™'y) also form an orthonormal basis of V.
Thus, by (2.13) and the fact that the definition of Z, (») is independent of
the basis we chose, Z,_; (u™'y) = Z,(y) forall uin SO (n). In partic-
ular, Z, must be invariant under the action of any u in SO (n—1). This
proves (i).

To show (ii) we let p be an invariant polynomial under the action of
SO (n—1) and we write

k
p(xlax23°"9xn) = p(x) = Z x’;—jpj(f),
j=0

where p ; is homogeneous of degree j in the n — 1 variables E = (x1, X35 o
X,_q). If ueSO(n—1) and u ' x =y = (y1, Y2, ..., ¥u) then y, = x,.
Thus, by our identification of SO (n—1) with a subgroup of SO (n),
(P15 V25 s Vumy) = 1 = u~* £ and

k k k
S p () =px) =p@ix)= Y xXxp@ ) =Y x5 p;(0)
j=0 j=0 j=0

for all real numbers x, Consequently, p; (&) = p; w ' &) for all
EeR" ™V and ue SO (n—1). But this clearly means that p; is a radial
function (i.e. it depends only on | & | = (x;+...4x7_1)'/?) since, if we are
given any two points & and n with | | = ||, there exists a rotation u
such that # = u~ "¢ On the other hand, p; being homogeneous of
degree j, this means that we must have p; (&) = ¢; | ¢ |7 = ¢; (x{+...
+x2_,)7?, where c; 1s the value of p ; at any point on the surface of the
unit sphere »,_, = {£eR"™V; || = 1}. Since p; is a polynomial
c; must be zero when j is odd. Thus, after relabeling, we have shown
that
p(x) = Y xH (x4 .+ xi) .

0=Jj=k/2

On the other hand, since p is harmonic

= (dp) (x) = Z (o) c; +ﬁjcj—1)x’:z_2j(xf o Fxp) T,
12j5k/2

where o; = 2j(n + 2j — 3) and f; = (k — 2j+ 1) (k — 2j + 2). Since a; #0
for 1 < j < k/2 this means that

ﬁlﬁZ ﬁj

Oy Oy -u. O

¢; = (—1y ———~

L’Enseignement mathém., t. XIV, fasc. 2. 10
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for 1 = j < k/2. This shows, therefore, that p (x) is ¢, times the poly-
nomial

214 X+ ¥ (—1)fo',§"2j(xf+...+xf—1)j

1<j<k/2 0y 062...OCJ-

and (ii) is proved.

COROLLARY (2.15). The linear space spanned by the class of all polyno-
mials in #°, k =0, 1, 2, ..., restricted to the surface Z,_, = { x € R™:
| x| = 1} of the unit sphere in R" is uniformly dense in the space C (Z,_,)
of continuous functions on X, _,.

Proof. 1t follows from the Weierstrass approximation theorem that the
linear space spanned by the class of all polymonials in 2% k = 0,1, ...,
restricted to X,_; is uniformly dense in C(X,_;). But it follows from
theorem (2.12) that if p (x) is in 2 then

p(x) = h(x) +[x*q () + [x]*q(x) + ... +[x["q,(x),

where he #f and g, e #7201 <j <1 < k/2. If x e Z,_,, therefore,
p(x)=h(x)+ g, (x)+ g, (x) + ... + ¢, (x). Thatis, p is a (finite) sum
of elements of # 9, 0 < j < k. The corollary now follows immediately.

The harmonic homogeneous polynomials of degree k (that is, the
members of # ) are called the solid spherical harmonics of degree k.
Their restrictions to the surface of the unit sphere X,_; are called the
spherical harmonics of degree k (or, sometimes, the surface spherical har-
monics). If p (&) is such a restriction, because of the homogeneity, we
obtain the value of the original function at any point x = | x | £ in R" by
multiplying p (£) by | x|*. In view of this close relationship between the
spaces of solid and surface spherical harmonics of degree k£ we denote both
of them by #¥. It will be clear from the context which of the two
spaces #(® is under discussion. Furthermore, we will systematically use
the Greek letters &, n, ... to denote points of X, _, while x, y, ... will continue
to denote the general points of R". The spherical harmonic Z;, { € X, _;,
defined by (2.13) (which was shown to be independent of the choice of
orthonormal basis of #'®) is called the zonal harmonic with pole ¢. 1t is
clear from our discussion that ¢, = Z; (1) times the expression (2.14)
equals Z; (x).

The following theorem is a basic tool that will be used in the next
section in order to show how the spherical harmonics can be obtained from
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irreducible representations. Before stating it we observe that || Z; || =

= \/ (Zy, Zy) = \/ Z, (1) = a,. This follows immediately from the fact
that Z, represents the linear functional mapping p e #'¥ onto p (1); that
is, (p, Z,) = p (). For, taking p = Z,, we then must have || Z, H2 ==
= (Zy, Z) = Z; (). -

THEOREM (2.16). Let{ Yy, Y,, ..., Yy, } be an orthonormal basis of #\©
the space of (surface) spherical harmonics of degree k, such thatY, = a, ' Z,.
Then, if (t; (v)), ue SO (n), is the matrix of Sy’ with respect to this basis,
we have

(2.17) Y;(ul) = apt; () = /Z, (D1 W)
forj=1,2,..,d,.

Proof. 1f p e #P is orthogonal to ¥, we obtain

0=(p,Y) =a," (p.Z) =a;, " p(1).

In particular,

(i) (1) =0 for i=23,..4d,.

If v € SO (n) then the matrix (¢;; (v)) of Sk is given by
di;
(S5"Y)(©) =Y, 8 =Y ;) Y8, 1<j=4d,.
i=1

Thus, putting £ = 1 and using (i), we obtain

Yj(”—ll) =1,; YD =a.t;, 7", 1<j<4d,.

Letting v = v~ ! this equality reduces to relation (2.17) and the theorem
is proved.

It is not hard to evaluate the constant a; = Z; (). In fact, let

BBy B . .
qg(x) =xt+ Y (—1)f~—1—2—_ﬁixﬁ 2 (x]+x5 4+ x2 )

1<j<k/2 Oy O ... O

be the polynomial (2.14). We showed that Z, (1) ¢ (x) = Z, (x). Thus,

Z, (V) = (2,,Zy) = (alf q, a,f q) = [Zl (1)]2 4, q) .

1 s
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This shows that a5 = Z, (1) = 1/ (g, ¢). On the other hand, the inner
product (g, g) is easily evaluated once we observe, after an easy calculation,
that the polynomials x£~2/ (x] 4 x5 - ... 4 x%_,)’ are mutually orthogonal
and the square of their norm is oy a, ... o; [ f; B, ... f;. Hence,

(2.18) a;* =1z, =1+ Y ﬁiﬁ__/’l

15j<k/2 OCl 0y ... (Xj

where a; = 2j(n+2j—3)and f; = (k — 2j+ 1) (k — 2j+ 2). It can be
shown that the last expression equals

kﬁl <2j+n -2>;

j=0 ]+n_2

thus, we also have

k-1

2.19 ap? =
( ) g jl;_Io ] +n—2

2j+n—-21)

In the next section we shall characterize those irreducible representations
of SO (n) that are equivalent to S*". These will be the representations of
class 1 (to be defined in § 3). We shall show that the spaces spanned by
the first column of the matrix of these representations with respect to
certain orthonormal bases are the same whenever two representations are
equivalent. Consequently, we can define Y, j=1,2,..,4d, by for-
mula (2.17) when (¢;; () is such a matrix and obtain the spaces #*
directly from the general theory of representations of SO (n).

§ 3. REPRESENTATIONS OF CLASS 1 AND SPHERICAL HARMONICS
In the course of the proof of theorem (2.12) we showed that there was

precisely a one dimensional subspace of # %% whose points invariant under
the action of S*" restricted to SO (n—1). As we shall see, it is this property

k

1) When n = 4, for example, a',f = (k+1)2_k. Forn =6, alf =6(k+2)(k+3)2 ". The fact thay

ai =) Z1 (1) £ 1 can be shown without any calculation. Equation (2.13) defined a “zonal harmonic ”
for any subspace of 2, If, in this definition, we use the orthonormal basis {\/ (’;) xa}, Hall = &,
we obtain (x - y)k. The value of this function at x = 1 = y is obviously 1. If, on the other hand,
we use an orthonormal basis that is a continuation of an orthonormal basis of (k) we clearly
have Z; (1) = (1-DF = 1.
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that will enable us to identify those irreducible representations of SO (n)
that are equivalent to $*". In order to do this we shall study, more generally,
those representations T of a compact group G having the property that
there exists a compact subgroup K and a subspace W of the Hilbert space
on which T acts such that T (u), for u € K, is the identity transformation
when restricted to W. Before doing this, however, we would like to show
that there is a close connection between SO (n) and 2, _ ;.

To begin with, it is not hard to show that the space SO (n) / SO (n—1)
of left cosets [u] = { uw:ue SO (n), we SO (n—1) } can be identified in a
natural way with the surface of the unit sphere X,_;. The topology on
this space is the one induced by the projection u — [u] of SO (n) into
SO (n) /| SO (n—1) (i.e. a set in this last space is open if and only if its
inverse image is open). Given ue SO (n) let x, = ul; if v €[u] then
91 = ul sinceu™'ve SO (n—1) and, thus, v1 = (uu™ ) o1 = u (v~ v1) = ul.
Consequently, the mapping &@: [u] — x, = ul is well defined. Moreover,
it is clear that @ is continuous, one to one and onto X,_,. Since
SO (n) | SO (n—1) is compact it follows that & is a homeomor-
phism.

Secondly, the Haar measure of SO (n) can be used in order to obtain
the ordinary Lebesgue measure on X, ;. This follows from the following
result.

THEOREM (3.1). If f is a continuous function on X,_, and Ey€X
then

n—1>

| f®d¢ =] fué)du,

In—1 So(n)
where d& is the element of normalized Lebesgue measure on 2,4 (that is,
§5,_, d¢ = 1) and du is the element of normalized Haar measure on the
group SO (n).

Proof. The only property of Lebesgue measure on X,_, that we need
is that it is invariant under the action of rotations. Thus, first using this
property, then the fact that Haar measure is normalized and Fubini’s
theorem we have

| f(é)d€=2f f@O)dE =[ {| f@dde}du

Spo1 SO(my  Zp-1

=] {] f@®duyde.

Ih—1 SO(m)
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Let u, be a rotation such that u, ¢, = &; then, since the compact group
SO (n) must be unimodular, the last integral equals

[ {] flugé)du}dé =| ([ f(ué)du}de

Xp—1 SO(n) Iy—1 SO0(n)
= { j. fwéo) d“}{ j di} = j fwéo)du . 1)
S0(n) Ih—1 S0(n)

We now turn to the general case described at the beginning of § 3.
That is, we suppose G is a compact group and K a closed subgroup. Sup-
pose T is a representation of G acting on a Hilbert space H and W< H

the subspace of all those vectors in H that are invariant under the action
of K; that is,

W= {seH; T,s =s for uekK}.

For example, as was mentioned briefly at the beginning of this section,
when G = SO (n), K = SO (n—1), T = S*" and H = #'® we showed in
the course of the proof of theorem (2.12) that W is the one dimensional
subspace generated by the zonal harmonic Z,.

The restriction of 7 to K is a representation of this subgroup that acts
on H. If we choose an orthonormal basis of H that is an extension of an
orthonormal basis of W, then the matrix of 7T (#) with respect to this basis

has the form
( I, O
0 T

for all u € K, where Iy is the matrix of the identity operator on W. The

mapping T:u — T(u) = T, is a (matrix valued) representatoin of K acting
on Wi, Let v be the normalized Haar measure of the group K. Then, if
dimension d of H is greater than 1 it follows from the orthogonality relations
of theorem (1.3) that

Iy, O
(3.2) JT(u) dv(u) = (O 0);

or, equivalently, if (z;; (1)) is the matrix of T (1) with respect to the above
mantioned basis,

s  dv < [ IS e = dmw.
(3.2) y () dv () = 0 otherwise

K

1) The reader should observe that this proof obviously extends to the case when SO (n) is replaced by
anyone of its compact subgroups that act transitively on X, _1.
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If v e G it follows from (3.2) and the fact that 7" is a representation
that
(3.3)

t11 () ...t (0...0
t, (0) ... 1. ()0...0

--------------

ty (V) ity (v)0... 0

Suppose f is a continuous functions on G that is constant on the left
cosets vK; that is, f(vu) = f(v) for all ue K. Then,

f@) = I{f(v)dV(u) = Iif(vu)dv(U).

fT(vu)dv(u) = T (v) jT(u) dv(u) =

K

On the other hand, an application of Minkowski’s integral inequality and
(1.5) gives us

Jf(vu) dv(uw) = ), ( Za c5 jt?j(vu) dv (1)) ,

acsd 1,j=1
K

where { 7%} = {(#{;) } is a complete system of irreducible matrix valued
representations of G and the convergence is in the norm of L? (G). Thus,
from (3.3) we have

da Cq
(3.4 f@ =2 (X X &)
aesd i=1 j=1
where c, is the dimension of W, = {se€ H*: T, s = s for ue K} and the
convergence is, again, in the norm of L? (G).

When K = G then the spaces W, must be zero dimensional. On the
other hand, c, = d, if K consists of only the identity element of G. When
¢, = 1 the representation 7% is said to be of class 1 with respect to K. The
following theorem shows that, if G = SO (n) and K = SO (n—1), then an
irreducible representation of G is either of class 1 with respect to K or there
are no vectors in the space on which the representation acts that are invariant
under the action of K.

THEOREM (3.5). Suppose T is an irreducible representation of SO (n),
n = 3, acting on the Hilbert space H and W = {se H: T,s = s for
ueSO(m—1)}. Then the dimension of W is eigher 0 or 1.

Proof. Given v € SO (n) we claim that there exists w e SO (n—1) such
that wol =27 '1. If ve SO (n—1) we can take w to be the identity.
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If v ¢ SO (n—1) we first observe that v1 — v~ 1 is orthogonal to 1 because
11 =191 =1-2"11=9"11"-1.

Since n = 3 we can construct a two dimensional subspace V' of R” spanned
by v1 — »~! 1 and another vector orthogonal to 1. If we rotate this space
about 1 by 7 radians and leave the orthogonal complement of the span
of 1 and V pointwise fixed, we obtain a transformation w € SO (n— 1) with
the desired property.

If we put u, = vwo and u, = w™' then u,, u, € SO (n—1) and
v =u; v 'u, Thus,

(1) : T:J = T1’41 Tl,—l 7142'

Suppose dim W = 2. Then we can find two vectors, e; and e,, such
that (e;,e;) = 6;; and T, e; = e; for i,j = 1,2 and ue SO (n—1). Let
t;; (1) be the entries of the matrix of T, with respect to an orthonormal basis
of H having e; and e, as its first and second elements. Then ¢;; (u) = ¢,
if either i or jis 1 or 2 and ue SO (n—1). This fact, together with (1.2)
imply that ¢;;(vu) = t;;(v) and ¢;; (wv) = t;; (v) when i, j=1,2,
ue SO m—1)ve SO (n). From equality (i), therefore, we have ¢;; (v) =
=1,;(v) for i,j = 1,2 and all v € SO (n).

In particular,

(i1) 121 (V) = 11, (V)
and
(1i1) t11 (V) =t (V)

for all v € SO (n).

If H, is the space generated by ?,4, f54, ..., #;; it then follows from
theorem (1.6) that the span of the left translates of #,, is again H; (otherwise
this span would be a proper invariant subspace of H,). Thus, there exist
a finite number of rotations u,, u,, ..., 4, and constant ¢ c,, ..., ¢,, such
that

m

~1
thy () = ) cityy (uj u)
j:l

for all ue SO (n). But, by theorem (1.3)

S @t du = | 1)t (ydu = 1/d.

S0(n) S0(n)
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On the other hand, again using the orthogonality relations of theorem (1.3),

ot @tw i, @du = |ty (g u) b, (W) du =
S0(n) S0(n)

d
= j Yt (uy )ty ()t (W) du =
=1

S0(n)

d
= ¥ ty(u;?) iy (W)t (w)du = 0.
=1

SO0(n)

Hence,

m

j tyr (W)t (Wdu = ), ij tyg (uj )ty (W) du = 0.

j=1
SO0(n) S0(n)

We therefore obtain the contradiction 1 / d == 0 and the theorem is proved.

If {T*}, ae o/, is a complete system of irreducible matrix valued
representations of SO (n), n = 3, some of the 7% ’s will be of class 1 with
respect to SO (n—1). The rest of the 7*’s will act on Hilbert spaces
having no non-zero vectors invariant under the action of SO (n—1). Let
o < & be the set of « such that 7% is of class 1 with respect to SO (n—1).

We fix such a complete system {7“} of irreducible matrix valued
representations of SO (n). Suppcse T is a representation equivalent to 7
for some o« € &/, ; that is, T is of class 1 with respect to SO (n—1). If H
is the Hilbert space on which T acts then there exists a 1 dimensional sub-
space that is invariant under the action of SO (n—1). Let{ Yy, Y,, ..., ¥, }
be an orthonormal basis of H such Y; spans this 1 dimensional space and
(¢;; (w) the matrix of T, with respect to this basis. Then, by (3.3)

t11(0...0
J‘ T(ow) dv (1) = t,1(®)0...0 ,
§0(n—1) t;1(©)0...0

whenever v € SO (n)
In particular, if X is the character of 7T (see § 1), we have

(3.6) | x(ou)du = t;, (v)

S0(n—1)

for all v € SO (n). Since the character X is the same for all members of
the class [T] of representations equivalent to T, (3.6) gives us a definition
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of #,, that does not depend on the representative we choose from [T7.
The same must therefore be true of the vector space spanned by the left
translates of #;;. By theorem (1.6) this vector space must be the linear
span H; of the elements #,4, 7,4, ..., #;; of the first column of the matrix ()
(for, as was argued in the proof of theorem (3.5), if this were not the case H,
would have a proper invariant subspace). In the proof of (1.6) we showed,
moreover, that the restriction to H, of the left regular representation of
SO (n) is equivalent to the representation T whose matrix with respect to
{Y,,Y,, ..., Y, } is (f;;). In fact, we showed that this restriction R
equals L TL™*, where L is the isometric linear transformation of H onto H,
mapping Y; onto \/Etu, 1 £ i £ d (see footnote at the end of § 1).

We can apply these arguments to the representation S** acting on # ¥
since it is of class 1 with respect to SO (n—1); in fact, for Y, we can choose
a; ' Z, where a, = \/ Z, (1) = J(Z, Z,) (see theorem (2.16)). In partic-
ular there exists « = o, € ., such that S*" is equivalent to 7% We then
obtain the same function ¢7; from (3.6) by taking X = X* to be either the
character of S*" or of 7*. Thus, S*" and T* are (isometrically) equivalent
to the restriction of the left regular representation of SO (n) to the vector

space generated by the left translates of t_°1‘_1 = . It follows from (2.17)
and (3.6) that

Z,oD[Z,() = @) = | 5 (ou) du

S'O(n— 1)

forallv € SO (n). Inequation (2.13), which was used in order to define Z;,
we could have chosen an orthonormal basis { Y;, Y,, ..., ¥, } of £
that consists of 1eal valued functions (recall that the sum on the right is
independent of the choice of orthonormal basis); we see, therefore, that Z;
must be real valued. Consequently, we can omit the bars denoting complex
conjugation in the last equality and we obtain

(3.7) Z, )/ Z, (D) =t"(@) = | ¥* (vu) du

So(n—1)

for all v € SO (n).
It follows that a function p on Z,_, is a spherical harmonic belonging

to #® if and only if
(3.8) pul) = F(u),

where F is a finite linear combination of left translates of #“.
Suppose p, ge#P. In §2 we defined their inner product (p, q)
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(see (2.6), (2.6") and (2.6"")). Since #) = L* (Z,_,) we can also form the

inner product that L? (2,_,) induces on #°{":
(3.9) <pg>= | p®a®d.
Zn—-1

It is not hard to show that these two inner products differ only by a mul-
tiplicative constant:

(3.10) <p,qg> =4/ 49,

where 4, = Z, (1) | d, = a; | d,.
In order to show this we choose the orthonormal basis { Y1, Y5, .. Y, }
of theorem (2.16), let p = X b; Y; and g == X ¢; Y;. Then,

d;
(p,q) = Z bjaj'

j=1

But by (2.16), (3.1) and (1.3),

<p.q>= j p(©)q(Q)ds = j a; (Y byt () ( Z ¢ty () du =
j=1 j=1
In~1 S0(n)

=ayd;" Y b, = ard; " (p,q).
=1

J

In the discussion following (2.13) we showed that Z,, (vy) = Z, (n) for
all ve SO (n) and &,y e X,_;. Thus,

<Zv§szv§ > ’_‘:5:]. IZvé(n)lzdr] = j lZug(v’?)lzd”l =

n—1 Zn—-1

Zn—1

Consequently,
(3.11) <Z€,Z§ > = <Z'1’Z'1 >

forall {,neX, ;. Using the fact that p (n) = (p, Z,) for p e #, (3.10),
Schwarz’s inequality and (3.11) we obtain

| Ze) | = |(ZpZ)) = A7 | < Z,,Z, > | <

<S4 <Z0Zi> <2,2, > =

= A < ZeZe > = A 42, 2) = (Z,,Z) = Z,(1).
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We have shown that

(3.12) 1 Ze(m) | = Z, (1)

forall (,yeZ,_;.

It 1s not hard to show that each representation 7% o € &7, is equivalent
to one of the representations S*", for some k = 0, 1, .... 'We assume that
111 (v) = t* (v) is the function defined by (3.7); equivalently, we can assume
that (¢{; (v)) is the matrix ot the representation 7 (v) with respect to an
orthonormal basis of H* whose first element is invariant under SO (n—1).
We claim that, under these conditions, the system

(3.13) U {Jdth, ot}

aed |
is a complete orthonormal system for the class of functions f'in L? (SO(n))
that are constant on the left cosets v SO (n—1); that is, f(vu) = f(v) for
all ue SO (n—1). This follows from (3.4). In fact we have

d(x

(3.14) f@ = ) Y cith@

acaly i=1
for all such functions f (the convergence is in L? and the coefficients ¢
are those introduced in (1.5)). If we consider those indices o € o7, that
correspond to some k = 0, 1, 2, ... in the manner described above (i.e. S*",
being of class 1, must be equivalent to one of the representations 7% = 7%k
with o € «7,) we obtain a subcollection of the orthonormal system (3.13).
On the other hand, it follows immediately from (2.15) and (3.1) that this
subcollection must consist of the entire complete system (3.13).

We collect these various results in the following theorem:

THEOREM (3.15). Suppose { T*}, a€ &, is a complete system of irre-
ducible representations of SO (n) and of , < </ is the set of all « € o such
that T* is of class 1 with respect to SO (n—1). We can then find a one to
one correspondence k < oy between the non-negative integers k = 0, 1, 2, ...
and the members o (=) of £ such that S*" and T are equivalent. If X, is
the character of S*" (or T®) then the zonal harmonic Z, of #'® is real valued
and satisfies
(3.16) a7tz (vl) = | xx (ou) du = t® (v)

So(n—1)
for all ve SO (n). A function p on X,_ is a sphericai harmonic of degree k
if and only if p (ul) = F (u), ue SO (n), where F is a finite linear combina-

‘1
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tion of left translates of t*. If (p, q) is the inner product of p and q in # (k)
introduced in § 2 and

<pg>=1{ p®q®d¢

‘ Zn—1
is the inner product of p and q regarded as members of L?(X,_,) then
(3.17) <p,q> = 4,9

where A, = Z, (1) | d, = a2/ d,. If pe#® and qe# withk # j then
<p,q> =0. Suppose { Y, Y. .., Y)Y is an orthonormal basis of
H'®) then

U {y®, vP,. ., v}
k=0
is a complete orthonormal system in L*(X,_{). The zonal harmonic Z.,
EeX,_y, is less than or equal to Z; (1) in absolute value.
Perhaps the only tact we did not explicitly prove is that < p, g > = 0
when pe#® anc ge# with k # j. But this is an easy con-
sequence of the Peter-Weyl theorem (1.3) and theorem (3.1) since

[ F(u) G (u) du = 0 when Fis a finite linear combination of left trans-
So(m
lates of ¢ and G a finite linear combination of left translates of % (by (1.2)

such left translates are linear combinations of entries in the first column
of a matrix of the representation with respect to some orthonormal system
whose first element is invariant under SO (n—1)). We have not considered
the problem of determining the degree of homogeneity k& from a given
irreducible representation 7* of class 1 with respect to SO (n—1). Perhaps
the easiest way of doing this is by observing that the dimension of the
space H* on which T% acts must be the same as that of #¥) when 7% and
S*" are equivalent. But the dimension d, of # (¥ can be easily calculated
in terms of k. From theorem (2.12) and the discussion preceeding it,
we see that 2 is the direct sum of # (¥ and | x [> 2%*~2), Since this last
space obviously has the same dimension as 2%*~2 it follows that
d, = dim 2¥ — dim 2*~%. By an easy combinatorial argument (see
Stein and Weiss [10], Chapter 1V, § ) we can show that

(3.18)  dimo® = <”+’;‘1>
Thus, for n = 3,
(k+n—-3)!1(2k+n-2)

(3.19 dy = dim#P = —
A (n—2)! k!
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Theorem (3.15) shows us how the spherical harmonics we introduced
in § 2 can be obtained fromr the general theory of representations of compact
groups applied to SO (n). We have also obtained several properties of
these spherical harmonics by using simple arguments based on this general
theory. We claim that essentially all the well-known classical facts con-
cerning these special functions can be obtained by equally simple arguments.
In the next section we justify this claim by deriving a number of impo1tant
results in the theory of spherical harmonics. Our arguments will again be
based on the general theory of representations of compact groups.

§4. SOME PROPERTIES OF SPHERICAL HARMONICS

The zonal harmonics Z; are often expressed in terms of certain
polynomial functions P restricted to the interval [—1,1] that are called
the ultra spherical (or Gegenbauer) polynomials. We have already obtained
such an expression in § 2. In fact let

4.1 P®@) =dai(t+ Y (—1)fﬁ———1ﬁ2"'ﬁf 5727 (1 —12))

1<jzk/2 Uy 0ly ... O

for —1=2t<1,0;=2j2j+n~3),;, =k -2+ 1)(k—2j+2) and
ar=2,1). If ¢ =(,¢5, ,E)€Z,_; and we put t = &,, so that
1 — 2 =& + ...+ &_,, the expression in parenthesis becomes the
polynomial (2.14) exaluated at £. The observation we made in the
paragraph following the proof of Corollary (2.15) is equivalent to the
fact Z; (&) and P™ (¢) are equal. Writing ¢ = £ . 1 this equality becomes

(4.2) Z,(&) = PO(ET).

Usually, the ultraspherical polynomials are introduced in one of two
ways. One method is to apply the Gram-Scmidt process to the powers
1, ¢, t2, ... restricted to the interval [—1, 1] with respect to the inner product

n—3

1
(4.3) | (f,9) = Jf(f)g—(t_)(l—t") *de.

Another definition of the polynomials P involves the k™ derivative of
(1 _ tZ)(2k+n—3)/2 :

_mya d¥ ke
(4.4 P® (t) — Ofk,n(l ——t2)(3 )/2 21? (1 —-‘tz).( +2k—3)/2
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It is not hard to show that the definition (4.1) is equivalent to these two
definitions. One way of doing this is by first establishing the following
lemma:

LeMMA (4.5). Suppose ¢ is a continuous fuﬁction on [—1, 1] then

1

J @ (Endé = c,,-[ o (D1 —1?) 2 dt
In—-1 -1

where
1
"3
el = J (1—1?) 2 dt.
-1

Proof. This lemma is really of a geometrical nature. First, we note
that
[ @(&nde

1

Sp—

is independent of # since, if « is a rotation,

[ oCQumdé=1[ o@*ndi =] o&nds.

In-1 Zn—1 In—1
Thus, we can choose # == 1. Having done this, we can then evaluate the
integral of ¢ (£.1) over X, _, by first integrating over a parallel perpendicular
tol, o,=1{¢e€X,_y:&.1=cos0}, 0<0 =< n, and then integrating
the function of 8 we have obtained over the interval [0, ]. Since ¢ (¢.1) =
= ¢ (cos 0) is constant over this parallel and the Lebesgue measure of g,
is w,_, (sin §)"~% (where w,_, is the measure of the surface, ~,_,, of the
unit sphere of R”"™1) we must have

[ eEDdE =¢, | 0,_,0(cos0)(sin0)""2d0.
0

Zn—-1
The constant
1

¢y =1/ [ w,_,(sin0)"2d)
-1

must be introduced since we normalized d¢ so that

[ de=1.

Zn—1
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The lemma now follows from the change of variables ¢ = cos 0.
One of the assertions of theorem (3.15) is that

<pag>=[ p®q®de =0 if pe#® and qe#Y.
Zn—1

If we apply this result to p (&) = Z% (&) and ¢ (&) = ZD (&), (4.2) and
lemma (4.5) then imply

. n—3
(4.6) J POMBOPD@H(1—1?) 2 dt =0

when k s j. Since P® is a polynomial of degree k, for k =0, 1,2, ...
we have the following result:

THEOREM (4.7). The polynomials P™ (t), k = 0, 1, 2, ..., form a com-
plete orthogonal system in L* (—1, 1) with respect to the inner product (4.3).
Let

—ny2 dF W
Q (t) = (1 _t2)(3 )2 — (1 —tz)( +2k—-3)/2
dt
and R () a polynomial of degree < (k—1). Then, integrating by parts k&
times, we obtain

1 1
n—3 k (n+2k—3)/2
jR(t)Q(t)(l—tz)Tdt = f R(t)%;(l—tz) dr = 0.

In particular, Q is orthogonal to PY) for j==0,1,...,k — 1. Since QO (¢)
is of degree k it follows from theorem (4.7) that there must exist a constant
« = oy, such that P (f) = o, , O (¢). This is precisely equality (4.4).

The following result, a useful tool in the theory of singular integrals and
partial differential equations (see Calderon and Zygmund [3] and Seeley [9]),
is an immediate application of the relation (3.17) between the inner products
<,>and (,).

THEOREM (4.8). If p is a harmonic polynomial on R" that is homo-
geneous of degree k then there exists a constant B = B (Hoc[ , 1), depending
only on the dimension n and ” o l , such that

[ 1D*p(&)|?de < Bk+DXL[p(&) |2 de.
1

In—-1 Zn—
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Proof. Suppose p(x) = 5 ¢z xP. Since, by assumption, p € # "
||B]| =k |
ap

It follows that any one of its partial derivatives, say — , belongs to #{*~1).

If 2’ denotes summation over all § = (4, B,, ..., ,) such that H ) H ==
and B, > 0, then B

ap
0x,

(x) = Zlﬁn Cpxﬂ_l .

Thus, by (2.6"),

op 0 Bl
<_p,_p> = Y Bulegl?.
6xn axn (k—‘l) Hl}H:k (k— 1) .

Since || B || = k implies B, < k it follows that

! , p! 1
PPy = ”ﬂ%=k ‘g—' | cp | 2 > ||ﬁz”l=k k-1 B, Bk | cg | 2
= icél,,,lz]lk(k-[i!l)zﬁ"'cﬂlz B Elf(%g) ety -
Repeating this argument we obtain
k! 2
(4.9) (D*p, D*P) = |12y ) = [m:l (P, P -

From, (3.17), (4.9), (2.19) ) and (3.19) we then have
[ ID*p(&)|?dé = <D*p,D*p > = A= 11211 D" P D* D) k= 11011

Zp—1
k! 2
S Ak o [m] P Day =

k! 2
= Ak_”“”[(—k—_—_——] At <p,p> = C(a,n, k)f |p(&)]*dE.

el ) !
Zp-1
Here
kKt TP {
C(a,n, k) = A1y l:m] A7 =

. 1) We only announced qqua]ijcy (2.19) and have not proved it. The reader can check that its proof is
particularly easy when the dimension n is even. Equality (2.18), which was proved, can be used here to
obtain essentially the same estimates.

T’Enseignement mathém.. t. XIV. fasc. 2. 1 L
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=(“k—nan>2( i ) ey
a dk"”“” [(k—lla”)']z

_{ "ﬁ 2 +n—2 (k+n—3)12k+n—-2)(k—la]])!
R P j+n—2}{k!(k——Hocll+n—3)!(2k—2l|o¢[|+n—2}}

(k1)
[(k—1alD ]2
The first product in brackets consists of || « || — 1 terms, each less than or

equal to 2; therefore, it is dominated by 2!!*l1=1 The second bracket
times the last fraction reduce to

2k +n —2 k1 (k+n—3)!
2k —2|o|| +n — 2{(k——|lu[|)!(k——|[oc||+n-——3) !}'

Since ||« || < k and 3 < n,

2%k +n — 2 2lall+n=2 2]i«l|

< = + 1 22)|al]l +1.
2%k — 2|l +n—27% n—2 n— 2 = 2llel +

The term in brackets, however, consists of the product of || o || numbers
(k+n—3) (k+n—4) ... (k+n—||o||—2) times another product, k (k—1)...
(k—||«||+1), of || o|| numbers. Since each factor is no larger than
k + n — 3, the term in brackets 1s dominated by

(k+n—3)2Hl < (n—2)2 1=l (1)211=11,
Thus,

C (o, n, k) < 211#10=1 2] |arf] + 1) (n— 2)!1=1 (K + 1)2 1=

and the theorem is proved with B (||«||, n) = 21171 2]|a]|+1) (n—2)> =11,
Many classical formulae are easily derived from the general theory
we have developed. For example, let us consider the relation

(4.10) P@(EYPO (n,) =

1
n—4

= @} Cym1 J P® (&, +(1 =D (1 —np) P ) (1 —1%) 2 dt

-1

which we shall show to be true for all ¢ = (¢4, &,, ..., £,) and

N =Ny 0 ) 10 24
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(the constant ¢,_,; was introduced in the statement of lemma (4.5)). This
is formula (20) on page 177 of the Bateman Manuscript Project [1], Volume 1.

Equality (4.10) can be regarded as a functional equation defining the
zonal harmonics Z; or the ultraspherical polynomials P® (in the same
sense that the relation f(x+y) = f(x) f(») can be regarded as a functional
equation defining the exponential functions).

We claim that (4.10), as well as the statement in the last paragraph,
are nothing but a transcription of the following theorem:

TueoreM (4.11). Let t® . k =0, 1,2, ..., be the function defined by
(3.16). Then,

(9) t© (uouy) = 1% (v)
for ug,u, in SO (n—1) and v in SO (n). Moreover,

(ii) | t® (vuv,) du = t® (v)) t® (v,)
SO0(n—1)

for all v{, v, € SO (n).
Conversely, suppose t is a continuous function on SO (n) that is not
identically zero which satisfies
t(uouy) = t(v)

Jor ug, u, in SO (n—1, v in SO (n) and

J t(vyuvy) du = 1(v,) 1 (v,)

S0(n—1)

Jor all vy,v, in SO (n). Then there exists a non-negative integer X such
that t = t™.

Before proving theorem (4.11) we show that equality (ii) does imply
(4.10). In fact, from (2.17) and (4.2)

ag t® () = P® (41.1)

for all u € SO (n) (recall that 1™ and, therefore, Z, are real valued. This
was shown immediately preceding (3.7)). Thus, (4.11), part (ii), becomes

a; | P (vuv,1.1) du = a; *P® (v,1.1) P® (,1.1)

S0(n—-1)

If we put v, 1= ¢ = (61: 627 “eey én) and 'Z); 1= ‘Z)i 1= H = (’71: Has «ees nn)v
thenv,1.1=¢,andv; 1.1 =1.0;1 =y,
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Hence,
(4.12) az | PO @émdu = PY()PY(n,).
So(n—1)

We now write
E=1=EN"?E + &1 and n=A—-n)"*n + 1,1,

where

& = (6,8, 61,00 and 0" = (1, M2 s Nam1, 0)
belong to X,_; and are orthogonal to 1 (clearly,
& = &A=& and ny = n;/ (L=
when ¢, and 7, are not + 1; in which case, {; =0 =17, for 1 £ j <
n — 1). We shall also denote (¢4, &5, ..., £,—1) and (31, N2, ... fr—y) Y &
and #’; that is, we identify X,_, with those points of X,_, having last
coordinate 0. Thus, for u in SO (n—1)

ul.n=A=EN?A—ng)"Pué .n' + &mn,.

An application of theorem (3.1) and lemma (4.5), therefore, gives us
] PO @émydu = [ PO((1=E)PA—m) & 0" +&m,)dE =

S0(n—1) Zn—2

1
n—4

= Cy—1 J PO (=N (L =)'t + &) (1—1%) 2 dt.
-1
Equality (4.10) now follows from this last one and (4.12).
We now turn to the proof of theorem (4.11). Sincetr { AB} = tr { BA}
for any two matrices 4 and B, we have X, (uy vu, u) = %, (vu, uu,). Hence,
since the Haar measure of SO (rn—1) is both left and right invariant,

t® (@)= | xe(ou)du = | x (Vuquug) du = | v (ugvuu) du =
Somn—1) So(n—1) $o(n—1)

This establishes (i). In order to show (ii) we choose a matrix valued
representation equivalent to S“" in such a way that ¢, (v) = t* (v) for
- ve S0 (n). We can do this, for example, by choosing an orthonormal
basis of #® whose first element is a, ' Z, (see the discussion preceeding
(3.7)). Then, by (1.2),

J t® (vuv,) du = Zk J t11(Vg) tyy (uv,) du

1=1
S0(n—1) 50(n—1)
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and, by (3.2),

ti1 () if 1 =1
du = .
f t1 (uv,) du {0 ifl<l<d,

SO0(n—1)

We therefore obtain the desired result

J t® (vyuvy) du =ty (v)) 11, (v;) = 1% (@) 19 (vy).
S0(n—1)
We now show the converse. Since ¢ (vu) = ¢ (v) for all v € SO (n) and
ue SO (n—1) it follows from (3.4) and theorem (3.15) that

0 dy
t@) = 3 » <Py,
k=0 [=1
the convergence being in L* (SO(n)) (the ¢ 's are the entries of the matrix
valued representation equivalent to S*” that we chose when we established
equality (ii). On the other hand, the fact that ¢ (uv) = ¢t (v) for all
v e SO (n) and ue SO (n—1) implies that ¢¥) = 0 for I # 1, since we can
apply the same argument that was used in order to establish (3.4) by
allowing the first row of (¢f)) to assume the role that was played by the
first column.?) Thus,

0]

(4.13) (@) = 3 D BW = T o),

k=0
the convergence being in L? (SO(n)). Suppose ¢y, # 0 for some k,. Then
de | %@ { | t(vuw)du} dv =

S0(n) S0(n—1)

di | {[ t“@wu™Ht@dv)ldu =

SO0(n—1) SO(m)

di | t% ) (ww ™ N t@)dv = d, | 1% (ouw ) t (vu) dv =

SO0(n—1) S0(n)

dp | {J %O @uw )t doldu =

S0(n—1) SO0(n)

d. | {] t%) (ouw™ ) du ) t(v)dv =

S0(n) S0(n—1)

% SfO(n) t(kO)(v) t(ko)(w—l)t(v) dv = dk—l Cko t o) (w™) = dz:I Cko t*o) (w)

(recall that ™ is real valued and, thus, t® (w™1) = i® (y) = (@ (w)).

¢
i
I3
I

1) The reader can verify that this is the case by replacing T (vu) by T (wv) in equality (3.3).
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On the other hand,
de | 1% @) {] t(vuw)du}dv =

S0(n) S$0(n—1)
=d, [ % @t@t(wydv =d; " Crg L(W) .
SO(n)

Consequently,
Cio t (W) = ¢y t*0) (W), Since ¢, # 0

this implies ¢ = ¢k
and theorem (4.11) is proved.

The fact that relation (4.10) can be regarded as a functional equation
defining the zonal harmonics is not its only significance. The general
methods we used in establishing it are connected with the operation of
convolution in L' (SO(n)), the space of integrable functions on SO (n).
Suppose f, g belong to this space, then their convolution f* g is defined by
letting

(f*)@ = [ fwgu)du
SO(n)
for all v e SO (n).")
- Let {T*}, ae &/, be a complete system of irreducible matrix valued
representations of SO (n). For feL! (SO(n)) we then define its (matrix
valued) Fourier transform (or its system of Fourier coefficients) by putting

A

f@=1] f@T*u du
So(n)
for ¢ e of. If fis also square integrable this definition is consistent with
the Fourier coeflicients introduced in the first section. In fact, it can be
easily shown that Corollary (1.4) applied to such an f is equivalent to the
statement that

o) = Y dor{f @ T @)},

aesd

the convergence being in the L* norm. Perhaps the most basic property
of convolution is that, under Fourier transformation, it corresponds to

1) It can be shown that the function of « whose value is f(x) g (vu 1) is integrable (with respect to Haar
measure) for almost all v e SO (n) and f % g belongs to 1 (SOMm)). Infact || fF* gl = ||fhitllellr,

With the operation of convolution so defined, Ll (SO(n)) is a non-commutative Banach algebra.
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pointwise multiplication. In the present situation this involves matrix
multiplication and the precise formulation of this property is:

THEOREM (4.14). If (f*g) denotes the Fourier transform of the convolutzon
of the integrable functions f and g on (SO (n) then

F*) @ =T @4 @
for all x e .

Proof. Using Fubini’s theorem and the fact that 7%, being a representa-
tion, satisfies 7(v™ ) = T (u™ ') T (uv~') we have

o) @ = (] fWg@uYdu}T 0 )do =

S0(n) SO(n)

[ F@T @] gu )T @ Ydoydu = f (2) g (@)

S0(n) S0(n)

which proves the theorem.

This operation of convolution induces in a natural way a similar opera-
tion on functions defined on the surface of the unit sphere ~,_;. Suppose f
and g are two such functions and let us assume that they are integrable with
respect to Lebesgue measure on X,_,. Then the functions f# and g7,
whose values at v € SO (n) are f7 (v) = f(v1) and g7 (v) = g (v1), belong
to L' (SO(n)) and
(fP*gH)@)= | fwDg@w 'Ddw= [ fluwDg@w 'u'1)dw=

S0(n) 50(n)

= | {| fwh)g@w '1)dw)du.
SO0(n—1) SO(n)
Let £° (&) = [sow-1,f @) du. Ifvl = ¢ forv e SO (n) we put 1 (v) = f° (v1).
The function 7 when satisfies ¢ (u; vu,) = ¢ (v) for all u;, u, € SO (n—1).
The fact that ¢ (vu,) = 7 (v) for all v € SO (n) is obvious while, since the
Haar measure of SO (n—1) is translation invariant,
t(u0) = fO(upl) = | fluuwl)du = | fwol)du = t(v).
S0(n—1) S0(n—1)

But, in the proof of theorem (4.11) we showed that a function ¢ satisfying
this property has the expansion (4.13). In view of (4.2) and (3.16), there-
fore, we see that f© depends only on ¢.1. We shall write, therefore,

fo(€1) = § fwé) du .

S0(n—1)
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Thus, \ A
(fP*g") @) = | gew 'D{] Sfuwl)du}dw
S0(n) SO0(n—-1)
4.15) =7[ gw ' Dfiwl.Ddw = [ gwlfo(w vl.l)dw =
S0(n) S0(n)
= [ folwh)gwlhdw = [ fo(&n)g(n)dn.
S0(n) Zn—1

This shows that the convolution of f# and g# depends on f;, and g only
(not on f, except in so far as f determines f,).

Suppose g = p is a spherical harmonic of degree k; that is, p belongs
to # Y. Then, by (2.17),

dy
p(vl) = Z bjtjgk)(v)-
je=1

On the other hand, as we have just observed, f, (v1.1) has the expansion
(4.13):

0 0

fo@ll) = 3 %@ = ¥ fff ().

k=0 k=0

Moreover, (4.15) shows us that in calculating the convolution f# * p# we
can assume that f# (w) = f, (wl.1). In this case,

¢, 0...0
(o) = 00...0 i
00...0

when o = o, € &/, (see theorem (3.15)) and f («) is the zero matrix if

ae o/ — o,. Moreover, p7 («) is the zero matrix if « # o, and

by by ... by
oy —ai| O 00
o
Thus, by (4.14)
by b ... by,
G ? @) = cdi? [0 00 ) =t e n” ()
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and (f#*p#)" (0) = 0 if o # oy. Since the system {7”} is complete it
follows that f# * p# = d; ' ¢, p™. This argument, in particular, proves the
following classical result:

THeOREM (4.16). (Funk-Hecke theorem). Suppose p is a \;pherical

harmonic of degree k and F an integrable function on [—1, 1] with respect to
n—3

the measure (1—t2) 2 dt then

[ FEmpmdy =yp ()
Ih-1
where,
1
n—3

"o=n =’ J FOPY()(1-1) 7 dr.

-1

Let us consider functions f on X,_, that, like /°, depend only on £ . 1.
That is, f (ué) = f(¢) forallue SO (n—1)and £ € 2,_;. We have showed
that if f# is integrable then its Fourier transform is zero if 7 is not equivalent
to any of the representations S*" and

10 ... 0
A 00 ... 0
f# (a) - ’Yk -------

00 ... 0

when T* is equivalent to $*" (this was shown in the proof of (4.13) when
the function is continuous. The more general result for integrable func-

tions is an easy consequence of this more particular case). In this case we
shall write

}#(k) = Yk >

k=20,1,2,... Thatis, we identify «, with k£ and the number y, with the
matrix whose entry in the first column and first row is y, and having all

other entries equal to zero. Thus, from the definition of the Fourier
transform,

7 =[] fAWtPw Hdu = [ f*w)t®wdu.

50(n) S0(n)

By theorem (3.1), equality (3.16) and the definition of f#, the last integral
is equal to

aizg F(Z, (D) de.

n—1
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It is natural, therefore, to define the Fourier transform f of f by letting

@17 f W =at | fOZOdE =ai? [ FEPD(ET)dE
1 ,

In—1 In—

fork =0,1,2, ...
If f and g are two such integrable functions, say f () = F(£.1) and
g (&) = G (£1) with

1 1
n—3 n—3
JIF(t)I(l—tz)Tdt<m and JlG(t)l(l—tz)Tdt<w,
1 -1

then, by (4.15),

(4.18) f)ygky =[] F(&nGuDdy] k),
In—1
k=20,1,2,.... From this we easily deduce that the algebra of this
type of integrable tunctions on X,_; with the convolution defined by
(4.19) [ FEmGu.dn = (f*9) (&
In—1

is a commutative Banach algebra. The fact f* g is also a function that
depends only on & .1 is easily shown: if ue SO (n—1) then

[ Fén)Gmlydy = [ FEu*n)Gul)dy =

Ipn—-1 Zn-1
sz F (E.u*n) G (u*n.1)dn =Ej F(&.n) G(n.1)dn.
n—1 n—1

That is, (f*g) Wé) = (f*g) () forall ue SO (n—1) and (€ X,_,.
If we left

6 = (619“'9 fn—-laén)a n = (7]19"'9 Ha—1> ’7n)>
(1 _éi)l/z 6’ = (519 siay 5n—1) and (1 _173)1/2 17, == (;713 seey nn—l)
the integral in (4.19) becomes

[ FEn+A—=E)2 Q-2 ¢ . q") Gy, dn.

Zp—1

In order to express the fact that this integral defines an operation on func-
tions defined on [— 1, 1], we shall also denote it by (F*G) (&¢,) =
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= (F*G) (¢.1). Putting 5, =cosf, 00 =n, t=¢ .7, s=¢, and
applying an argument similar to that used in the proof of (4.5) we obtain
the fact that (f *g) (¢) is equal to

(4.20) (F*G)(s) =

11
n—3 n—4
Cu—1Cp J J F(sr+(1=s)2(1—r)20) Gy (1 -7 2 (1—¢%) ? drdt.
-1 -1
It follows from our discussion that this operation (F, G) - F* G 1s

commutative and, with it, the linear space L} (—1, 1) of those functions F
satisfying

1 s
|WH=QfLNMU%WTm<m
—4

is a Banach algebra.
Formula (4.10) can now be given additional meaning. Putting &, = r
and 5, = s it becomes

(4.21) PO (1 P® (5) =

1
n—4

=a’c,_, f PO (rs+(1—=r)"? (1 =24 (1% 2 dt.
-1
If we define the Fourier transform of Fe L) (-1, 1) by letting
1
~ s
F (k) = a;’c, j F()P®(s)(1—=5?) 2 ds
-1
for k =0,1, 2, ... (compare with (4.17)), formula (4.21) can be used to
readily imply that

F(0G () = [F*G] ()

for k = 0,1, 2, ... (compare with (4.18)).%)

1) The convolution (4.20) was studied by Bochner; see Proc. Nat. Acad. Sci. USA, 40 (1954), 114-1147
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§ 5. SPECIAL RESULTS FOR 7 = 4

In the literature (see in particular Bateman [1] Vol. 2 § 11.6) especially
elegant formulas are given in the four dimensional case. These formulas
can be obtained by using SU (2) as a group acting transitively on X;.

‘We begin by identifying R*, C*, R* x SU (2) = { ru: r = a positive
real, and u e SU (2) }, via the following maps.

X = (Xyg, Xy, X3, Xq) > (X1 +iXy, X3 +ixy) = (%1, X2)

. _229 X1 . -Zéa X;
(X1> X2) & — i _ = i|x] ) =1x]uy
X1s X2 X1s X2

It is easily checked that

. (~xé, xi)
U, = —i T
X15 X2
belongs to SU (2).

Clearly, when |x[ = 1 the correspondence x <> u, permits us to
identify 25 with SU (2). We chose this map x — u, in order to obtain
(identifying 1 with (o, 7)).

.<‘"Z2>X1> <0> (Xl)
u,1 = —i _ ) = = X.
X1s X2 l X2

If we consider the action of SU (2) on itself obtained by left translation,
this identification allows us to consider SU (2) as a subgroup of SO (4).
That is, for xe R* and ue SU(2) we let ux = | x | uu,. The mapping
x — ux so defined is easily seen to be a rotation.

The normalized Lebesgue surface measure on X5, being invariant under
rotation, is actually the Haar measure on SU (2).%) |

In view of the Peter-Weyl theorem for SU (2), a natural orthonormal
basis for L2 (SU(2)) = L* (X,) is obtained by considering the matrix entries
of a complete system of irreducible representations.

We let 7 be the irreducible representation of SU (2) realized on
PO — pk2) the space of homogeneous polynomials in z = (z4, z,) of
degree k, by letting

TYp(z) = p 2)

1) We have j fw)du = j fup) dt.
SU (2) Z3
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As can be seen from (2.6) an orthonormal basis of 2 is given by

Y2
p;j(z) = <) z{ 2877 j=0,1,...k.
j

We define the matrix entries of 7 with respect to this basis by

k

pi(u'z) = Z Tu) (u) p(2)

=0

and we obtain associated functions on R*, which we also denote by T,(J’-‘),

if we define
TP (x) = |x [F P (uy)

We then have the following result:

TaeoreM (5.1). The representations T ¥ form a complete system of
irreducible representations of SU (2). The functions (k-+1) ’Clk) (X) cons-
titute an orthonormal basis of #' " with respect to the inner product introduced
in (3.9).

Proof. The completeness of 7 ® follows from the second part of the
theorem and the completeness of spherical harmonics on X5.

For |x|=1 ¥ (x) = ¢{¥ (u,); thus, the orthogonality relations
follow from the Peter-Weyl theorem.

The dimension of s is (k-+1)? so that it remains to show that the
functions ¥ (x) are actually homogeneous harmonic polynomials of
degree k.

We have by the binomial formula

k

1
Z ()pj(z)p_](w) - (Z w)k

hence
k k

1 _— 1
(5.2) u' z-w)t = ) @pj(u'Z) pi(w) = ) B t® (1) p,(2) p; (W)
J=014; 1,j=0

By the identification of R* with C? we have
(5.3) Ixlugz-w = —i(—2,W ], +2,W1 0y +2,W01 + Zo3Wa)o) =

= — i[(ZZWI +le_2) x1 - i(Zle +21W2) x2 + (ZZWZ _lel) x3 +
4
+ i(Zsz +ZIW1)X4] —_ Z d_,x].

j=1
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Thus from (5, 2), (5, 3)

k
1
(5.4) Y T (P2 py(w) = ( Z 5%) -
1,j=0 ( )
Each t{¥ (x) is a polynomial in #*. Moreover it is immediate
4
S =0
=1
Thus
4 4 47
ACY a)f = KG=D( S ) (3 @) =
Jj= Jj=1 j=1

This shows that
‘cl('-‘) (x)e P .

We can now give an explicit formula for 7:,") (x):
Since

, k , - s "
pj(ux ?) = <j>(—l)k(zz 1= 21 X2) (21 X1 + 22 Xz)k ! =

k k
ECINEES
=0

letting s = z,/z, we have

k : : “ (k
(J.)(-'i)k(il—iz Y (Trs+x) 7 = ) ( > ) (x) s'

1=0

Let

£(s) = TzT (ys+72), 1 —f(s) =

L1, _ _
lxlz (Z1—X25)

then

—ok( )[f(s)]’[l—f( I = mllzk ) ( ) 7 (%) !

that l

and using Taylor’s formula for the I coefficient in this sum we obtain
the classical Jacobi polynomial expression (see Bateman [1] Vol. 2 pp. 254)

(=D

(k)( ) (k)“

4 N
| x [P (d 257) 1;i—ti['t’(1—t)" 1,
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where

§ 6. THE FOURIER TRANSFORM OF FUNCTIONS ON R"

We have shown that L? (2,_,) can be decomposed into a direct sum of
mutually orthogonal subspaces (the spaces # ") that are invariant and
irreducible under the action of rotations. There exists a corresponding
decomposition of L? (R") and the spaces making up this decomposition are
intimately connected with the Fourier transform of functions of n real
variables. In this section we shall construct these spaces and study the
action of the Fourier transform restricted to them. We shall see that also
in this situation the rotation group SO (r) and its representations play a
central role.

If f belongs to L' (R") its Fourier transform f is defined by letting

(FHG) = F ) = [, f()e 2 d

R
for y e R™.Y)

Perhaps the simplest class of functions that is invariant under the action
of the Fourier transform is the collection of radial functions. We recall
that these are the functions on R" that depend only on |x|: equivalently,
f1s radial if p, f = ffor all v € SO (n), where the operator p, is defined by

(0, f)(x) = flv™" %)

for all xe R". Since Lebesgue measure is invariant under the action of
rotations and v = v* when v € SO (n),

fnf(x) e—27rix.v—1y dx = jnf(x) e—zniux.ydx — jnf(v—lx)e—-zm'x,y dx .
R R R

That is,
(6.1) (Fp)f = (p, F)f

1) It is not hard to use these results in order to obtain analogous results for SO (3). We refer the
reader to VILENKIN [11] for complete details.

. . . A
1) When f¢ L? (R™) the integral defining f is not defined in the Lebesgue sense. In this case, f is usually
A
defined as the limit in the L2 mean of the sequence fk ) = j f(x) 27XV gy In order to

. o , | x| =k
avoid technical difficulties that arise from this definition we shall resirict our attention to integrable functions
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for all feL'(R". This basic property, that Fourier transformation
commutes with the action of rotations clearly implies.

THEOREM (6.2). If fe L' (R") is radial then f is also a radial function.

In order to extend this invariance property we introduce, for
k = 0,1, 2, ..., the class of functions h® = ¥’ mapping R" into C% having
the form

F(X) =f(IXI)(Y1 (é)a sesy de(é)) = (Fl (X), -":'de (x)) ’

where

x =|x|& [ fMrtdr<oo® and {Y,,Y,,...,Y,}
0

is an orthonormal basis of #{" such that Y, = a, ' Z, (that is, ortho-
normality is to be taken with respect to the inner product (2.6)). Such a
basis was considered, for example, in theorem (2.16). When k£ = 0 this
class is precisely the set of radial functions. It will be convenient if we
choose the Y, ... ¥, to be real-valued.

Let 7™ = (z’) be the matrix of the representation S*" with respect
to the basis { Yy, Y5, ..., ¥,, }; that is, the functions 7’ = 7,; satisfy

dy,
(S5 = Y;(07 '8 = Y 1;(0) V(O
=1

forj=1,2,..,d. If welet
poF = (p,Fy, ..o py Fgp)
we then have
(b, F)(x) = fUxD) (YL (@1 O, ..., Y01 8) =
t11 (V) ... tyg, (V)
o AT A )] R A T

......................

The last equality being the definition of the operator T acting on F.
That is,

(6.3) p,F = T®F

1) This condition merely assures us that the radial function g (x) = f(| x |) is integrable on R"-
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for all v € SO (n). If we now apply the Fourier transform to each com-
ponent of p, F, it follows from (6.2) and (6.3) that

(6.4) PoF = p,(F 1,y Fy) = TOF .

The following, together with relation (6.4), shows that F must have the
same form as F; that is,

(6.5) FG) = f QDY) oo Yo ()

for all y = ly]neR".

THEOREM (6.6). Suppose G = (Gy, ..., G,) is a continuous function
mapping R" into C%* such that

(6.7) p,G = TP G
for all v e SO (n), then

G =a;' G (IyID(Yi(n), ..., Yo ()
for all y = | yl in R".

Proof. Letv e SO (n) be such that y = | y|o'1 = |y|v~ 1. Then,
by (6.7)

G = GE 1y = (TP ().

Consequently,
dj

(6.8) G;(») = X ;)G (lyl1)
=1

forj=1,2,..,d.Ifue SO(n—1)theny = lyI"’—ll —y = Iylv—l u il —
= l y | (wv)~* 1; thus, if we replace v by uv in (6.8) we obtain

G;(y) = 21 t; (uv) G (ly[1) .

Integrating over SO (n—1), therefore,

- dk
G;(» = ), G(lylD) J 4 (uv) du .
=1

S0(n—1)

L’Enseignement mathém., t. XIV, fasc. 2. 12
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But, by (3.2) and theorem (3.5) (or (3.15))

t; h I =1
f t; (uv) du = {0” (@) when .

when [ >1
S0(n—1)

This equality and (2.17) show that

G;(») = G, 'yl = G, (YD) V(07D o’

(Since

tlj(v) = tjz(v—l) = Y'(v_lﬁ)-
Writing y = | y ] 1, where n = v~ ! 1, and using the fact that Y, is real-
valued, we obtain the desired result
G;(») = a G (D Y;(n),
j - 1, 2, ceey dk‘

THEOREM (6.9). Let Y be a spherical harmonic of degree k and f a func-
tion on (— oo, o) satisfying

[e¢]

(i) [ 1f) |7 tdr < 0.

0

IFhx) =f|x|)Y (&), when x = |x|6eR",‘then heLl! (R") and
RO =7 (9l YO

for ally = |y|neR" The transformation f — f depends only on k and n
and, in particular, is independent of Y € #".

Proof. Let { Yy, .., Y, } be the basis of #" that was used
in the previous theorem and F (x) = (f(| x |) ¥; (&), ..., /(| x|) ¥, (&) =
(F; (x), .. de (x)). Condition (i) guarantees that each of the functions

F,j=1,.., d, is integrable.') Thus, F = (F 1> s Fg) is well defined,
contmuous (as can be very easily shown), and satisfies relation (6.4). By
theorem (6.6), therefore,

1) Using polar coordinates x = | x | &, w1th £ eX, {, we have .[ [ F] x)|dx = I N
n z
R n—1
{Oj [ £ | pn-ldr} | Yy E) | dE < o, where ©,_1is the “area” of X,

n-1
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lg(y) = ak'lIA’l(Iyll)‘(Yl ), ..., Y (m)) for y =|ylneR".

Putting ]N” (| = a; ' F1(|y|1) we obtain equality (6.5). Since {Y1, . Ya )
is a basis of # we can find coefficients by, ..., b, such that

dr;

Y—-_— ZblYl'

=1

Thus,
dg
h(x) = Y, f(IxD b Y1 (8).
=1

We have just shown that the Fourier transform of F, (x) = f ([ X |) Y, (&)
has the values } (¥ Y: (). Thus,

A dy ~ ~ dj, A
h(y) =X b f (DY =f Uy X Y =FAyD Y.
1=1 1=1

This proves the theorem.

It is not hard to give an explicit form for the mapping f — f in terms
of the Bessel functions

A 1 T 24-1
J, () = 2}&(_7_/? 7 e (1—s%) 2 ds.
r(55)r ()
2 2/ %

We shall show, in fact, that

~ 2—n
(6.10) f@ =yt > J f) T a2 Qntr)yr* dr . D
2

Since }; is independent of ¥ € #\" let us choose & (x) = f (| x |) s (5)
= f(|x|) P® (¢.1). Then

A

) = Ju e (5D PO (E D dx =

1) We shall not calculate Yk, n The fact that this constant equals 27K can be shown by evaluating the

integral in (6.10) when f(r) = eT? (see STEIN and WEIss [10], Chapter 1V, sectlon 3) or by usmg the constants
obtained below.
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0

Wp—y | PTIF{] e72bI@ O PO (£ 1) dE Y dr

Y In—-1

Writing y = ¢ 7, this means that we have to compute

j. o= 2mirt(n-8) p(")(f.l) dt.

In-1
But, by the Funk-Hecke theorem (4.16) this integral is equal to

1 .
n—3
PO p.Da;%c, f e~ 2mirts pO) () (1 —s%) 2 ds.

-1

On the other hand, by (4.4), and, then integrating by parts k& times we have

1 1

, n3 d n3
J\ e~21urtsP(k)(S)(1_SZ) 2 dS — ak,nJ' e—2nirts [Egc (1_32)k+ 2 :Ids

n—3
— ﬁk,n j (rt)k eZnirIS(l . S2)k+T ds .

The last integral, however, is the one involved in the definition of J, when
A = (2k-+-n—2)/2. Equality (6.10) now follows immediately.?)
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