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MEROMORPHIC MAPPINGS

by K. STEIN

INTRODUCTION

We study meromorphic mappings of complex spaces. The notion of
meromorphic mapping we use was introduced by Remmert [9], [11]*. Some
part of the material dealt with in these lectures is contained in [15] and we
shall therefore not give proofs for all statements.

The first sections are preliminary. The concept of correspondence is
discussed and used to define meromorphic mappings (these are not map-
pings in the usual sense). Extension problems are studied in Section 4.
Essential use is made of the extension theorem for analytic sets first proved
by Thullen [21] in a special case and later generalized by Remmert and
Stein [13]. The final section deals with maximal meromorphic mappings.

1. CORRESPONDENCES

Let X and Y be sets. A correspondence, denoted f: X re Y, assigns to
each xe X a subset f(x) = Y, which may be empty. /: X — Y is called
empty if f(x) = @ for all xe X. For 4 = X we set f(4) = uAf(x).A

mapping ¢ : X— Y is looked upon as a special correspondence (we do not
distinguish between a set consisting of one element and the element).
Each correspondence f: X Y Y can be characterized by its graph
G, = {(x,») ] x € X, yef(x)} < XX Y The projection maps of G, into X
and Y are denoted by f G,—X and f G;— Y. Then, we have f (x) =

S (f i (x)> If f: X7Y, f': XY are correspondences, we say that
f is contained in f” if G,=G}.. For a subset A<= X we define the restriction

1) Another notion of meromorphic mapping and related concepts were defined by W. Stoll [16], [17].
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fl A A? Y by setting G4 = Gy, (AxY). To every correspondence
f: X re Y there is associated the inverse correspondence f =1 : Y — X whose

graph is G,_; = {(»,x)| (x, »)e G, }. We have the rule (f )7 ! = f.
The Cartesian product fXf; : XX X17 Yx Y, of two correspondences

I X? Yand f; : X 2 Y, assigns, by definition, to (x, x;) € XX X the set
f(x) X fi (xp). If X = X, we define the junction (f,f,) : X~k> Yx Y; by
(£, /1) () = f(x)xf; (x). The product go f: X e Z of the correspondences
f: X7 Yandg : Y—k>Z 1s defined by g o f(x) = g (f(x)). Hence, (£, f;) =

(fxf1) o (Iy, Iy) where I is the identity mapping of X. We have the following
rules: (fXf) " == f TIxf; T ho(gof) = (hog)of, (gof)  =f"log™h

Definition 1. Let X and Y be topological spaces. A correspondence
I X? Y is continuous at x e X if

1) f(x) is quasicompact, and

2) given a neighborhood ¥V of f(x), there exists a neighborhood U of x
such that f(U)cV.
The correspondence f is continuous if it is continuous at every x € X.!

Proposition 1. letf: X e Y be a correspondence such that f/(x) is

quasicompact for all x € X. Then f'is continuous if and only if f ™! is closed
(in the sense that the images of closed sets are closed).

Proof. Let f be continuous and let N be a closed set in Y. Assume
that £ ~* (V) is not closed, then there is a point xe / ~* (N) 0 (X—f ~1 (V).
We have f(x)e Y—N since xe X—f "' (N), hence Y— N is a neighbor-
hood of f(x). Because of the continuity of f there exists a neighborhood U
of x such that f(U) ¢ Y—N. It follows Unf ! (N) = @, but this con-
tradicts the assumption that x € f ~* (). Assume now that £~ is closed.
Let x be a point of X and ¥ an open neighborhood of / (x). Thenf ~! (Y—V)
is closed and does not contain x, therefore U= X—f "1 (Y—V) is a
neighborhood of x, and we have f(U)cV. Hence f is continuous.

Remark. The statement of Proposition 1 becomes false if “ closed ”
is replaced by “ open ” as can be seen by simple examples.

1) This definition and some of the following developments are due to K. Wolffhardt [22].
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Proposition 2. If f: X -5 Yis a continuous correspondence, f (K) is

quasicompact for every quasicompact set K< X.

Proof. Consider a covering of f(K) by open sets V. For egqh xek

there are finitely many V; which cover f(x), let I7x be the union of those V-
f is continuous at x, hence there is a neighborhood U, of x such that

f(U,) < 17_\»- Now finitely many U,, say U, ..., U,,, cover K, hence
I7xl U ... uﬁxn > f(K), therefore finitely many V; cover f (K).

Proposition 3. Letf: XY, fi: X; Y., fi: X—>Y,8:Y>Zbe

continuous correspondences. Then fxf;, (f,f1), & o f are continuous.

Proof. For g o f, the assertion follows by applying propositions 1 and 2,
Furthermore, fXf; (x, x;) = f(x)xf; (x;) is quasicompact for all x e X.
x; € X since f(x) and f; (x;) are quasicompact. Let ' be a neighborhood
of f(x)xf,(x;); V contains a neighborhood W x W, of f(x)xf; (x,) where
W, W, are neighborhoods of f(x) resp. f; (x;). There are neighborhoods
U, U, of x resp. x; such that f(U)c W, f; (Uy) = W, then fxf, (Ux U,) =
— WX W,; hence fxf, is continuous. As for (f,f,) one has(f, f|) =
(fxf1) o (Iy, Iy), therefore (f, f;) is continuous because fXf, and
(I, 1) are continuous.

Proposition 4. A correspondence f: X e Y 1s continuous if and only

\'4

if F71: X-»G is continuous.

Proof. Since f= ;" O}/'"l, the continuity of ]\;_1 implies that of f by
proposition 3. Let f be continuous and let x be a point of X. Since j\; 1 (x)
is homeomorphic to f(x), it is quasicompact. Let WD}_I(x) be open in G,.
We can cover ;"1 (x) by a finite number of sets of the form (U;xV,)n

NGy W, U;a x openin X and V; open in Y. Then V' = UV,of(x) and
there exists a neighborhood U’ of x such that f(U")c V. If U=(nU)nU",

v

fF~H)cw.
It follows that a correspondence f'is continuous if and only if the pro-

. . v . . v . . v
jection f is a proper map, that is, f is continuous, closed, and f~!(x) is
always quasicompact.
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Proposition 5. If f: X e Y is continuous and Y is a Hausdorff space,

G, is closed in XX Y.

Definition 2. A correspondence fis proper if f and f ~! are continuous.!
Proposition 6. If f: X—; Y, fi: Xl—k> Y, g: Y?Z are proper, then

fxf; and g o f are proper.

The junction of two proper correspondences need not, however, be
proper. The diagonal mapping (I, Iy) serves as an example if X is not a
Hausdorff space. If X is Hausdorff, the junction ( f, /') of proper corres-
pondences f: X ry Yand f': X = Y’ remains proper.

Proposition 7. Let f: X re Y, fi: X —+ Y, g: Y~k+ Z be continuous

where all the spaces are locally compact. Then we have:

1) If fis proper, then (f, f;) and ( f;,f) are proper,

1

2) If g o fis proper and g~ surjective, then f is proper,

3) If g o fis proper and f surjective, then g is proper.

2. HOLOMORPHIC CORRESPONDENCES

We consider reduced complex spaces (X, 08) where X is assumed Haus-
dorff and where the structure sheaf 6 has no nilpotent elements. For the

definition and related concepts we refer to [8]. The structure sheaf is usually
omitted in the notation.

Definition 3. Let X and Y be complex spaces. A correspondence
f: X re Y is called holomorphic if

1) fis continuous,

2) the graph G, is an analytic set in XX Y.
If only the condition 2) is fulfilled, f is said to be weakly holomorphic.
Letf: X > Y be weakly holomorphic. Then f ~* is weakly holomorphic;

furthermore, if A< X is analytic in X, f [ A is weakly holomorphic. Since

j\”/“1 (x) = G,n({x}XxY), xeX, is analytic in G,, f(x) =}<;’_1(x))

1) Compare [3] where another notion of proper correspondence is defined.



is analytic in Y. If f is holomorphic and 4’ Y analytic in Y, then, since

]/”\ ~1 (4')is analytic in G, and}”is proper, f "1 (4") = f(F ' (A")) is analytic
in X by Remmert’s mapping theorem [11] (see also [8], p. 129).

The correspondences xfi, (f.f1), and g o f are holomorphic if the
correspondences f, f1, f 1, and g are holomorphic. :

A weakly holomorphic correspondence f: X = Yis called reducible

resp. irreducible if G, is reducible resp. irreductible. G, is always a union
of irreducible components G; let f; : X = Y be the (weakly holomorphic)

correspondence whose graph is G). Then the correspondences f; are called
the irreducible components of f and we write f = U f.

3. MEROMORPHIC MAPPINGS

Let f: X = Y be a correspondence where X is a topological space

A point x € X is called a distinguished point of f if there is a neighborhood
U of x such that the restriction f [ U is a mapping (in the usual sense).

Definition 4. A holomorphic correspondence f: X re Y is called a

meromorphic mapping if the following holds. If X is irreducible, then
1) f1s irreducible,

2) There exists a distinguished point x, € X of f.
In the general case, if X = U X is the decomposition of X into irredu-
cible components, then there exist holomorphic correspondences f; : X —
’ k

Y such that
1) fi] X is a meromorphic mapping and f; | X— X ) is empty,
2) f= Ufs

A meromorphic mapping f is bimeromorphic if f ~' is meromorphic.

We use the notation f': X~ Y for a meromorphic mapping. Note that

a meromorphic mapping is in general not a mapping in the strong sense.
, An example of a meromorphic mapping is the correspondence f of C?

onto the extended complex plane P, defined by f(z;, z,) = “1 if (24, 2,) #

2y

(0, 0), and (0, 0) = P;.

L’Enseignement mathém., t. XIV, fasc. 1 3
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Definition 5. A proper holomorphic mapping ¢ : X'— X is called a
proper modification map 1if there exists an open subset U< X such that

D UnX® # g and ¢ 1 (U)nX'Y % o for all irreducible compo-
nents X< X and X’V c X,

2) @1 ] U:U re X' is a holomorphic mapping.
It follows that a correspondence f'is a meromorphic mapping if an only

if f is a proper modification map.
A proper modification map ¢ : X'— X is always surjective. The inverse
correspondence ¢t 1 X = X' is always a meromorphic mapping.

A normalization (X,v) of a complex space X is a normal complex

space )N( ([8], p- 114) and a proper modification map v : 5( — X, such that
all fibres v™! (x), x € X, are finite. To every complex space X there exists a
normalization (see [8]). Let X; and X, be complex spaces with normaliza-

tions (X e Vi), (XZ, v,) where X = X2 Then it can easily be shown that
V, OV i X1—k>X , 1s a bimeromorphic mapping.

Definition 6. Let f be a meromorphic mapping of X. A point x,e€ X
is called nomn-singular with respect to f if there exists an open neighborhood
U of x, such that f | U is a holomorphic mapping. Otherwise x, is called
singular. The set of singular points of fis denoted by S (f).

The meromorphic mapping in the example on p. 5 has the origin as
a singular point.

Proposition 8. Let f be a meromorphic mapping of X. Then
1) S(f) is a nowhere dense analytic set in X,
2) If X is locally irreducible at x, f(x) is connected,

3) If X is normal at x, then x is singular if and only if dim f(x)> 0.
For the proof we refer to [15].

The set of singular points is of importance in connection with the com-
positions of meromorphic mappings.Let /: X~ Y, f;: X;~ Yy, fi: X~ Y,
m m m :

g : Y- Z be meromorphic mappings where all the spaces are irreducible.

m

Then the correspondence /X f; is easily seen to be meromorphic. The junc-

1) This restriction is introduced here for the sake of simplicity.
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tion (f,f ;) need not, however, be a meromorphic mapping. Let /= f{
be the meromorphic mapping in the example on p. 5. Then the graph
G ;.11 =C* X (Py xPy) is not irreducible. The product g o f too, may be
reducible; moreover, it may happen that there is no distinguished point
of gof. h

We can always define a “ meromorphic junction ” in the following way.
There are distinguished points of (f,f;), for example, all points of
X—(S(HuS(f 1)) # . Now it can easily be shown: If a holomorphic
correspondence from an irreducible complex space into a complex space
has a distinguished point, then the graph of the correspondence has exactly
one irreducible component which is the graph of a meromorphic mapping.
It follows that there exists a unique meromorphic mapping contained in
(£, f 1); this meromorphic mapping is called the meromorphic junction of f
and f{ and denoted by [f,fi]: X ¥ Y;. The meromorphic junction is

associative: [[f;, /2], /3] = [ /1 [f2,/3]], hence the meromorphic junction
[fi5 e ] : X= Y X...X Y, of n meromorphic mappings f, : X-Y, is

defined in a unique manner.

Furthermore we can define a “ meromorphic product” of f and g if
there is a distinguished point of g o f: There is then again a uniquely deter-
mined meromorphic mapping contained in g o /. This is called the mero-
morphic product of f and g and denoted by gAf : X = Z. A sufficient condi-

¢

tion for the existence of a distinguished point of g o fis that f(X) & S (g).
This condition is, in particular, fulfilled if fis surjective or if S (g) is empty
(i.e., if g is a holomorphic map; in this case we have gAf = g o f). Note
that the meromorphic product of bimeromorphic mappings always exists.
The associative law hA (gof) = (hag) Af holds if both sides exist.

As an example we consider the “ meromorphic restriction ” which is
defined as follows. Let 4 be an irreducible analytic subset of X. Then
the correspondence /| 4 : AT Y need not be irreducible. But if 4 ¢S (f),

we can form the meromorphic product fAl§ where I4 : A— X is the inclu-
sion map. We set f ] A = faly A;> Y and call f l A the meromorphic

restriction of f to A.

Proposition 9. Let f: X—Y and g : Y—Z be bimeromorphic. Then

1) f~1 Af: ]Xa
2) gAf is bimeromorphic and (gaof) ™! = f "t ag™.
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Proposition 10. Let f: X—; Y, fy: X:; Y, g: Y:Z be meromorphic
mappings, assume that gAf exists. Then we have:

1) If fis proper, [f.f1] is proper,

2) If f and g are proper, gAf is proper,

3) If gnfis proper, f is proper,

4) If gnfis proper and f surjective, g is proper.

4. EXTENSION OF MEROMORPHIC MAPPINGS

We start with some classical results. Let D be a domain in C" and 4 # D
an irreducible analytic set in D. Let ¢ : D—A—C be a holomorphic
mapping and f : D— A—P, a meromorphic mapping. Then we have (see [2],
~ [8], [14] and the references given there):

1) If codim 4 >1, then ¢ and f have extensions over A.
2) Assume codim A == 1. Then

a) @ has an extension over A if for some z, € A there is a
neighborhood U of z, such that ¢ is bounded in U—(4 nU),

b) f has an extension over A if for some z, € A f has an extension
into a neighborhood of z,.!

We shall see that these statements can be generalized in some respects.?
Throughout this section, X and Y are irreducible complex spaces,
‘A# X is an irreducible analytic set in X, f: X—A4—Y a meromorphic

mapping. We shall study conditions under which f has an extension over A4,
which means that there exists a meromorphic mapping g : X— Y such that

glX-4=/.
The meromorphic mapping f can always be extended topologically to
a correspondence f : X—Y by setting G; = G, where the closure is with

respect to XX Y. On the other hand, if } : X—Y is an extension of f, then

1) The generalization 2a) of Riemann’s classical theorem on removable singularities is due to Kistler and
Hartogs. 2b) is due to Hartogs and E. E. Levi. 1) follows easily from 2); the statement 1) for holomorphic
functions ¢ is sometimes called “ the second Riemann theorem on removabl: singularities ¥ (2. Riemannscher
Hebbarkeitssatz)-

2) The extension problem for holomorphic maps is also treated in [1] and [6].
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]: — 7. We are thus led to study the properties of f. Of essential use is the
following extension theorem for analytic sets.

Theorem 1. Let Z be a complex space and M an irreducible.analytic
set in Z. Let further N be a pure dimensional (all irreducible components
have the same dimension) analytic set in Z— M such that dim N = dim M.
Then the closure N of N with respect to Z is an analytic set in Z if it is
analytic in at least one point of M.

This theorem was proved by Thullen [21] in the case where Z is a domain
in C* and where dim M = dim N = n—1. In [13] the theorem is stated
without restriction on the dimension of M but likewise for a domain Z
in C" (the special case treated by Thullen is used here in the proof). From
this one can obtain the theorem in the form above by using imbeddings of
open sets of Z into domains of number space.

Corollary 1. 1f dim N>dim M, then N is analytic in Z.
This can be deduced from Theorem 1 by imbedding arguments in an
obvious manner. A direct proof is contained in [§].

Corollary 2. Let Z and M be as in the theorem and { N;} a set of
mutually different irreducible analytic sets in Z— M for which dim N, >
dim M, and UN, is analytic in Z— M. If every neighborhood of a point
zo € M 1intersects an infinite number of sets N,, then every point of M
has this property.

This is a simple consequence of Theorem 1 and Corollary 1.

Proposition 11.  Let D be a domain in C", M an irreducible analytic set
in D, N a pure dimensional analytic set in D — M such that dim N = dim M.
Suppose there exists an analytic plane E, through a point z, € M such that
the following conditions hold:

1) E, is in general position with respect to M, i.e., dim (E, nM) =
dim E,-+dim M —dim D,

2) There exists a neighborhood U of z, such that for every analytic
plane E with dim E == dim E,, which is parallel to E, and which intersects
U, N nE is analytic in D (N is the closure of N with respect to D).

Then N is analytic in z, and hence in D by Theorem 1.

As to the proof we refer to [13], p. 301.

1) The statement actually proved in [13] is a little more special than Proposition 11, but by suitable
supplementary arguments one can obtain the proposition in the form above.
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We turn now to the study of two problems:
1) When is f weakly holomorphic ?
2) When is f continuous ?

If f is weakly holomorphic, then fis irreducible, because the irreducibility
of G, implies that of G7. Hence f is a meromorphic mapping if it is weakly
holomorphic and continuous.

Moreover, if fis weakly holomorphic, then the closure f=1(yyof £ ~'(y)
with respect to X is analytic in X for every ye Y: f () is analyticin X — 4
and f~'(y) is analytic in X; since f~1(y) < f '(y)and f-1(y) N (X — A)
= 71y n (X —A) = f"1(p), it follows that f~1(y) is analytic in X.

We assume now, in the rest of this section, that dim X —dim Y > dim A4.
Weset Z = XXY, M =AXY, N= G,. Thendim M = dim 4+dim ¥,
dim N = dim G, = dim X and, by our assumption, dim N > dim M. If
dim X—dim Y>dim 4, i.e., if dim N>dim M, Corollary 1 of Theorem 1
implies that f is weakly holomorphic. Furthermore, we have

Proposition 12. Assume dim X—dim Y == dim A. Then the corres-
pondence f is weakly holomorphic if there exists a non-empty open set
V< Y such that the closure f=1(v) of f ~! (v) with respect to X is analytic
in X for allveV.

Proof. The condition dim X—dim Y = dim A implies that dim N =
dim M. Hence, by Theorem 1, N = Gj is analytic in Z = XX Y, ie,
f is weakly holomorphic, if there is a point of M = AX Y in which N is
analytic. We show that this is the case for points of AXV. Choose a
point (a,, vy) € A X V such that A4 is irreducible in a, and such that v, is
an ordinary point of Y. There are open neighborhoods U; < X of a, and
U,V of v, with the following properties: A" = A NU; is an irreducible
analytic set in U,; U; can be mapped biholomorphically onto an analytic
set X' in a domain D, of a number space C"!; U, can be mapped biholomor-
phically onto a domain D, of a number space C"2 (n, =dim Y). Itis enough
to show that the closure N’ of N' = G, n(U, X U,) with respect to U, x U,
is analytic in U; X U,. Set D == D; X D,, M’ = A’ x D, and, for we D,,
E,=C""x{w)}. Then we have dim (E,nM") == dim (4'X{w})=
dim A’ = dim 4, on the other hand dim E,, + dim M’ — dim D = n,+
(dim A" + n,)—(n; + n,) = dim A. The hypothesis on the analyticity of

£~ (v) for all v € V implies that N’ nE,, is analytic in D for every we D,.
~ Hence, by Proposition 11, N7 is analytic in D; then N’ is, in particular, an-
alyticin X' X D, = U; X U,.
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Concerning the continuity of f we have

Proposition 13. The correspondence f is continuous if it is continuous
at one point g, € 4.

Proof. We assume first that the topology of ¥ has a countable base.
Then f is continuous at a € 4 if and only if the following condition holds:
If (x,) and (»,), v = 1,2, ..., are sequences of points such that x, e X—4,
x,—a, y, € f(x,), then the sequence (y,) has a point of accumulation in Y.
Suppose that fis continuous at a point a, € 4 and let (x,), (»,) be sequences
as above. Then the fibres f ~! (y,) are non-empty analytic sets in X —4,
and the condition dim X—dim Y > dim 4 implies dim F,*’> dim A4 for
every irreducible component F,® of £ ~*(y,). Suppose that L = uf ~'(3,)
is not analytic in X— 4. Then there exists a subsequence (y,.) such that one
can find points x;ef ! (»,,) which converge to a point xo€ X—A. By
continuity at x, it follows that (y,,) has a point of accumulation on £ (x).
Let now L be analytic in X— 4. Assume first:

(x) There are infinitely many fibres f~* (»,,) which have a common
irreducible component N.

In this case we take a point of N and use similarly the continuity of f
at this point. Suppose now that («) is not satisfied. Then we apply Corol-
lary 2 of Theorem 1 to the set of irreducible components F,*) of the fibres
71 (y,). Since every neighborhood of a intersects infinitely many com-
ponents F,*) (this implies, in particular, that the closure Lof L with respect
to X is not analytic in a), the same holds with respect to a,. The y, have then
a point of accumulation on f(a,) because f is continuous at a,.

Now we drop the assumption that Y has countable topology. We
remark first: To show that f is continuous at a € 4 we may replace X by
any irreducible open subspace which contains the points ¢ and a,. There-
fore we may assume that X has countable topology. Secondly: All points
of Y used in the proof above belong to the topological subspace f(X—A4) U
f (a,) = Y which has countable topology since X has. If we now restrict ¥
to an irreducible open subspace with countable topology containing
f(X—A)Uf (ap), the proof given above applies.

Corollary. 1If dim X—dim Y>dim 4, then fis always continuous.
In this case the hypothesis on the continuity of f at a point a, € 4 is
not needed in the proof of Proposition 13: We have now dim F,**)>dim A.
If L is analytic in X— A4, Corollary 1 of Theorem 1 implies that L is analytic
in every point of A4, and the condition (&) is necessarily satisfied.




— 40 —

Combining the preceding statements we have the following result.
Theorem 2. Letf: X—A—Y be a meromorphic mapping and dim X —
dim Y>dim 4. Then f is a meromorphic mapping if and only if

1) there exists a non-empty open set ¥'< Y such that /! (v) is analytic
in X for all veV, and

2) f is continuous at a point a, € 4.

If dim X—dim Y>dim 4, then f is always a meromorphic mapping.

Corollary. Assume there is an open subset Uc X and a compact set
Kc Y different from Y such that Und # @ and f(U—(UnA4))cK. Then f
1S @ meromorphic mapping.

To conclude this frem Theorem 2 we remark first that the set V= Y—K
satisfies the above condition 1): If v € V, then # ~* (v) does not intersect U,

hence f ! (v) is analytic in every point of U4 and therefore, by Theo-
rem 1, analytic in X. On the other hand, f is continuous at every point
ao € UnA. For f (a,) is compact since it is a closed subset of K. Moreover,
let V, be a neighborhood of f(a,); we assert that there is a neighborhood
U, of a, such that f(U,)<V,. If this were false, then there would exist
points x in U— (U nA) arbitrarily near g, such that f'(x) n(K— (K NV)) # .
But then it follows that f () "(K—(KNV,)) # @, which is a contradiction.

As to the extension of holomorphic maps we state:

Theorem 3. Let X be, in addition to the earlier assumptions, a complex
manifold and f: X—A— Y a holomorphic map. Then

1) If dim X—dim Y>dim A1, fis a holomorphic map,

2) If dim X—dim Y = dim 4-+1, then f is either a holomorphic map
or f is a meromorphic mapping and f(a) = Y for all a € 4.

Proof. Assume dim X—dim Y> dim 4-+1. Then, by Theorem 2, f is
a meromorphic mapping; if S = S(f) = @, f is even a holcmorphic map.
Suppose S#,set T :}"1 (S) and let T,, be an irreducible component of T.

Set S, = f(T,). By Remmert’s mapping theorem S, is an irreducible
analytic set in X. We have

dim T, = dim S,+ inf dim ,(g™* (g (z)) where g = f| T, ,

zeD0

furthermore dim S, <(dim S<dim A because ScS,cA4. Every fibre
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¢! (g(2)), z € Ty, is mapped injectively into ¥ by £, hence dim (g1 (g(2)) <
dim Y. Thus we obtain the inequalities

(*) dim T, <dim A-+dim Y<dim X—1.

Now we shall see that dim 7, = dim X—1. Therefore we have equality
in (*), hence dim X—dim Y = dim 44+1. We obtain also dim $, =
dim S = dim 4, hence S, = S = 4, since A is irreducible; moreover,

dim {g~! (a)) = dim Y for every a € 4, consequently f (a) = f(g~ (@)=Y

In order to show that dim T, = dim X—1, we use the following
theorem due to Grauert and Remmert [5] ( a proof was also given by
Kerner [7]):

Let X be a complex manifold, Z a normal complex space, K an analytic
set in Z with codim K>2, t : Z— X a holomorphic map such that | Z—K
is locally biholomorphic. Then 7 is locally biholomorphic.

Now assume first that Gy is a normal complex subspace of XX Y. The

holomorphic map }v‘_ G7— X is locally biholomorphic in a point { € G5 if

and only if (e T :;f"l (S). Hence, by the theorem of Grauert and Rem-
mert, 7 is puredimensional and dim 7 = dim X—1. If G7 is not normal,

we take a normalization (C~? v) of Gy and look at ;70 v :NG——>X and

~

= ( f @ v) 1 (S) instead of f and T. We see then that TlS puredimensional

with dim T = dim X— 1, but then it follows that v ( T) = T has the same
properties.

Remark. 1If Y is not compact, then f is always a holomorphic map
under the hypothesis of Theorem 3 since f (a) is compact for a € A. If the
assumption that X be a complex manifold is dropped, then both assertions
of Theorem 3 become false as can be shown by examples.

5. MAXIMAL MEROMORPHIC MAPPINGS

All complex spaces in this section are irreducible. Before we state the
problem we give the necessary definitions.
Letf: X ~ Y be weakly holomorphic and not empty. The rank rk f of f

~ is by definition the global rank of the holomorphic mapping f G,—7,1ie,
rk /' = sup codim, f (f (2)).

zer
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For two meromorphic mappings f: X—Y and f, : X—Y, we always

have rk [f, fo]>max { 1k f, 1k f;, }. We say that f;, depends on f, if 1k f =
rk [ f, fol. If f, depends on f and f depends on f;,, we say that f, is related
to f. Then clearly rk f = rk f,.

Letf: X = Yand f, : X B Y, be given. Suppose that there exists a mero-

morphic mapping a: Y—Y, such that the meromorphic product o A f is

defined and f, = aAf. Then we say that f majorizes f,. If this is the case,

fo depends on f([15]).
If f: X— Yis surjective and if f majorizes every meromorphic mapping g

dependent on f, f is called meromorphically maximal or m— maximal.
Let us now consider the following problem:
Given f, : X—Y,, is it possible to find a meromorphic mapping

f, : X— Y, such that /, is related to f; and f; is m-maximal ? If possible, the

pair ( f;, Y,) is called a meromorphic base or an m — base with respect to f,.

Proposition 14. If f, : X—Y, 1s proper, then an m-base with respect
to f, exists. "

We give a sketch of the proof (compare [15]).

Since f, is proper, f, (X) = Y, is an irreducible rk f, — dimensional
analytic set in Y, ; there is a surjective meromorphic mapping fo:X =y Y,

Yo (. Y,. : : ; ..

such that f, == [ YO o 1y (I Yols the inclusion map Y,— Y, ) fo1s pro-
0 0

per by Proposition 10, moreover it is surjective and related to f,. Now, a

complex m-base with respect to f is also a complex m-base with respect
to f,. Therefore we can suppose that f, is surjective.

We consider the class § of those surjective meromorphic mappings of
X which are dependent on f,, and majorize f,. If (f: X — Y) € §, there exists

a unique surjective meromorphic mapping o, : ¥— Y, such that f, = o, Af.

This implies that f'is related to f, and, by Proposition 10, that / and o, are
proper. We have rk f= dim Y, rk o, = dim Y, = 1k f,, 1k / = 1k f,,
hence dim Y = dim Y, = rk a,. Thus (Y, «,, ¥,) is a “ meromorphic
covering ” of Y, with a well defined number n (f) of sheets. The n (f),
fe &, have a finite upper bound: If not, one can show that there exists a
point y, € Y, such that /5 '(»,) has infinitely many connected components,
but this is impossible since f, is proper.
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Let (f,: X»>Y)e§ be such that n(f) is maximal. We claim that

(f.,, Y,) is an m-base with respect to fo. Suppose that f; : X —~ Y, depends

on f,, we have to show that f; majorizes f;. The meromorphic j\u'ncti.on
1f.f]: X=Y,x Y, is proper (Proposition 10) and rk [f,/i] = 1k f, =

rk f,, therefore [ £, f;1(X) = Y, is a 1k f; — dimensional analytic subset
of Y,xY,. There is a meromorphic mapping fi: X —+ Y, such that

[£,f] =iof, where i: Y;— Y,x ¥;; f; is surjective, proper and related

Yo x Yo
!

T L

2

B{ ’Y,

AN

to f,. Let n, and n; be the projections from Y X ¥; onto Y, and Y, set
B, = m, 01, f; = m o i,respectively. We have f; = f o f{, hence f; major-
izes f.. The holomorphic mapping 7, 0 i = f3, 1s surjective and, by Proposi-
. tion 10, proper. The meromorphic product or, AP is defined since f; is
surjective; we have f, = (x; AB) A fi, hence f; majorizes f, and, con-
sequently, f; € & Then n (f;) = n(f,) since f; majorizes f,, thus n (f;) =
" n (f) since n (f,) is maximal. It follows that the number of sheets of the
- covering (Y,,B,, Y,) equals 1, and this implies that f; is a bimeromorphic map-

ping. Now f, =B;0f; = B,0(B; A1) = (B,0831) Af. Hence f, majorizes f;.
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We give, without proof (see [15]) a more general result in this direction.
Theorem 4. Let f, : X: Y, be a meromorphic mapping and 4 an
irreducible analytic set in X such that the holomorphic correspondence
ay = fo | 4 : A Y,
has at least one irreducible component ay: A—k> Y, which is proper and

satisfies rk a, = 1k f;. Then there exists £, : X— Y, such that (£, ¥,) is an

m-base with respect to f,.
By definition, for f: X— Y a point x, € X is a point of indeterminacy

of degree k, if dim f(x,) = k, and a point of indeterminacy of maximal
degree, if dim f (x,) = rk f.

Let now the set 4 in Theorem 4 consist of one point x,. Then
ay = /o [ {x0}: {x0 }—k> Y, 1s a proper holomorphic correspondence and

rk fo | { xo } = 1k ap = dim f (xo)<<tk f;. The hypothesis of the theorem

means, in this case, that dim f, (x,) = rk f,; this implies ([15]) that

fo (x0) = fo (x). We obtain the following specialization of Theorem 4:
Let f, : X— Y, be a meromorphic mapping with a point of indeter-

m

minacy of maximal degree. Then there exists an m-base with respect to f;.

Finally we give applications of Proposition 14 and Theorem 4. We consider
meromorphic functions defined on the complex space X. These are mero-
morphic mappings ¢: X—:IP1 such that ¢ (X) does not reduce to the

point oo of P;. The set of all meromorphic functions on X form a field
I (X). Let ¢4, ... ¢, be elements of W (X). We say that ¢,, ..., 1S a
system of independent meromorphic functions if for the meromorphic mapping
O = [@1; . 0] 1 X 5P X XPy = P’ we have rk ® = k. There are

always maximal systems of independent meromorphic functions on X; the
length k of such a system is uniquely determined with & < dim X.

Let now X be a compact complex space. As a first application we obtain
the theorem of Chow-Thimm [4], [20] (see also [10]):

The field M (X) of meromorphic functions on an irreducible compact
complex space X is isomorphic to a finite algebraic extension of a field of
rational functions.

Proof. Choose a maximal system ¢, ..., ¢, of independent mero-
morphic functions on X and let @ be defined as above. @ is proper since X
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is compact, thus we can apply Proposition 14. Hence there exists an m-base
(P, Y,) with respect to ¢ and there is a meromorphic mapping o«: YS;:P{‘

such that @ = o, A®,. If ¢ e M (X), we have 1k & = 1k [P, ¢] since the
system @y, ..., @, is maximal, therefore ¢

Y depends on @. So @, majorizes every me-

S romorphic function ¢ on X, i.e., there is

a meromorphic function o, : YS—H:P1 such

@3 As that @ = «, A®@,. It is easily seen that
the assignment @2, gives an ISOMOr-
phism from M (X) onto M (Y). Now (¥,

(]J:D k o, P¥)is a meromorphic covering of Pf;

i qu if n is its number of sheets, then every
meromorphic function « on Y, satisfies
an equation

=Y o 4 (By £ 2 o (b, 09) = 0,

] where b, € M (P}) (v = 1, ..., n). This im-
v plies that 9t (Y,) is isomorphic to a finite

L algebraic extension of MM(PY). But M(PH)

is isomorphic to the field C (zy, ... z;) of

he rational functions of k& complex variables. Hence we obtain an iso-
morphism of I (X) with the desired properties.

As another application we sketch a proof of the following statement:

Let @ : X— Y be a meromorphic mapping with a point of indeterminacy x,

m

of maximal degree. Then the field My (X) of meromorphic functions on X
depending on @ is isomorphic to a finite algebraic extension of a field of
rational functions.

By the special case of Theorem 4 there exists an m-base (., Y,) with
respect to @. The meromorphic mapping @, : X ~ Y, majorizes every

¢ €My (X); if ¢ = a,nP,, then the assignment @'—z, gives again an
isomorphism My (X) = W (Y,). The point x, is also a point of indeter-
~ minacy of maximal degree for @; since @; depends on &, (see [15]), hence

D, (xy) = &, (X) = Y, is compact. Now we can apply the theorem of
Chow-Thimm, and we obtain the assertion.

Remark. In the case where ¥ = P{ and & is the junction of k mero-
morphic functions on X, the statement is a known theorem of Thimm [18],
~ [19]. A proof of this theorem was also given by Remmert [12].
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