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232 | . H. BRENY

d’ou
6 0 0 Yo = A,/6
Spe=1 0 & o0 |, 1= Ak
0 0 60 Y2 = Ay/60
SC{ %} = A4j/6 , SC{ % }= Ay, SC{ ¥, } = A;/60 .

SC{ %} = red[B,], SC{%,} = red [P, | B,], SC{%:} = red[B, By, B:]

SCN =8C{ %o} +8C{ 9, }+5¢{3,},
SCE = SCT — SCN .

4, 3. Problémes de classification.

4,31. Supposons que I'on dispose des valeurs observées de
douze aléatoires normales, indépendantes, de méme variance o2,
classées suivant deux critéres: « lignes », de « valeurs» L, et L,,
et « colonnes », de « valeurs » C;, C,, C,, suivant le schema

Cy - G C,
Ll xla x2 x3a Xy .’L’5, Zg
Lz Zq, Xg Ty, 10 Zy1, Z1g -

On suppose a priori qu’il y a additivité, c’est-a-dire qu’il
existe cing nombres Ay, Ay, Y1, Yo, Ys tels que la valeur moyenne
d’une observation de la ligne L, et de la colonne C, soit A; + v,
(t=1,2; k=1,2,3). On a done, par hypothese,

X, 1 1

X, 1 1

Xg 1 1

X, 1 1 A

X; 1 1 Ay
E Xg == 1 1 Y1

X7 11 Y2

Xg 11 T3

Xg 1 1

X10 1 1

X1 1 1

X9 1 1

Si on appelle §; _, la somme des observations de la ligne L;, et
S_; celle des observatlons de la colonne C,, les équations nor-

males s’écrivent:
6 A +2«}1+2§/2+2«?3=51_ (a)

6)\2‘{‘24‘\’14‘2’?2‘*‘2?3:82_ (b)
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20 + 2% + 4% =5 (¢)
2j\\l == .25\2 + 4"};2 = S_,Q ()
2’7\\1 + 25\\2 —I— 44‘\,3 = S—’3 (6’)

Ici, manifestement, p = 5, r = 4 [en effet, (a) .—}— ()
= (¢) + (d) + (e)]. On est donc amené & mettre en évidence
quatre combinaisons estimables fondamentales; on peut prendre

=060+ %)+ &(vi+ Y2+ vs)
Ay=v1—172, Ay = v — Y3 -

On constate immédiatement que les estimateurs privilégiés de
ces quatre combinaisons sont deux & deux orthogonaux, &
Pexception prés de la derniére paire; I'orthogonalité compléte
est atteinte en remplacant A’ y par

Agy = (A 4+ 2 —205)/2 = (M + 25)/2 — 2 .
Alors:
=S8 _+8 (=85 ,+8,+8,,
AN = (s, _—s; )6
Aoy = (8. —S_ )/
A;Y = (S, +8_,—25_,)/8 .
Ici, on peut calculer |
SCint = (1/2) [(x; — x5)% + ... + (x; — X15)?] ,
avec six degrés de liberté, puis, avec deux degrés de liberté,
SCEM = SCE — SCint . |

On notera que, ici, on a

SC{ (L } = red [u] = red [p]| A%] = ... = red [y | A, Ary, Ay,
et des relations analogues pour les autres parameétres; ceci en
vertu de I'orthogonalité de leurs estimateurs privilégiés.

SCEM peut servir a éprouver I’hypothese d’additivité, mais
on ne le voit clairement qu’en étudiant le modéle non additif.
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4, 32.. Ne supposons donc plus a priori qu’il y ait additivité;
admettons que :

Exgiq = Exyy = M;
de sorte que p = 6, b, = ” M, My My My, Mz M, HT On voit
aisément que

& = diag (2, ..., 2)

d’ou

M; = (x5 4 + xp,)/2 )

SC{M,; } = (%oiq + x)22

6
scN = > sc{m; },
1

12 6
SCE = ; x; — SCN = (1/2) “12 (xg; — Xo;_4)? .

Donc, pour le modele général actuel, SCE vaut 1’expression
SCint du modéle additif.

L’hypothése d’additivité (c’est-a-dire, répétons-le, I’hypo-
theése qu’il existe cinqg nombres A, A, vy, Yo, Y3 tels que

M, =M+ v, My =27+ Y55 .or) M6:7\2+Y3)
est satisfaite si et seulement si
=M —M,— M, + M;=0, =M —M—M,+ My=0.

On doit donc former, pour éprouver cette hypothese,

A

A A A A A A A A A
01:M1——M2—‘M4+M5, 62:M1_M3—M4‘|‘Me,

puis SC{ 61, 62 }, et éprouver si SC { 61, 62 } est, ou non, signifi-
cativement plus grande que SCE (SCint du modéle additif).

f, n’est pas orthogonal a (), , mais bien

05 =20, — 0, = Ml‘lf M, —2M; + M, + M; —2M,;

or,

sc{f,} =08, sc{f,}= 022,
Sc{ 0y, 0.} =5c{0,. 0.} =sc{l,}+sc{l,},

ce qui permet d’éprouver I'additivité.




MODELES LINEAIRES EN ANALYSE STATISTIQUE 235

On montre aisément que SC{ 6, 0, } n’est autre que SCEM
du modéle additif. Chacune de ces deux sommes de carres est en
effet due 4 un sous-espace de V* ayant deux dimensions et

orthogonal tant & ., AN Ay, A,y qu’aux différences « internes »
Tai —— Taicg et un tel espace est unique.

01 et 6 (et leurs combinaisons linéaires, notamment 0,)
portent le nom de «contrastes de non-additivité » (le terme
« contrastes d’interaction » n’est guére heureux). On remarquera
que, si les M; déterminent entiérement les parameétres « ortho-
gonalement estimables» w, AA, A; v, A, v, 0;, 0,, ceux-ci &
_leur tour déterminent entierement les M;. C’est en le posant au
moyen des parameétres y, ..., 0, que le probléme de la classifica-
tion (2 X 3) (avec un nombre quelconque d’observations par
cellule) se traite le plus aisément. Toutefois, ces paramétres ne
restent orthogonalement estimables que si toutes les cellules
renferment un méme nombre d’observations.

Ces considérations s’étendent immédiatement
aux autres problémes de classification.

Remarque.

4, 4. Covariance 15),

4,41. Supposons que l'on dispose d’une observation de cha-
cune de n variables aléatoires indépendantes, normales, de méme
variance o?, réparties en s groupes, le ©™ groupe étant formé
de n; elements avec

Exij=Ti+ By
1’:17'73; ]:1"'°:ni; n1+°'-+nS:n;

les 0;; étant des nombres certains 16). On a ici
by = Il Tyy oo, T, 8117

et, en supposant que dans chaque groupe il y a au moins deux
- valeurs ¢, ; distinctes,

=r=s+4+1.
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