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J- G, VAN DER CORPUT
complexes de la fonction Ç(s) se trouvent sur la droite d'abscisse

2", M. Landau1 a déduit d'une proposition due à M. Littlewood2

qu aucun des nombres «ä, a3, etc. ne surpasse j,
7. La méthode de Van der et de 4.

Finalement nous traiterons une méthode que M. Vinogradoff
et moi avons trouvée indépendamment l'un de l'autre. Plus
d'un mois après avoir tenu cette conférence, j'ai pour la
première fois appris le nom de M. Vinogradoff et les remarquesfaites dans cet article au sujet des résultats trouvés par lui
ont été ajoutées au texte lors de la correction de la première
épreuve.

Avant de passer à la méthode, je veux indiquer comment
j'y suis arrivé peu à peu par l'étude des méthodes de Voronoï
de Pfeiffer et de Piltz.

Comme nous l'avons déjà dit à propos des méthodes de Diri-
chlet et de Piltz, nous n'avons dans le problème des diviseurs à
nous occuper que de la somme

2
i V*

h entier

*(j

De même dans le problème du cercle nous n'avons à considérer
que la somme

2 V* — h2)

1 \x
h entier

1 G'ôtt. Nachr. (1912), p. 728.
2 C. R., 154 (1912), p. 263-266.
3 These de doctorat (1919), Leiden; Math. Ann., 81 (1920), p. 1-20; Math. Zs 10 Cl92n
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Pour calculer le nombre des points entiers d'un domaine

quelconque, il suffit de calculer la somme

2
a^n^b
n entier

ç f(u) ou u f(v) étant l'équation d'une partie du contour.

Jusqu'à ces dernières années la méthode de Pfeiffer était appliquée

à peu de problèmes seulement, et la méthode de Voronoï
à deux seuls problèmes, celui des diviseurs et celui du cercle,

de sorte que dans l'emploi de cette dernière méthode on posait

toujours ou f(u) =V/£—^2- J'ai montré que ces

deux méthodes pouvaient être appliquées à chaque fonction

f(u) remplissant la condition suivante :

f(u) est réelle et deux fois dérivable dans l'intervalle

a<u<ib, (a + 1 <; à), la deuxième dérivée étant uni-
oscillante (c'est-à-dire monotone), toujours positive ou

toujours négative.

Les deux méthodes donnent dans ce cas le même résultat,
à savoir qu'il y a une constante absolue c telle que l'on ait

f i f>) rdu +
1

+
1 ^ (i2)

K{ vir»i virwiy

G

2 41/») <c(
\

n entier

Il est évident que l'on peut maintenant calculer approximativement

le nombre des points entiers dans des domaines
satisfaisant à des relations très générales. Nous prendrons comme
exemple le problème des diviseurs, c'est-à-dire nous approxime-
rons la somme

'S *i
1 h 5^/x

h entier

Nous décomposons cette somme en deux sommes partielles

2,_*(j) " 2 Hr
1 ^ h<yx x

h entier /Ten lier
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I

Puisque |ip| < —, la valeur absolue de la première somme par-
i 3/- 3 _tielle est < -~v x. Pour un x suffisamment grand \/x + 1 <\/xy

3

de sorte que la relation G est remplie pour a Vx, b V~x

~ i7* va^eur absolue de la deuxième somme partielle
est donc plus petite que

de sorte que l'erreur dans le problème de diviseurs ne surpasse
3
_

pas, en effet, l'ordre de la fonction V//x log x.
La méthode de Piltz ne donne pas seulement la proposition

énoncée, mais encore un résultat plus général. De la méthode de
Piltz il suit que l'inégalité (12) est valable non seulement pour
la fonction {p(v) ç— E(e) —-i, mais encore pour chaque

fonction y (e) remplissant la condition suivante:

est réelle et périodique de période 1, unioscillante
dans l'intervalle 0 < ç < 1, et satisfait à

i

i y (i1. 1 (O^K^l), Ji/(v)dv 0.
0

Si l'on part de cette supposition, il est très facile de saisir le
principe de la nouvelle méthode. De la supposition B il découle

que {jj (c) est développable dans la série de Fourier suivante

2 a'"e2"""v • où 00 ° -

m=—co 1

donc

2 WW) =22a<Ln<Zb a<^n<ib m——00

n entier n entier
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donc
00

2 +(/(«>) 71VII
çlmrJRn) (13)

« <V m=—co -c>VUVII«

a entier n entier

étant admis la convergence de la dernière double sommation.

Si f(u) satisfait à la condition C', mf(u) y satisfait également.

Si donc de la condition C une borne supérieure peut être déduite

pour la valeur absolue de la sommation

2 e2lzin'l) (14)

«<.« V b

n entier

on trouve également une borne supérieure pour tous les termes

de la sommation dans le membre de droite de (13), de sorte que

l'on obtient ainsi une borne supérieure pour le membre de gauche

de cette inégalité.
Le problème essentiel réside donc dans la possibilité d'approxi-

mer aussi près que possible la somme (14), et c'est grâce à une

équation fonctionnelle approximative remarquable que la chose

est possible. Puisque f"(u) dans l'intervalle a<u<,b est

supposé constamment positif ou constamment négatif,
est une fonction unioscillante de u. Si A désigne le plus petit et

B le plus grand des nombres /'(a) et f(b), à chaque v dans

l'intervalle A g c <. B correspond un nombre n„ univoquement
déterminé par les relations f(n,,)— c, et a<nv<^b. .L'équation
fonctionnelle approximative établit que la somme cherchée (14)

est donnée avec une très grande approximation par l'expression

e±T X! (15,A^nl/lrwi
v entier

où l'on doit prendre le signe + ou le signe —, selon que f(u)
dans l'intervalle a<u^b est constamment positif ou
constamment négatif.

Pour approximer la somme (14), il suffit donc de calculer cette
dernière expression.
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Si nous employons pour la valeur absolue de cette
dernière somme la borne supérieure triviale

2 x
1

(16)

v entier

nous obtenons à peu près la même approximation pour la somme
(14), et si nous substituons ce résultat, nous trouvons
précisément l'inégalité (12), de sorte que cette méthode fournit le
même résultat que la méthode de Piltz. Mais elle peut fournir
encore un meilleur résultat.Nous avons employé pour la sommation

(15) l'approximation triviale (16). Il se pose maintenant
la question suivante: est-il possible de remplacer cette
approximation triviale par une meilleure? A cette question il a été
répondu affirmativement, tant par M. Vinogradofî que par
moi. Je suppose que M. Vinogradofî a développé une propre
méthode, tandis que moi j'ai appliqué la méthode de Weyl S
entre autres dans le cas où / (u) satisfait non seulement à la
condition C', mais encore à la condition suivante :

f(u) est dans l'intervalle a<,u<b k + l fois dérivable
(k 2) ; on a

1 /'"(«) | ^ I /""(«) (17)

1 (n> 0), et dans l'intervalle <( < chaque produit

I („) f(\+ï) („) fihk-l+V („) (18)

I où les A,, AS) Aat_i désignent des nombres non-
négatifs dont la somme égale k—1, est en valeur
absolue au plus égal à' \f"(u)f k~^+v

Les conditions C et D étant remplies, on peut trouver pour la
somme (15), donc aussi pour la somme (14) une meilleure approximation.

Dans ce cas on peut remplacer la proposition énoncée

1 Weyl. Gott. Nachr. (1914), p. 234-244; Math. Ann., 77 (1916). p. 313-352 et Math. Zs.,
10 (1921), p. 88-101.
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par la proposition suivante: Les conditions B, C et D étant
vérifiées, il existe un nombre y dépendant au plus de k et un
nombre positif « dépendant au plus de k et de y avec la
propriété2/ rï+"i i \HA»)) < 7 / I /"(") I du + + ;

a^b \{V I VI I /
« entier 19)

L'exposant est donc remplacé par un nombre plus grand.

Avec cette inégalité on peut améliorer tous les résultats en

question obtenus jusqu'ici contenant le symbole 0 de Landau.
1

On trouve par exemple qu'il existe une constante 0 < telle

que dans le problème des diviseurs l'ordre de l'erreur ne

surpasse pas celui de x®; j'ai montré qu'on peut prendre même
33

® ^ löö' ^onc ^ans Pr°klème des diviseurs l'exposant du

terme représentant l'ordre de l'erreur est compris entre ~ et ^ ;

1 33
donc ^ <; a2 < T^.

Comme exemple je prouverai que dans le problème du cercle

l'exposant analogue est inférieur à Comme nous l'avons déjà

fait remarquer, il suffit de démontrer

41 (V X A2) — O (#®)

1 ^ x
n entier

l0 désignant une constante < Nous appliquerons notre

proposition, en posant asa 1, bVx — Nous

devons supposer x > 8, donc a+ 1 ^ ; de cette manière la
condition C est remplie. En choisissant x assez grand, la condi-

tion D est remplie pour k4, vj —. En effet, dans l'intervalle

l'ordre de f"(u), f"(u), flY(u), fv(u) est
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égal respectivement à celui de—-, —-— ~ Dans (il)l/x * V, ' -x'2, V '
1 ordre du premier membre est donc — et celui du second membre

1 1

de sorte que, x étant choisi suffisamment grand, le premier
membre est plus petit que le second. L'ordre du produit (18)
est

1

_ i

2 <Äi-fl)+j(As+1)+5 <As+l> ^

à cause de + A2 + h3 3, de sorte que, x étant choisi
suffisamment grand, la valeur absolue de ce produit est plus petite

-.4-1 + 1
que f(u) |; 6 dont l'ordre est égal à

l 1

1 35 35 '

Les conditions sont ainsi remplies; l'inégalité (19) a donc lieu,
et il s'ensuit

Dans le problème du cercle l'ordre de l'erreur ne surpasse pas celui
de x@

1 0 désignant le plus grand des deux nombres — y
et i ^donc 0

Nous sommes arrivés au terme de notre exposé. Le choix
entre les différentes méthodes dont nous venons de parler dépend
dans chaque cas particulier du problème posé et du degré
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d'exactitude demandé. Si une première approximation est

suffisante, on peut se contenter de la méthode de Gauss ou de

celle de Dirichlet. Pour les approximations contenant £2 et
aussi dans les problèmes concernant des domaines à k dimensions,
l'emploi des variables complexes est préférable; jusqu'ici en
effet dans les questions de cette nature la méthode de Pfeiffer
n'est appliquée qu'à des cas particuliers, et les autres pas du
tout. La méthode de Van der Corput et de Vinogradofî n'est
encore qu'à son stade initial et elle sera en tout cas encore
applicable à beaucoup d'autres problèmes. Je suis persuadé
qu'elle est encore susceptible d'amélioration. J'ai en effet
l'impression que la méthode de Weyl, appliquée à la somme (15),
ne donne pas la dernière approximation possible, qu'au
contraire, la valeur absolue de (15) est beaucoup plus petite que
la borne trouvée avec la méthode de Weyl. Et chaque amélioration

de l'approximation de cette somme donne une amélioration

du résultat final.
D'après une communication qu'il a faite par écrit, M.

Vinogradofî a démontré que dans le problème des diviseurs la
limite inférieure de l'exposant dans le terme de l'erreur est

16 ^ n'esl pas impossible que sous peu il sera démontré

que cette limite inférieure est égale à-.

«
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