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SUR UN CAS PARTICULIER
DU PROBLÈME DE L'ÉLIMINATION

ENTRE PLUSIEURS ÉQUATIONS INTÉGRALES

M. Holmgken, par une question posée dans XIntermédiaire des

Mathématiciens\ au snj«t de l'équation intégrale

X

© (x)
t
u

attire l'attention stir les équations du type de Vol terra dans
lesquelles le noyau affecte la forme h{x — y) telles que

X

v(x) — J*h(x — y\y(y)dy f[x) (1)

o

On connaît la parenté qui relie les équations de ce type aux
équations différentielles linéaires ordinaires à coefficients constants,

parenté qui rend vraisemblable à priori leur résolution par
des formules élémentaires. On est d'autant mieux fondé à prévoir
une semblable résolution que M. Levi-Civita a donné, en 1895s,
la solution générale de l'équation de première espèce correspondant

à (1), à savoir

X

J"h(x — y)o(y)dy —f(x).(2)

0

En fait, les deux problèmes (1) et (2] peuvent être facilement
réduits l'un à l'autre et ne sauraient être regardés comme
essentiellement distincts. En étudiant leur relation, j'ai eu l'occasion

1 Interm. des Maihêm., Tome XIX, p. 102, mars 1912.
2 Actes de l'Académie de Tarin, novembre 1895.
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34 CAILLER
de remarquer que le procédé classique, par lequel on élimine
plusieurs variables entre des équations linéaires à coefficients
constants, peut être immédiatement transporté aux équations
intégrales de première et de seconde espèce lorsque tous les noyaux
ont la forme hiß — y). Le passage est immédiat et la théorie
développée ci-dessous n'est qu'une sorte de duplicata de celle des
déterminants de l'algèbre ordinaire. Le problème d'élimination
ainsi traité est sans doute bien particulier par suite de la forme
toute spéciale des noyaux; mais l'analogie dont il s'agit le rend
néanmoins intéressant et justifiera peut-être les quelques lignes
que je vais lui consacrer.

Mes remarques ont leur origine naturelle dans ma Note sur une
opération analytique et son application aux fonctions de Bessel1.

Nommons, pour abréger, produit intégral de n fonctions ai(x),
a2[x), an(x) d'une variable x l'intégrale multiple

xll~XJ- adxix\&i{xix) an(xnx)dt (3)

exécutée dans l'espace (xA, x2, 9 xn—i) à (n— 1) dimensions2.
L'élément de cet espace, ou dt, est égal à dt — dxldx2 dxn—i;
la lettre ^7«, introduite par raison de symétrie, est telle qu'on a

identiquement
Xi -f- Xi — -j- xfl ~ 1 ; (4)

enfin le champ d'intégration est défini par les n inégalités

0 ^ xt ^ 1 (i 1 2 « n) (5)

Le facteur x1l~~x de la formule (3) y a été introduit de manière à

permettre pour le produit intégral — que je désignerai souvent
par [aia^a3 a,i. — la notation suivante

[atch «J ~ j*J*- J*(h(Xi)aAx%\ an(xn)dt (6)

les variables xi étant cette fois soumises aux restrictions que voici '

xi
0 sS — ^ 1 et .Xi + .r2 + + x — x (7)

x 11

1 Mé/n. de la Soc. de Phys. et d'Hist. nat. de Genève, vol. 34 (1904).
8 Cette notion de produit intégral qui s'introduit ici est formée sur le modèle des noyaux

itéré* des théories générales.
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En prenant cette seconde forme, on a, par exemple, pour deux
facteurs

Jb • ^

[«!«,!=j '

ai(y)ai(x — y)dy —Ja,iy)»t(x — (8)

Bien entendu le produit intégral de n facteurs ax an dépend
de leur ensemble et non pas simplement de leur produit
algébrique effectué; ainsi, avant de calculer une expression telle que
[/?], il importe de connaître le mode de formation delà quantité/?,
notamment le nombre de facteurs, ou de dimensions, qu'elle
contient. Par exemple, si a est de première dimension, c'est-à-dire
facteur unique, je prendrai par convention [a] — a ; au contraire

X X

[ci, 1] —j a(z)dz — J^a(x — z)dz

comme on vient de voir. De même

[1] 1 [11} x [111] ~ etc.

Le symbole [ax aü an] possède les propriétés classiques de la
multiplication ordinaire. Quand on applique, par exemple à la
définition'(3), la règle du jaeobien, on constate immédiatement la
symétrie des n dimensions x{ x2 xn. En prenant pour
coordonnées x\2, x3, xn au lieu de xx, .r2, xn—\ l'élément dt se
change en dx2dx3 dx,t ; comme d'autre part les conditions (4)
et (5) qui définissent le champ d'intégration sont aussi
symétriques, on voit que le produit intégral [aia<2 a,J est commutatif
comme ne dépendant pas de l'ordre des facteurs.

La propriété associative, d'après laquelle pour opérer la
multiplication de plusieurs facteurs 011 peut remplacer quelques-uns
d'entre eux par leur produit effectué, demeure aussi inaltérée.
Pour le faire voir, il suffira de vérifier l'équation

[chch «J —: [«i«a cin__2[aa_xa^] (9)

qui redonne le cas général par alternance et répétition.
Or mettons le produit \axa^... a,,], ou (3), sous la forme

-H an_2(xn_2x) dxi dxfl__^

(/!—2)

I * fa„_, (Xn-\X)|* l10)
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Alors, dans l'intégrale simple réservée à droite pour être exécutée
la première,-faisons

xn__^x — y 1 — xt — x% — — x — u

d'où

xdxn_l =z dy xnx — (1 — x± — — xn_{)x — xu — y ;

l'intégrale en accolade est ainsi devenue

xu

J"an— 1 0'! an (xu ~~ A dy

0

c'est, d'après (8), la fonction \un—\ an] une fois la variable x
remplacée par xu, ou .r(1 — x{ — a.\ — .27,1—2). On n'a plus besoin
que de reprendre la définition (3) pour reconnaître dans (10) le
second membre de la propriété associative (9).

L'extension au produit intégral de la propriété distributive
nécessite quelques précautions.

Si les a, b, c, sont des quantités de première dimension,
ainsi qfie les totaux ai -)- -J- bt -f- -f- etc., le produit
intégral

[(#i + #2 -j- -j- bx -[- .«] (ct -j- ...]

a un sens complètement déterminé par nos précédentes conventions.

Pour le calculer, il faut, conformément à l'équation (3),

intégrer le dit produit après avoir remplacé x par x\x dans tous
les a, par x.2x dans tous les b, etc. La règle de multiplication des
polynômes, équivalente à la propriété distributive, se trouve
exacte ainsi qu'on le constate immédiatement.

Prenons le cas un peu plus général d'une expression polynôme
P, dont tous les termes sont de même dimension; on a, par
exemple, sans introduire explicitement des coefficients numériques

qui peuvent être réunis aux facteurs algébriques

P — en... cijn b1bibz brn -}- c'it'a cm -j- (11)

Nous prendrons comme définition du symbole [P], non encore
rencontré jusqu'ici, l'équation

[P] [a±a% afn] -f- [b±bx b/n\ -j- [cv3 cm] -J- (12)

Cette valeur est naturellement entièrement différente de celle
qu'on trouverait en traitant P comme une fonction toute donnée
en x. Pour trouver la valeur exacte, il faut éviter dans (11) toute
réduction de facteurs ou de termes semblables, traiter en un mot



ÉQUATIONS INTÉGRALES 37

les constituants a, b, c comme autant de fonctions indépendantes

et indéterminées. La remarque que voici donne le moyen
d'étendre aux polynômes du type P les règles ordinaires de
l'algèbre.

Soient P et Q deux polynômes respectivement de /?2ième et de

dimension, ou
P zu ata% a/n -j- btb% b/n -f-

Q zu ^ a2 a/t -j- ßi ßj §>n + ;

leur produit algébrique étant du type P, on trouve immédiatement
par la règle précédente

[PQ] zz [ata, aniat aj + aji± |J + [b, bma1 aj +

D'autre part, les fonctions [P] et [Q] étant toutes calculées, ainsi

[P] faa, aj + [M, bj + [Q] =z [a, aj + [ßÄ ßj +

en appliquant à ces fonctions [P], [Q], où les crochets dans les
seconds membres sont de première dimension, la règle distributive

démontrée plus haut, on a

[ [P] [Q] 1 — [fti •" amai •" aJ + [ata* ••• ßi ••• ßj + •••

Ainsi, on aura
[PQ] [[P][Q]]

et de même

[PQR] zz [ fP] [Q] [R] ] [P [QR] ] mm)] •

De là résulte enfin que si l'expression P se présentait sous la
forme

P ZZ EFG + E'F'G' -f E"F"G" +
où les E,E, G, sont des polynômes contenant les facteurs
constituants a, b, c, comme on a évidemment

[P] ZZ [EFG ...] + [E'F'G' ...] -f [E"F"G" ...] +
on aurait aussi, pour réduire le nombre des facteurs, la formule

[P] ZZ [ [E] [F] [G] ...] + [ [E'i[F'] [G'] ...] +
un mot, les opérations algébriques sont possibles à condition
de mettre entre crochets les facteurs polynômes dont on

veut opérer le produit. Nous allons avoir l'occasion d'appliquer
cette remarque.
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Tout ceci étant bien compris, je passe à la notion fondamentale

pour la suite, du déterminant intégral

a\\ a 12 - • am

a22 ' • a2n
OU lai

an\ an2 anu_

Ici tous les atj fonctions de x sont supposés de première dimension;

ce sont les constituants. Si nous développons le déterminant

nous avons un polynôme du type P; [atj] n'est autre chose
que la somme des produits intégraux des n2 termes de P, c'est, si
l'on veut encore, l'intégrale multiple

"AH
où les notations sont celles des formules (3) à (6), et dans laquelle
les atj [xy de la jième colonne sont remplacés par atj \XjX).

Cette définition du déterminant intégral A — \ßij\ laisse intactes
la plupart des propriétés du déterminant algébrique ordinaire
Y) — \atj\-, pour s'en assurer, il suffît d'invoquer les propriétés
des produits intégraux de la forme [P] dont il a été question à

l'instant. Voici quelques-unes de ces propriétés.
Le changement des lignes en colonnes et des colonnes en lignes

est sans effet.
Si on développe la quantité D — | atj | suivant les éléments d'une

ligne et qu'on désigne en général par bij le mineur de l'élément atjs
on a les identités algébriques

+ a.2i b.2j+ + anihn
®

(13)

Or les éléments bîj sont de la [n — i)ième dimension par rapport
aux données atj\ si on désigne par ßij le produit intégral de bij,
on trouve immédiatement en exécutant l'opération [] sur les deux
membres de l'équation (13),

f auhj\+ [«siM + ••• Ktl3«/] 0 si • ^
(14>

Les déterminants intégraux ßg [bij], sont les mineurs intégraux
de D.

Soient deux déterminants D — | atj \ et ~ j a'ij |, les éléments
constituants a et a' étant de première dimension; soient encore

dt



ÉQUATIONS INTÉGRALES 39

A et A' les déterminants intégraux correspondants A — [D] et
A' [D']. Le produit DD' est du type P, on a donc

[DD'J [AA'J [DA7] [D'A] • (15i

D'autre part, opérons le produit DD' par la règle classique de la

multiplication des déterminants, nous aurons pour ce produit un
déterminant dont les éléments tels que

Cij «1**1/ + a2ia2j + - ania'nj

sont des types E, F, G, ; ainsi nous aurons encore la quantité
[DD'] en calculant le déterminant intégral dont les éléments
sont [cij\, avec

cij — laUa'lj\ + K>;4/l + '•• + [ani°'nj\ •

Prenons en particulier pour D' le déterminant aux éléments
ßij — [bij] et soient A [ciij], A' — [ßij] ; dans ce cas, à cause des
identités (14), aj est nul sauf dans la diagonale principale, pour
laquelle cu — A. En vertu de (15), nous trouvons alors

[AA'] [A. A A]
(/i)

Si donc A 0, et que l'équation intégrale [Ay] f n'admette
qu'une solution, nous tirons pour la valeur du déterminant intégral

adjoint A'
A' — [A711] [A. A A]

(n—1)

Sans insister davantage sur ces relations qu'on pourrait, bien
entendu, étendre et multiplier en suivant les analogies que suggère

immédiatement l'algèbre élémentaire, j'aborde le problème
d'élimination dont il a été question ci-dessus et qu'il est maintenant

aisé de résoudre à l'aide de l'algorithme des déterminants
intégraux.

Prenons un système de n équations intégrales à n2 noyaux
hij[:v — y) ; ce sont les équations suivantes

1, n x

2 J 'Tx~ y)9i(y)dy«,-(*) (/ i, 2,... «j (ie)
i 0

avec les n inconnues y1 y2, cpIL et les seconds membres
'b f/2, un. L'élimination, toujours possible, va réduire le sys-
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tème à un autre analogue, mais où les inconnues sont séparées,
et tel que

fA(x — y)Gj(y)dy Uj{x) (17)
0

Pour démontrer ce point, j'écris le système (16) sous la forme

Vlj\r\] + [Ä/29al + lhjnïn] uj '' U 1 n) (18)

on va le résoudre, par les propriétés des déterminants intégraux,
exactement de la même manière qu'un système linéaire de
l'algèbre ordinaire. Formons un déterminant intégral en prenant les fiij
comme éléments constituants, et soit A [hij] ; désignons les
mineurs intégraux de A par 7jtj.

Multiplions l'équation (18) par soumettons les deux membres
à l'opérateur [ ] et sommons pour les diverses valeurs de j; le
premier membre s'écrit alors

1,n 1 ,n 1,n

22 [v [hJ. * ]=22M ] •

ji k k j
il se réduit simplement, en vertu des formules (14% à l'expression

[A?,] •

Le second membre a donné, de son côté, la quantité connue
1, n

U. =2 ' (i 1, 2 3 ni

j
On a donc bien démontré que les solutions éventuelles du
système (16) vérifient le système (17) ; l'inverse est vrai, en général,
et se démontre de la même manière.

Prenons la formule (17), soit

1, n

k

On tire de là
1, n \,n i. n

2 i^'i ,"2 2
1 i k

ou encore, toujours par les mêmes formules (14),

1. ri

[a| 2'%-r, 119)
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Si donc on sait que l'équation homogene

X

JA (x — y) o (y) dy 0

o

n'admet d'autre solution que (p [y] 0, l'équation (19} montre que
(16) est une conséquence de (17).

Le cas des équations de seconde espèce se ramène immédiatement

au précédent; pour le faire voir, posons un système tel que

lj\ 92 + "• + ljnin + 1 Vil + Ulj2?21 + ••• — 11j
[j — 1 /O ("20)

où les hij sont toujours les noyaux fonctions de la seule différence
x — ?/, et les l des facteurs constants. Intégrons l'équation (20),

X

entre les limites 0 et x ; et rappelons que l'intégrale / a [z dz est
o

égale à la quantité [a. 1]. Alors en posant
X

IV'• - aö
0

on obtient immédiatement le système de première espèce

X

[aj[¥)] + + ••• + \ajn Yn I ~Juj\X) dx (21)

0

Les solutions du système (20) appartiennent à (21); réciproquement
les solutions de (21) vérifient (20) comme le montre une

simple dérivation. Une condition nécessaire pour que (20) soit
résoluble, quels que soient les seconds membres uj continus en x,
est que le déterminant intégral des quantités aLj soit different
de zéro.

Laissant de côté plusieurs remarques que suggère évidemment
la théorie des équations algébriques linéaires, j'ajoute quelques
mots encore sur le problème auquel on sera finalement toujours
conduit, celui d'une équation intégrale unique

X

[Ä9I — u ou JA (x —y)f(y)dy — u (.r) f 22)
0

C'est celle de M. Levi-Civita; elle correspond, peut-on dire, au
problème de la division intégrale.

L'Enseignement mathém.. 15« année : 1915.
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Pour le résoudre^ on peut souvent adopter une méthode très

simple adaptée à la forme des singularités du noyau autour de

l'origine; cette marche est naturelle, car pour la possibilité du
problème, la donnée u .v doit ordinairement présentera l'origine
une allure particulière déterminée par celle de A.

Supposons, par exemple, que A soit tel que l'équation [AA'j — 1,
c'est-à-dire

fA y) A' x — y dy z=z 1 \ 23

o

admette une solution A', continue, sauf peut-être à l'origine. De
(22), on tire alors

[A'[As]] ==; [ [AA'J s] [ç.ll [«A'j

ce qui équivaut à l'équation intégrale

,r x

j ç yv) dv " j u [y) A' {.r — y) dy
o o

OU
* X

ç(vi — — (uiv)Y(X — y)dy
d.r A

o

Comme généralisation, supposons A tel que l'on puisse satisfaire

(AA'J j A (y) A' (.r — y) dy x" l2'n
o

n étant un nombre entier et positif. En raisonnant comme tout à

l'heure, nous amenons 22) à la forme

a' x

fx.r"] Ç(.r — y!tlo\yj-dy Çu(x—y) A' fjr) dy
o o

d'où l'on tire immédiatement

\ dnJr[ - ß
fX -,—jqrr>.0

On agirait de la même manière si n cessait d'être entier et positif;

1 Bien entendu, cette solution, de môme que la précédente, doit être vérifiée à posteriori y

ce contrôle sera toujours facile.
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la détermination de la fonction A' réduira toujours l'équation (22)
à une équation intégrale d'Abel, facilement résoluble comme 011

sait.
il est sans doute ordinairement tout aussi difficile de dégager

l'inconnue A' des formules (23) et (24) que cp de la proposée (22),
et le détour ne réalise aucun avantage signalé sur les formules de
M. Imvi-Cività. Mais lorsque A est une fonction holomorphe
autour de l'origine, A' l'est aussi et sa détermination n'offre pas de
difficultés ; la méthode esquissée ci-dessus devient alors très
pratique et donne, d'une manière rapide et élégante, la solution cherchée.

Je vais, en terminant, l'appliquer à un exemple où A est
analytique, mais non pas holomorphe à l'origine.

Soit A (,r) de la forme

A un ,ra~l [a0 — aL .r — a2E2 — (25

l'exposant« étant compris entre 0 et 1 et le coefficient a0 différent
de zéro. Prenons

A'f#) x~a{K + A-r + ^x2 + ...I (2(3)

et substituons ces valeurs (25) et (2(3) dans l'intégrale 23 Pu opérant

formellement les calculs sur les séries du premier membre et
utilisant le résultat connu

Çyf 1 — y)rh/y —

on trouve, pour déterminer les inconnues b0, /q bm, l'équation

<fQ b0 (a — i I (— a) — i

et la récurrence

1, ni
I _^ il» — v- — P) P + * -- t)

«0 '"n - > (m_«)!|a-1|! '""-p l"' ~ 1
> - I 12 '

p

Considérons les séries

1 oc 1. CD

8(.r) a0(a— '!)! — 'S) (p+ oc — i) apxp —
P P

et
1, co 1 00

¥{x) — bQ (— a) + — a) • hxP — K +^ l>„xp
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portons dans la récurrence (27) les valeurs

_cip — 1—- bp rrr
ip + a —1} î p -

elle devient
1, m

b a — a I)
m o p m—p

C'est celle même que fournit la méthode des coefficients indéterminés

appliquée à l'équation

o (,r) b' (,r) — 1

Pour trouver les bm et A', il suffira donc d'ordonner le

quotient j suivant les puissances de x en posant

0, oo

â' ï 2*>'
on aura en spite

b'm C .P"
b el A'(.r)

(m — a) im — a)
m

C'est la règle cle la réduite de Laplace que j'ai déjà développée
dans le mémoire cité plus haut.

Si la série ô{.r) est convergente, la convergence de âf .r). et à

fortiori celle de A'(#), est assurée; on peut ajouter que même si
1

d(x) est divergente, mais que a soit inférieur ou égal à -y, A7 (.r)

est encore convergente.
Pour faire voir ce point, reprenons la récurrence (27) ; nous

obtenons une majorante en remplaçant tous les ap par leurs valeurs
absolues ap \a-p\, et le coefficient numérique

[m — a — p) l \p + a — 1)

ïm — a) (a — 1)1

par son maximum. Ce maximum, on le montre aisément, s'obtient
quand m est donné pour une des valeurs extrêmes p t ou

p zzr m ; les valeurs asymptotiques des termes correspondants se
déterminent par la formule de Stirling, ils valent respectivement
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Ainsi, clans le cas mentionné a ^ ^ le coefficient numérique est

borné supérieurement. Si A est la borne supérieure, la majorante
cherchée sera

ao \Jm A^; %p Jtn—p ;

si l'on prend ß0 \ bQ |, on tire de (28) des ß,n tels que ß,n ^ | bm |

Posons clés lors
1, oc Ö,

a(x) — a0 — ' et '

P P

la détermination (28) des ßm est celle qui résulte de la condition

a0b(x) + Ab{x)(a{x) — a0) a0i50

OU
a. R_

b ix)
a{) -f- A[a[x) — a0)

Or, d'après notre hypothèse, est convergent, donc h uv) le

sera clans un certain domaine et A' \x) à fortiori. Le rayon de

convergence certaine de À' (x) est égal soit à celui de A(.r), soit encore
au module de la plus petite racine de l'équation

Aa(x) + a0(l — A) — 0

Pour finir, appliquons ces généralités à un exemple analogue à

celui de M. Holmgren, en considérant l'équation

fy*~*i\(yï)ï(x-y)dy ç(.»)(29)

0

où R(?/ß] désigne un polynôme en y? ne s'annulant pas à l'origine,
et ß un exposant positif qu'on devrait supposer entier pour rester
clans le cadre des explications précédentes, mais qui peut être en
réalité quelconque. Je ne résous d'ailleurs (29) que pour le seul cas
(j)[x) i, ce qui suffit, comme on a vu plus haut.

Prenons les réduites de Laplace. Celle de yrj~l \\ //A est
évidemment cle la forme ya~~] PJ^A), où P désigne un nouveau polynôme

possédant un terme constant ; celle de A'(.r), ou fix), sera
donc égale au rapport .r—« : P (,rß).

Appliquons à ce rapport la décomposition en éléments simples ;
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la réduite de f .v se présente alors comme la réunion d'un certain
nombre de termes des formes

,r~a
A et A — (/; ~ entier)

"j J P
1 — a,r{ 1 — a.iA

Développées en séries, ces fonctions s'écrivent

0, oc 0. x
Ai—a "P{P + J) ••• </; + " ^ J 1

Pn—{*el A a r—if Vl.'2.3 u
^a"P"

ainsi, et telle est la solution, rineonnue f ,v se compose d'un
nombre fini de fonctions analytiques des formes

0, oc „„VI « -r
A.r-K'2*pi) — a)

n

et
0. -X Äp

1.2.3 //

Les fonctions précédentes sont évidemment apparentées aux
fonctions de Bessel.

' Posons, pour abréger,

{#, a) 2>- Ai + a)
!l

on démontre immédiatement l'équation

I a — C) /g v, (n — r. b)dy =r ^ U*, a) — g y.r, />)

y ' a, y 1 1

e, y1 ° ' a • T
' 'a ' T

o

ou bien

(a — i») r9 |x —ï, «)?r, I? —J. „IX — v, «) — / „IX—v, <>

t/ y ' T i ' '

//

avec a' — « -j- ß — y 1. Dans le cas particulier a ß=zu' =-y — 1,

l'identité précédente devient simplement

X

//

g (.r — v ci — g (.r — r b)
' a, a-f-1 y - 'a, a-f l



MÉLANGES ET CORRESPONDANCE

On y reconnaît l'équation caractéristique des résolvantes d un

noyau donné, et on conclut que la fonction cprj uJ_] .v — // r / est

la résolvante du noyau
v)a

K(.r,f) c i.r — r,0}rr* ~ ''
pour .»•> .r

1 J ' * a, a+1 • a :

K (.r, y) — 0 peur < r •

C. Cailler Genève).

MÉLANGES ET CORRESPONDANCE

Une nouvelle définition des points d'inflexion des courbes planes.

1. La symétrie par rapport à un point nous fournit une définition

facile des points d'inflexion des courbes planes, tandis que la
symétrie par rapport à un axe rend évidente la propriété du cercle
oscillateur.

Rappelons tout d'abord les principes suivants faciles à saisir.
2. Etant donnés deux axes rectangulaires quelconques :

a) Les deux points symétriques d'1111 point par rapport aux deux
axes sont aussi symétriques par rapport k l'origine. 11 en est de
même pour deux figures symétriques d'une figure tracée dans le
plan de deux axes.

b) Réciproquement : étant donnés un segment reel digne
quelconque et deux axes rectangulaires passant par son point milieu,
les points symétriques des extrémités par rapport à ces axes
coïncideront entre eux.

c) Les deux segments symétriques d'un segment rectiligne passant

par l'origine, contiennent ce point, sont égaux et en ligne
.droite.

3. Théorème I. — Si l'on construit les deux courbes
symétriques d'une courbe plane par rapport à deux axes orthogonaux
dont l'origine est un point quelconque de la courbe, et si l'on
groupe deux à deux, d'une façon convenable, les segments
suivant lesquels ces diverses courbes (y compris la courbe donnée)
sont divisées par l'origine, 011 y discernera quatre courbes, deux
d'entre elles ayant à cette origine un point d'inflexion et les deux
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