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LES APPLICATIONS DU CALCUL DES PROBABILITES 5

Cuarrtre II. — FEaposition des ])rincz'pes et des problémes
du calcul des _probabilités.

Qu’est-ce que c’est qu'une probabilité? — Les théorémes des probabilités.

— Le théoréme de Bernoulli. — Le théoréme de Stirling. — Probabilité
de Vécart, — Le probléme de Buffon. — Intégration des formules. —
Données critiques de Bertrand., — L’écart probable. — L’écart moyen. —

La probabilité des errcurs.

Dans I'examen du calcul des probabilités, nous ne chercherons
pas & faire un exposé trop connu des définitions élémentaires.
Nous voulons seulement mettre quelques points en lumiere, qui
nous paraissent trop souvent négligés, et sur lesquels nous
reviendrons dans la suite.

La probabilité d’un événement se définit, comme on le sait,
par le rapport du nombre des cas favorables a l'arrivée de cet
événement au nombre total des cas possibles. Mais il y a 1ci un
postulat indispensable, c’est a savoir ’égale possibilité de ces
différents cas possibles; sans cela, comme le fait remarquer
M. Bertrand, on pourrait ne considérer que deux cas possibles :
I'arrivée, et la non-arrivée de I’événement : un seul étant favo-
rable, la probabilité serait.toujoursé—.

Cependant il n’est pas toujours nécessaire d’avoir cette égale
possibilité des différents cas, mais ¢’est a une condition expresse :
il faut alors déterminer la probabilité de ces différents cas, et
leur attribuer comme coeflicient la valear qui mesure cetle pro-
babilité propre pour chacun d’eux.

I y a la un postulat initial absolument fondamental dans ce
calecul; s’en passer équivaudrait a vouloir faire de la géométrie
cuclidienne sans le postulat d’Euclide. Nous verrons si ce pos-
tulat initial a toujours été scrupuleusement respecté.

Nous n’insisterons passur les théorémes des probabilités totale
ct composée, et nous aborderons immédiatement le point capital
du calcul, le théoréeme de Bernoulli ; il permet de mesurer
pour un nombre donné d’épreuves sz, la probabilité P pour
quun événement E, d’une probabilité simple égale a p, la pro-
babilité inverse étant égale a ¢, arvive un nombre donné de fois.

La combinaison la plus favorable se trouve étre celle dans
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laquelle le nombre d’arrivées de I'événement E est nyp et celle de
’'événement inverse mq. Cette probabilité maxima est donnéce
par la formule

1

‘/27:!)11)([

Il faut noter que cette formule n’est obtenue que par un cer-
tain nombre d’approximations. La plus importante est I'applica-
tion de la formule de Stirling, qui donne un équivalent plus
simple des produits des premiers nombres. D’apres elle,

1.2.3....n—e " pt\/ s,

Or cette formule n’est a peu prés exacte que pour une valeur
tres considérable de n.

M. Bertrand donne la comparaison des deux termes pour
n =-20. Yoicl les résultats :

1.2.3.... 20 =12.432.902.008.156.640.000

e~ 20 200 {/ jo= = 2.422.786.385.510.400.000.

Si le rapport des deux valeurs est 1,00417, il n'en est pas
moins vral que la différence absolue est énorme : elle est de
Pordre des dizaines de quatrillions.

On peut done dire que pour 2 = 20, on a une approximation
absolument insullisante.

La probabilité maxima diminue a mesure que les épreuves
augmentent, car /7,2 se trouve au dénominateur, c’est-a-dire que
Von trouvera un écart de plus en plus probable entre le nombre
probable et le nombre réel d’arrivées de I'événement E. Soit £
cet écart entre mp et mx.

On tire de la probabilité maxima, en faisant encore appel au
théoreme de Stirling, la probabilité de cet écart pour laquelle
M. Bertrand donne la formule

I 12
(1) —_——— e

\/‘xtml)/]

.
2mpy

11 rend cette fonction de /. continue en substituant &/t une
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_—

variable continue : il considere lecart comme comprls entre =
et =4 d=. La formule devient

I

e )m/;q ds.
‘/27\:”1P([

La probabilité alors pour que = soit inférieur a une limite
donnée o, c¢’est-a-dire pour que ’écart soit compris entre — o
et + o est

Ve,

2

I 5=

€ 2mpq d':

‘/gnml)q
— %
et, en posant
= :
‘/zmp(/
\/;’mpq
2 2
Pe = —= e~tdt.

Vx

Dans chaque cas particalier, cette probabilité P, s’obtiendra
par les valeurs © {¢) de la fonction

,,
<l

La probabilité pour avoir un écart inférieur a une limite don-
née o é¢tant O (¢), la probabilité pour avoir un écart égal ou supé-
rieur a cette limite sera 1

0 (7). Cest-a-dire que l’expression

(2) 1—0 (1)
peut étre considérée comme la probabilité d'un écart p st lon
pose
h
—‘/Z/HP([

Par conséquent, la formule de la valeur probable de l'écart
donné par M. Bertrand sera équivalente a celle-ci.
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On aura

1 h2 h
—= € Qmpg — I — S .
‘/2TCI)IPq anp(]

Et en effet, M. Bertrand semble considérer ces formules
comme équivalentes, car il les emploie [réquemment 'une pour
I'autre,

Nous voyons, au chapitre VII, page 124, qu’il résout ce pro-
bleme,

Buffon a jeté une piece de monnaie 4 o4o0 fois et obtenu 2 048
fois face.

Quelle est la probabilité de I'écart it = 28 ?

1
MP == 4040 > —==2020. mx = 2048. mx —mp =28,
2

11 donne d’abord la formule {1) de la probabilité de 1'écart.
Puis 1l cherche par I'intégrale la probabilité de 1’écart moindre,

ui lui donne © (0,62)=10,619.

Et 1l cherchepar 1 —© (t) la probabilité de D'écart égal ou
supéricur a 28, qu’il trouve ainsi égale a 0,38.

Or cette assimilation des deux formules, et cette égalité que
nous avons posée est tout simplement absurde : I'un des deux
termes est une simple fonction, le second est le résultat d'une
intégration. Or il n’y a pas d’assimilation possible entre 'inté-
grale et la fonection.

L’intégrale est a la fonction comme une aire esta une courbe.
(’est ainsi (u’une courbe peut présenter un maximum sans que
I'aire cesse de s’accroitre.

Or justement la fonction (1) présente un maximum, ce qui,
au point de vue du calcul des probabilités est absurde.

Prenons donc 'expression
I 2

(1) ——— e

\/27:7)1})([

20 py

3

et formons sa dérivée.
Pour simplifier I’écriture, prenons

1
ampyg — ————*
Vampg =
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La fonction (I) devient

X oo
¥ === e—hz?,
™

La dérivée y' sera

— h2x2

V=

En mettant en facteur commun, on a I e\pressmn

“ =, . 29
I’on voit aisément que le maximum est obtenupour 22" =1,

3 5 . 9 I I
-a-dire pour 2*=-—=, ou pour ¥ =——=
¢’est-a-dire p TR pour W

Ainsi quand x < —=, la fonction croit; quand » > ‘/_ , la

V

fonction décroit.
Si nous avons maintenant

-

7
Vzmp(] — —
ou
I
ompg = ——>
Pq 22
ce maximum est Obtenu POUI‘
I h2
m = ~ — = ’
2pq x> Pq

Ainsi le maximum de la fonction (1) est obtenu pour une
valeur de m égale a une fraction dont le numérateur est le carré
de I'écart 7 et le dénominateur le produit de la probabilité p de
Iévénement E par la probabilité inverse ¢ de 1'événement K’

(p+q=1).

I
C’est ainsi que, st 'on fait p=q=— , =10, on a, pour
2,

m = 4o, par les calculs logarithmiques,

P (k) = o0,0009,
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h?

your /72 =— 400 ==
1 4 P

P (h) = 0,024,
et pour m ==4 000

P (h) = o,00015.

Ainsi done, lTa probabilité d’an méme écart absolu de 10 qui,
raisonnablement (et d’apres M. Bertrand lui-méme], doit croitre
avec le nombre des épreuves [et, en effet, la ruine des joueurs se
fonde sur les oscillations de plus en plus grandes des écarts
absolus, malgré la diminution des écarts relatils), diminuerait,

2

d’apr‘cs cette formule quand on aurait dépassé e
Pq

Et, comme la formule mnécessite m tres grand, 1l y aurait

C

décroissance continue de cette probabilité,

Il est curieux que l'on n’ait pas mis en lumiere cette absur-
dité,

M. Bertrand, quand il applique sa formule, ne fait jamais
varier sz, mais /, et, en effet, ici 1l y a diminution continue de
la fonction pour un accroissement continu de /&, 7 étant cons-
tant,

C’est ainst que M. Bertrand donne cet exemple (1)

I
m — 1000, D — g — —
P=g=-
On a, pour o= 4o,
V2 )
—_— e¢™* = 0,0010285;

V/ 10007
pour /i = 6o,
V2
\/IOOO Te

Vo

{/ 1000 =

e” " = 0,00001883;

pour .t== 100,

¢~ = 0,00000000052006.

Les valeurs données par la formule (2)

1 — 0 (¢

(") BERTRAND. Calcul des probabilites. Paris. 1839, p. 78, 79.
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different donc de plus en plus, & mesure que 7, augmente, des
valeurs de la formule (1)
C’est ainsi que dans les exemples que nous avons donnés plus

haut, pour m =40, nous avions :

P (h) = 0,0009,
1 — 0 (t) =o0,0016;
B2
pour 722:400:—})—(/—,
P (k) = 0,024
1 — 0 (¢) = o0,32;

pour m == 4 000,

Et, dans I'’exemple du probleme de Bullon, de M. Bertrand,

h? . ’: . ’
m == 4040 >—1-)—(/—, au lieu de 1 — ®=0,619 qu’il a trouvé, I'ap-

~

plication de la formule (1) donne P (28) —=0,008515.
Ainsi done, c’est la seule formule (2) : 1 — O(7; qui doit étre
gardée pour mesurer la probabilité d'un écart (), ® mesurant la

probabilité d’un écart moindre, c’est-a-dire encore la probabilité
de la cause.

Mais 'application de cette formule nécessite m tres grand.

Notons au passage que, dans le calcul des probabilités, quand
on rencontre un écart, il faut en chercher la probabilité, et qu’il
y a une formule pour la probabilité des causes. Cela n’est pas
inutile, car nous aurons a y revenir, quand nous traiterons des
applications du caleul.

Il y a d’ailleurs un écart probable, c¢’est-a-dire qui a probabi-
lité égale d’étre ou de n’étre pas surpassé; c’est I'écart o défini
par 'équation :

a

—=——= = 0,476936,
Vumpq

on

o — 0,47693 \/zmp(/,

car

0 (0,47693) = %
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Quant a I’écart moyen, considéré comme donnant la valeur
probable de 1'écart, dans une série m d’épreuves, il est de

2

‘7— \/lmp(/ — 0,79789 \/mpq.

T

C’est ainsi que, dans le probleme de Bulfon, la valeur pro-
bable de I'écart était de 24,7, ulors que I'écart réel était de 28.
[écart probable était de 21 environ. Le rapport des deux écarts
doit étre de 0,8463. Cela est encore trés important a mettre en
reliel: le calcul des probabilités admet un écart, et un écart pro-
bable contre le nombre probable d’arrivées mp d’un événement E,
et le nombre réel ma d’arrivées de cet événement, et non seu-
lement ce calcul I'admet, mais il 'exige. Une tres grande régu-
larité est considérée comme l'indice d’une cause régulatrice
corrigeant les écarts nécessaires dus au hasard.

M. Bertrand (') a proposé de chercher quel est I'écart dans la
proportion des naissances des filles et des garcons, quil y a
10000 a parier contre 1 de franchir au moins une fois en cent
ans.

Il trouve cet écart égal a 99.

. . . I . N
Sil'ona 9,27 =100, c’est-a-dire — =0,092, il y a 10 000 a
) n ’ ’ J

. Y, eqe ., & .
parier contre 1 pour que I'événement de probabilité ——arrive une
fois au moins sur 100 épreuves.

Or la probabilité d’un écart, pendant une année, plus grand
(ue 7 sur 14000 naissances, est :

( Py )
0 | ——).
2mp(1

Cela doit étre égal a 0,092, et par conséquent,

A

o (————> = 0,908.
\/:zmp(/

11 faut alors —— =119
\/Q.IIZP(/ *
On en déduit ) = qg.

I

(') BERTRAND, p. 162, 163.
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« Si dans un siecle, conclut M. Bertrand, ’écart n’avait pas
une seule fois dépassé gg, si sur 14000 naissances annuclles,
le nombre des garcons s’était maintenu entre 7300 et 7 roo,
une cause régulatrice serait presque certaine; il y a 10000 Q
parier contre 1, a priori, pour que le hasard, sur cent épreuves
tentées dans la méme urne, ne maintienne pas une telle régu-
larité (*). »

Ainsi, quand la probabilité¢ d’un écart égal ou supérieur a
Iécart réel est trés forte, il y a probabilité égale d’une cause
régulatrice, de méme que, quand cette probabilité est tres faible,
il y a probabilité égale d’une cause perturbatrice, et dans la
mesure par conséquent ot la valeur réelle est inférieure ou supé-
rieure a la valeur probable de I'écart.

Il est donc absolument illégitime, de par le calcul des proba-
bilités lui-méme, de compter sur une régularité absolue des
événements dus au hasard, et de leur répartition proportionnelle
a leurs probabilités respectives. Nous verrons que ¢’est encore
un point que l'on oublie trop souvent, s1 du moins ceux qui
parfois prétendent appliquer le calcul des probabilités se sont
jamais donné la peine de l'apprendre.

Il y a encore une formule fournie par le calcul des probabili-
tés et qui peut servir a de nombreuses applications, c’est celle
qui concerne 'erreur probable et la probabilité des erreurs dans
les observations scientifiques.

La loi de probabilité des erreurs qui dépendent de tant de
facteurs n’est nécessairement accessible au calcul que d’une facon
trées imparfaite. Euler, Bernoulli, Lagrange, Laplace ont fait des
hypotheses que les faits ont démenties.

C’est a la loi établie par Gauss que 'on s’est rallié.

Elle part de ce postulat que la valeur la plus probable entre
plusieurs mesures d'une grandeur est la moyenne des grandeurs
obtenues, postulat qui n’est vérifié qu’approximativement.

On obtient comme formule de probabilité d’une erreur com-
prise entre s etz - dz,

.__/_l_ _-!-'.!d
‘/_e T,

"

() Ibid.. p. 163.

Inseignement math.
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Celle d’une valeur plus petite que o, en valeur absolue, sera:
% ko

9k 9

Ly E— e-—]z':";c') d:: —/: 6’752 dl —_— @ /fa .
N ' (£2)

Connaissant la valeur de I'erreur probable, on peut en fonc-
tion de celle-ci trouver la probabilité d’une erreur.

L’erreur probable 7 est donnée par deux formules dont les
résultats divergent ala troisieme décimale :

O N
=6

r = 0,8:’i53

1

It estle nombre des épreuves,
Yo est la somme des erreurs résiduelles qui doivent étre con-

nues (on a la un moyen de mesurer le degré de confiance d’une
w ® . I . .
série d’observations ; —- sera le poids d’une observation).
2

On peut done ainsi connaitre 'erreur probable, qu’il v a pro-
P P > q yap

I

babilité de surpasser ou de ne pas surpasser.

M. Nikolaus Wuich a construit sur ces données un tableau
l‘eproduit par Bertrand.
il donne la probabilité d’une erreur en fonction de erreur

probable, sur 10000,

e e, 5 000 1 .
Ainsi il y a probabilité 5 ooo <——— = -— ) pour 1 fois 'erreur
10 000 2

probable ; probabilité 54 pour o,o1 fois I'erreur probable; pro-
babilité g 993 pour 5 fois U'erreur probable (ou, suivantla nota-
tion habituelle, probabilités 0,5 ; 0,0054 ; 0,0993).

Enfin, en (aisant les mesures = n, la moyenne = m, la

variation moyenne = ¢ (moyenne des écarts par rapport a la

.

N
), ct, si 'on a deux moyennes de mesures ana-

gl
O

moyenne == .

logues, on atteint une différence d.
Quelle est, peut-on se demander, la probabilité de cette valeur
d considérée comme une erreur.
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: \ ;, o * ’ a I
On considere la précision K comme egale a —7_—
YV T

On fait la moyenne générale M et 7, considéré comme le pro-
duit de 'erreur par la précision devient =K v/n(M —m), et

§ — nl\/ﬁ dy
- \/‘F (nv? 4 ny v?)

avec des simpliﬁcations.

La probabilité d’avoir une mesure égale a m sera égale a
1— 0(7), ce qu'un tableau peut nous fournir.

Ainsi done, non seulement le calcul des probabilités fournit
un écart probable et la probabilité d'un écart entre le nombre
probable et le nombre réel d’arrivées d'un événement, mais
encore une erreur probable et la probabilité d’une erreur, ¢’est-
a-dire d’'un écart entre une valeur observée et une valeur réelle
(et non plus probable), le plus souvent ignorée (et a laquelle on
substitue la moyenne des valeurs, considérée comme la valeur
la plus probable).

Ce dernier calcul présente encore bien plus d’éléments subjec-
tils que le premier. En tout cas i1l y a lieu de ne pas confondre,
ce ue nous verrons qu'on a lait, I'erreur et I’écart,

Et maintenant, que peut-on tirer de ce calcul ‘de la probabilité
des erreurs? Nous verrons ce quon en a tiré. Nous verrons
ensuite sil'on en peut légitimement tirer quelque chose.

Cuarrrre HI. — Le calcul des probabilités peut-il servir a la
connaissance de ' avenir.

Opinion de Laplace. — Opinion de M. Poincaré. — Application du calcul
de probabilité aux jeux de hasard ; exemple. — Les probabilités particl-
les. — Les opinions etles critiques de Cournot.

Le caleul des probabilités peut-il servir a la connaissance de
I'avenir ? Nous avons vu qu’un histerien des sciences occultes en
faisait un mode de divination spécial. Seulement, ce n’est pas
la une autorité sullisante, Mais nous nous trouvons souvent en
présence de joueurs qui dans leurs mises s’efforcent dé suivre les
indications du calcul des probabilités. Si Uon joue a la roulette,
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