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From Numbers to Rings:
The Early History of Ring Theory*

Israel Kleiner

Israel Kleiner is professor at York University in Toronto. He received his PhD in
ring theory from McGill University. His current research interests are the history of
mathematics, mathematics education, and their interface. He was for many years co-
ordinator of an in-service Master’s Programme for teachers of mathematics. Recently
he served as vice president of the Canadian Society for the History and Philosophy
of Mathematics, and is currently on the advisory board of the International Study
Group for the Relations between the History and Pedagogy of Mathematics.

Rings fall into two broad categories: commutative and noncommutative. The abstract
theories of these two categories came from distinct sources and developed in different
directions. Commutative ring theory originated in algebraic number theory, algebraic
geometry, and invariant theory. Central to the development of these subjects were the
rings of integers in algebraic number fields and algebraic function fields, and the rings of
polynomials in two or more variables. Noncommutative ring theory began with attempts

*) This is a much-expanded version of my paper on “The genesis of the abstract ring concept”, American
Mathematical Monthly 103 (1996), 417-424.
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to extend the complex numbers to various hypercomplex number systems. The genesis
of the theories of commutative and noncommutative rings dates back to the early 19th
century, while their maturity was achieved only in the third decade of the 20th century.

The following is a diagrammatic sketch summarizing the above remarks. As you note,
the examples come first and the abstractions later — much later. This is, of course, the
historical order.

Integers in algebraic Integers in  Polynomials  Complex numbers;
number fields algebraic in several quaternions
function variables
l fields l
+
Algebraic number theory ~ Algebraic  Invariant Theory of hypercomplex

\ geometry theory number systems
v “—

Commutative ring theory Noncommutative ring theory
Abstract ring theory
We begin our account with the “simpler” theory of noncommutative rings.

A. Noncommutative ring theory

In a strict sense, noncommutative ring theory originated from a single example — the
quaternions, invented (discovered?) by Hamilton in 1843. These are “numbers” of the
forma+ bi +cj+dk (a,b,c,d real numbers) which are added componentwise and in
which multiplication is subject to the relations i* = j> = k? = ijk = —1. This was the
first example of a noncommutative number system, obeying all the (algebraic) laws of
the real and complex numbers except for commutativity of multiplication. Such a system
is now called a skew field or a division algebra. Hamilton’s motivation was to extend
the algebra of vectors in the plane to an algebra of vectors in 3-space. Having failed in
this task, he turned successfully to quadruples of reals. The “pure” quaternions did, in
fact, yield a vector algebra in 3-space. See [19].

1. Examples of hypercomplex number systems

Hamilton’s invention of the quaternions was conceptually groundbreaking — “a revo-
lution in arithmetic which is entirely similar to the one which Lobachevsky effected
in geometry”, according to Poincaré [15, p. 29]. Indeed, both achievements were radi-
cal violations of prevailing conceptions. Like all revolutions, however, the invention of
quaternions was initially received with less than universal approbation: “I have not yet
any clear view as to the extent to which we are at liberty arbitrarily to create imaginar-
ies, and to endow them with supernatural properties”, declared Hamilton’s mathematician
friend John Graves [16, p. 229].

Most mathematicians, however, including Graves, soon came around to Hamilton’s point
of view. The quaternions acted as a catalyst for the exploration of diverse “number
systems”, with properties which departed in various ways from those of the real and
complex numbers. Among the examples of such hypercomplex number systems are the
following (see [2]. [15]. [16]. [19]):
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(1) Octonions. These are 8-tuples of reals which include the quaternions and form a
division algebra in which multiplication is nonassociative. They were introduced in 1844
by Cayley and (independently) by the very John Graves who questioned Hamilton’s
“imaginaries”.

(i) Exterior algebras. These are n-tuples of reals, added componentwise and multiplied
via the “exterior product”. They were introduced by Grassmann in 1844 as part of a
brilliant attempt to construct a vector algebra in n-dimensional space. Grassmann’s style
was far from simple and his approach was ahead of its time, so his ideas were not widely
accepted.

(iii)) Group algebras. In 1854 Cayley published a paper on (finite) abstract groups,
at the end of which he gave a definition of a group algebra (over the real or complex
numbers). He called it a system of “complex quantities” and observed that it is analogous
to Hamilton’s quaternions — it is associative and noncommutative, but in general not a
division algebra.

(iv) Matrices. In two papers of 1855 and 1858 Cayley introduced (square) matrices. He
noted that they can be treated as “single quantities”, added and multiplied like “ordinary
algebraic quantities”, but that “as regards their multiplication, there is the peculiarity that
matrices are not in general convertible [commutative]”.

(v) Biquaternions. These were introduced by Clifford in 1873 in connection with prob-
lems in geometry and physics. They are elements of the form /i; + Iy, where /1; and
I, are quaternions, o? = 1, and oft; = ;o

2. Classification

Over a thirty-year period (c. 1840—1870) a stock of examples of noncommutative number
systems had been established. One could now begin to construct a theory. The general
concept of a hypercomplex number system (in current terminology, a finite-dimensional
algebra) emerged, and work began on classifying certain types of these structures. We
focus on three such developments, dealing with associative algebras. (An “algebra” in
this paper will mean an associative algebra.)

(1) Low-dimensional algebras. Of fundamental importance here is the work of Benjamin
Peirce of Harvard — the first important contribution to algebra in the U.S. We are referring
to his groundbreaking paper “Linear Associative Algebra” of 1870. In the last 100 pages
of this 150-page paper Peirce classifies algebras (i.e. hypercomplex number systems) of
dimension < 6 by giving their multiplication tables. There are, he shows, over 150 such
algebras! What is important in this paper, though, is not the classification but the means
used to obtain it. For here Peirce introduces concepts, and derives results, which proved
fundamental for subsequent developments. Among these conceptual advances are:

(a) An “abstract” definition of a finite-dimensional algebra. Peirce defines such an algebra
— he calls it a “linear associative algebra” — as the totality of formal expressions of the
form Y | aie;, where the ¢; are “basis elements”. Addition is defined componentwise
and multiplication by means of “structural constants”™ cf, namely eie; = >__, cfiex.
Associativity under multiplication and distributivity are assumed, but not commutativity.
This is probably the earliest explicit definition of an associative algebra.
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(b) The use of complex coefficients. Peirce takes the coefficients 4; in the expressions
> aie; to be complex numbers. This conscious broadening of the field of coefficients
from R to C was an important conceptual advance on the road to coefficients taken from
an arbitrary field.

(c) Relaxation of the requirement that an algebra have an identity. This, too, is a departure
from past practice and gives an indication of Peirce’s general, abstract approach.

(d) Introduction of nilpotent and idempotent elements. An element x of an algebra is
nilpotent if x™ = 0 for some positive integer # and idempotent if x> = x. These concepts
proved basic for the subsequent study of algebras and, still later, of rings. Peirce proved
the fundamental result that any algebra contains a nonzero nilpotent or an idempotent
element.

(¢) The Peirce decomposition. Peirce showed that if e is an idempotent of an algebra A
then A = eAe @ eB; @ B,e® B, where By = {x € A :xe =0}, B, = {x € A :ex =0},
and B = By N B, (@ indicates direct sum). This so-called Peirce decomposition of an
algebra relative to an idempotent enabled Peirce to get a better hold on the algebra by
studying its constituent parts. It is a central tool in the study of rings and algebras.

Peirce’s work was well ahead of its time, and at first attracted little attention. Cayley,
for example, who praised Peirce’s work in an address in 1883 to the British Association
for the Advancement of Science, called it “outside of ordinary mathematics”. Even
some of Peirce’s admirers in the United States characterized the work as “philosophy of
mathematics” rather than mathematics proper. But Peirce, of course, turned out to have
been a mathematical pioneer.

(ii) Division algebras. As we mentioned, the first example of a noncommutative alge-
bra, namely Hamilton’s quaternions, was a division algebra. The question arose as to
which other finite-dimensional algebras over R (algebras of n-tuples of real numbers)
are division algebras. The answer was given, independently, by Frobenius (in 1878) and
by C.S. Peirce (B. Peirce’s son, in 1881), namely that the only such algebras are the real
numbers, the complex numbers, and the quaternions.

(iii) Commutative algebras. In the 1860s Dedekind and Weierstrass proved that the
only finite-dimensional commutative algebras over R or C without nonzero nilpotent
elements are direct sums of copies of R or C. This means that not only addition but also
multiplication in such algebras is componentwise. This result was published only in the
1880s.

See [2], [16]. [19] for further details of the above.

3. Structure

The first example of a noncommutative algebra was given by Hamilton in 1843. During
the next forty years mathematicians introduced other examples, and began to bring some
order into them and to single out certain types for special attention. The stage was
(almost) set for the founding of a general theory of finite-dimensional, noncommutative,
associative algebras. The task was accomplished in the last decade of the 19th century
and the first decade of the 20th. Before that, however, important developments took place
in a neighboring branch of mathematics which had an impact on the work in associative
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algebras. This was the founding of the theory of Lie groups and Lie algebras in the
1870s and 1880s.

Lie founded the theory of continuous transformation groups (now called Lie groups)
in the 1870s to facilitate the study of differential equations. Just as Galois associated a
finite (discrete) group of permutations with an algebraic (polynomial) equation, so Lie
associated an infinite (continuous) group of transformations with a differential equation.
Lie subsequently showed that for the purposes of the differential equation it suffices to
focus on the “local” structure of the Lie group — that is, on the “infinitesimal trans-
formations” which, when multiplied using the “Lie product”, form a Lie algebra. (If
S, T are infinitesimal transformations, so is their Lie product [S,T] which is given by
[S,T] = ST — TS.) Just as in the case of algebraic equations, so too in this theory the
objects of special interest are the “simple” Lie groups. These give rise to “simple” Lie
algebras. Lie thus proposed the task of studying the structure of Lie algebras with special
attention to the “simple” ones. This task was admirably accomplished in the 1880s by
Killing and Cartan, who decomposed “semi-simple” Lie algebras (i.e. algebras with zero
radical) into simple ones (i.c. those without ideals) and then classified the latter. See [2],
[19].

(1) Algebras over R or C. In the 1890s Cartan, Frobenius, and Molien proved (indepen-
dently) the following fundamental structure theorem for finite-dimensional associative
algebras over the real or complex numbers. If A is such an algebra then

(@) A = N @ B, where N is nilpotent and B is semi-simple. An algebra N is nilpotent
if N* = 0 for some positive integer k; it is semi-simple if it has no nontrivial nilpotent
ideals — this, at least, was the initial conception of semi-simplicity.

®)B=CiaC @ - C,, where C; are simple algebras, that is, have no nontrivial
ideals. (The nilpotent part N is intractable, even today.)

(©) C; = M, (Dy), the algebra of n; x n; matrices with entries from a division algebra
D;.

The above representations are, moreover, unique; that is, the n,7; are unique, and the
N, B, C;, D; are unique up to isomorphism.

The immediate inspiration and motivation for this result came from the neighboring
theory of Lie algebras. But there were other precedents for decomposition results in
algebra — for example, the decomposition of an ideal in the ring of integers of an
algebraic number field into a unique product of prime ideals, given by Dedekind in 1871
(see below), and the decomposition of a finite abelian group into a unique direct product
of cyclic groups of prime-power order, proved by Frobenius and Stickelberger in 1879.

Of the work of the three mathematicians who established the above results, Cartan’s
proved the most influential. His proof techniques, however, were soon superseded by
Wedderburn’s (see below). What proved lasting, apart from the structure theorem, were
the following four concepts which Cartan introduced, albeit only at the end of his pa-
per, and only to stafte the structure theorems more succinctly: direct sum, ideal, simple
algebra, and semi-simple algebra. Cartan was the first to introduce these explicitly in
the context of noncommutative, associative algebras. (Dedekind introduced ideals for
certain commutative rings more than two decades earlier (as we shall see), but there
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is no reference in Cartan’s work to Dedekind’s ideals.) For example, Cartan defines an
ideal — he calls it an “invariant system” — as follows:

We say that a system > admits an invariant subsystem o, if every element of o
belongs to 3. and if the product, on the right or on the left, of an arbitrary element
of o and an arbitrary element of 3. belongs to o.

See [16]. [19] for further details.

(i) Algebras over arbitrary fields. At the end of the 19th century the theory of finite-
dimensional algebras had attained a degree of maturity. All-important connections had
been made with Lie’s theory of continuous groups as well as with the theory of finite
groups, via group representation theory. At the same time, a major structure theorem was
available. The theory of finite-dimensional algebras thus became a distinct discipline for
serious mathematical investigation. What was needed for further progress in the subject
was a new departure. This was provided by Wedderburn’s groundbreaking paper of 1907,
entitled “On hypercomplex numbers” [20].

The major result in Wedderburn’s paper, namely the structure theorem for finite-dim-
ensional algebras, is essentially the same as that given by Cartan. There was “merely”
an extension of the field of scalars of the algebra from R or C to an arbitrary field.
This extension, however, necessitated a new approach to the subject — a rethinking and
reformulation of its major concepts and results.

Cartan’s methods relied heavily on the vector-space structure of the algebra and on the
field of scalars (R or C). He associated a characteristic and minimal polynomial with
each algebra — these are fundamental tools in his development of the theory. Their factors
are related to the structure of the given algebra. For example, he defined a “pseudo-null”
element of an algebra as one whose characteristic polynomial has only the zero root. It
can be shown that this notion is equivalent to that of a nilpotent element, defined almost
thirty years earlier by Benjamin Peirce. See [16].

Wedderburn’s approach to the study of the structure of finite-dimensional algebras, which
are important examples of noncommutative rings, was conceptual rather than computa-
tional. “It is remarkable”, he wrote toward the end of the paper, “that the properties of
a field with regard to division are not used in many of the theorems of the preceding
sections.” Among the ideas which he either introduced for the first time or made central
in the study of algebras, ideas now (ninety years later) still recognized by students of
algebra as basic, are the notions of ideal, quotient algebra, nilpotent algebra, radical,
semi-simple and simple algebra, direct sum, and tensor product. His work served as a
model for other ring-theoretic structure theorems.

B. Commutative ring theory

Commutative ring theory originated in algebraic number theory, algebraic geometry, and
invariant theory, and has in turn been applied mainly to these subjects.

1. Algebraic number theory
Several of the central areas of number theory, principally Fermat’s Last Theorem, reci-
procity laws, and binary quadratic forms, were instrumental in the emergence of algebraic
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number theory. Although the main problems in these areas were expressed in terms of in-
tegers, it gradually became apparent that the solutions called for embedding the integers
in domains of what came to be known as algebraic integers.

(i) Fermat’s Last Theorem. Euler in the 18th century and several mathematicians in the
early 19th century realized that to prove Fermat’s Last Theorem (FLT) — the unsolvability
in integers of x" + " = 2" (n > 2) — even for small values of #, it is necessary to use
“complex integers”. For example, x> +1/° = z* is written as (x+y)(x+py) (x+p*y) = 2°,
where p = 4+T¢§1 is a primitive cube root of 1, and this is now an equation in the domain
D; = {a+bp:a,b € Z}. Assuming the solvability of x*> + 1 = z°, and given that D
is a unique factorization domain (UFD), one can arrive at a contradiction. If we write
X+ =20 as (x +y)(x + wy)(x + w?y) - (x + P ly) = 2P, w a primitive pth
root of 1 (it suffices to prove FLT for n = p, a prime) and consider now the domain
D, = {ao + mw + - + 8,2 * : a; € Z}, we could similarly prove FLT, were the
domain D, of cyclotomic integers a UFD for all p. Of course it is not (failing for all
p > 23). But viewing x” 4 ¥ = z¥ as an equation in D, is nevertheless an important
idea in dealing with FLT. See [9].

An elementary example of the utility of “complex integers” in solving problems about
ordinary integers is the problem of finding all integer solutions of the diophantine equa-
tion % +2 = 17, a special case of the famous “Bachet equation” x> + k = 1. (This
is an example of an elliptic curve; these proved important in Wiles’ solution of FLT.)
It is easy to see that x = £5, y = 3 are solutions. To find all solutions we write
x> +2 =1 as (x + v2i)(x — v2i) = 1. This is now an equation in the domain
D = {a+bv2i:a,be Z}. We can show that D is a UFD and that x +/2i and x — /2i
are relatively prime in D. Since their product is a cube, each factor must be a cube (in
D). In particular, x + v/2i = (a+ bv/2i)?, a,b € Z. Cubing and equating coefficients
we can easily show that x = +5, y = 3 are the only solutions of x* +2 = 1 — no easy
feat to accomplish without the use of complex integers.

(i) Reciprocity laws. Just as solving polynomial equations is important in algebra,
solving polynomial congruences, notably a, +a,x + - - - +a,x™ =0 (mod n), a; € Z, is
important in number theory. The case of arbitrary m is intractable, but the quadratic case,
Ao +a1x +a,x% = 0 (mod n), was dealt with by Gauss in the Disquisitiones Arithmeticae
of 1801. It suffices to consider the congruence x> = g (mod p), p and ¢ odd primes
(the case of even primes has to be considered separately). Gauss proved the celebrated
quadratic reciprocity law, namely that x? = g (mod p) is solvable if and only if x* =p
(mod g) is solvable, unless p = g = 3 (mod 4), in which case o g (mod p) is solvable
if and only if x> = p (mod ¢) is not.

What about higher reciprocity laws? That is, is there a “reciprocity relation” between the
solvability of x™ = g (mod p) and x™ = p (mod ¢) for m > 27 Gauss took the view that
such laws cannot even be properly conjectured within the context of natural numbers:
“The previously accepted laws of arithmetic are not sufficient for the foundations of
a general theory .... Such a theory demands that the domain of higher arithmetic be
endlessly enlarged” [13, p. 108].

A prophetic statement, indeed. Gauss was calling for the founding of an arithmetic theory
of algebraic numbers. In fact, Gauss himself began to enlarge the domain of arithmetic
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by introducing what came to be known as the Gaussian integers,
Zli|={a+bi:abeZ},

and showing that they form a UFD. This he did in two papers in 1829 and 1831, in
which he used Z[i] to formulate the law of biquadratic reciprocity. At about the same
time, Jacobi and Eisenstein (as well as Gauss in unpublished papers) formulated the
cubic reciprocity law. Here one needed to consider the domain

Zlpl={a+bp:abeZ},

p a primitive cube root of 1, which was also shown to be a UFD. The search was on
for higher reciprocity laws. But as in the case of Fermat’s Last Theorem, here too one
needed new methods to deal with cases beyond the first few, for unlike Z[i] and Z[p],
other domains of higher arithmetic needed to formulate such laws are not UFDs. See
[4]. [13].

(iii) Binary quadratic forms. An (integral) binary quadratic form is an expression of
the form f(x,y) = ax> + bxy + cy?,a,b,¢ € Z. The major problem of the theory of
quadratic forms was: given a form f, find all integers m which can be represented by
f, that is, for which f(x,y) = m. For example, Fermat considered the representation of
integers as sums of two squares. Gauss in the Disquisitiones developed a comprehensive
and beautiful theory of binary quadratic forms. Most important was his definition of the
composition of two forms and his proof that the (equivalence classes of) forms with a
given discriminant D = b — 4ac form (in modern terms) a commutative group under
this composition. See [8].

The idea behind composition of forms is simple: if forms f and g represent integers
m and n, respectively, then their composition f * ¢ should represent the product mn.
The implementation of this idea is subtle and very difficult to describe. Attempts to
gain conceptual insight into Gauss’ theory of composition of forms inspired the efforts
of some of the best mathematicians of the time, among them Dirichlet, Kummer, and
Dedekind. The key idea here, too, was to extend the domain of higher arithmetic and
view the problem in a broader context. Here is perhaps the simplest illustration:

If m; and m, are sums of two squares, so is 1. Indeed, if m; = x3 + 7 and
My = x3+13, thenmymy = (X1%2—111p)? + (X116 +%241 )% In terms of the composition of
quadratic forms this can be expressed as f(x1,1)*f(x2,1) = f(X1X2 =1k, X1lp+X241 ),
or fx f = f, where f(x,y) = x* + . But even this “simple” law of composition seems
mysterious and ad hoc until one introduces Gaussian integers, which make it transparent:

(e + )03 +13)
= (01 + i) (01 — i) (x2 + i) (X2 — i),
(

= (x1 + i) (x2 + 1pi)(x1 + 111)(x2 + 1pi) (@ denotes the conjugate of «)
= [(q1x2 — yiwp) + (e + 22l (122 — yige) — (11 + X200)i]
=

X1Xy — ]/1]/2)2 + (x11p + xzyl)z-
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In general, ax* + bxy -+ cy* = m can be written as
1 b+ VD b—vD
|ty w5y = m,

where D = b? —4qc is the discriminant of the quadratic form. We have thus expressed the
problem of representation of integers by binary quadratic forms in terms of the domain

R{M

2 :u,veZuzv(modZ)}.

Since such domains do not, in general, possess unique factorization, the development of
their arithmetic theory became an important goal. See [4], [9].

To summarize: We have seen that in dealing with central problems in number theory,
namely Fermat’s Last Theorem, reciprocity laws, and binary quadratic forms, it was
found important to formulate them as problems in domains of algebraic integers. The
study of unique factorization in such domains became the major problem of a newly
emerging subject — algebraic number theory. Kummer dealt with it by means of ideal
numbers, Dedekind by means of ideals, and Kronecker by means of divisors. We consider
below the contributions of Kummer and of Dedekind.

(iv) Kummer’s ideal numbers. We recall that the domains of cyclotomic integers,
D, = {ap+mw+- - ~+ap*2w?7*2 :a; € Z, w aprimitive pth root of 1}, were central in the
study of Fermat’s conjecture. They also proved important in the investigation of higher
reciprocity laws. Both problems were of great interest to Kummer (the latter apparently
more than the former), and to make significant progress it was essential to establish
unique factorization (of some type) in the domains D,. This Kummer accomplished in
the 1840s. As he put it in a letter to Liouville, unique factorization in D, “can be saved
by the introduction of a new kind of complex numbers that I have called ideal complex
numbers”. Kummer’s major result was that every element in the domain of cyclotomic
integers is a unique product of “ideal primes”.

Kummer’s theory of ideal numbers was vague and computational. In fact, the central
notions of ideal number and ideal prime were only implicitly defined in terms of their
divisibility properties (see [8]). Kummer noted that in adopting the implicit definitions
he was guided by the idea of a “free radical” in chemistry, a substance whose existence
can only be discerned by its effects.

To give the reader a sense of Kummer’s theory of ideal numbers, we adduce a standard
example, due to Dedekind, of a (noncyclotomic) domain D = {a+ b\/5i : a,b € Z}, in
which factorization is not unique. We have, for example, 6 = 2 x 3 = (1 + v/3i)(1 —
V/51), where 2.3, and 1 + /5i are primes (indecomposables) in D. To restore unique
factorization of 6 € D, adjoin the “ideal numbers” v/2, (1++/51)/v/2, and (1—+/51)/+/2.
These are, in fact, ideal primes. We then have

1++5i 1—+/5i
6=2%3=1v2xV2x % ,
V2 V2

6—(1+\/§i)(1—\/§i)—\/§x%xx/§x(l_—\/\i/§i); that is,

and
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the decomposition of 6 into ideal primes is now unique. Moreover, the choice of the
ideal primes v/2, (1 = v/5i)/+/2, which seems ad hoc, will come to seem natural after
ideals are introduced. See [8], [9].

(v) Dedekind’s ideals. Kummer’s ideas were brilliant but difficult and not clearly formu-
lated. The fundamental concepts of ideal number and ideal prime were not intrinsically
defined. Moreover, Kummer’s decomposition theory applied only to cyclotomic integers.
What was needed was a decomposition theory which would apply to arbitrary domains of
algebraic integers. This was devised, independently and in different ways, by Dedekind
and Kronecker. We will focus on Dedekind’s formulation, which is the one that has
generally prevailed.

The main result of Dedekind’s groundbreaking 1871 work is that every nonzero ideal in
the domain of integers of an algebraic number field is a unique product of prime ideals.
Before one could state this theorem one had, of course, to define the concepts in its
statement, namely “the domain of integers of an algebraic number field”, “ideal”, and
“prime ideal”. It took Dedekind about twenty years to formulate them.

The number-theoretic domains studied at the time, such as the Gaussian integers, the
integers arising from cubic reciprocity, and the cyclotomic integers, are all of the form
Z0) = {ao + m0+ --- +a,0" : a; € Z}, where 0 satisfies a polynomial with integer
coefficients. It was therefore tempting to define the domains to which Dedekind’s theorem
would apply as objects of this type. But Dedekind showed that these were the wrong
objects. For example, he showed that Kummer’s theory of unique factorization could not
be extended to the domain Z[v/3i] = {a + bv/3i : a,b € Z}, and of course, Dedekind’s
objective was to try to extend Kummer’s theory to a// domains of algebraic integers.

One had to begin the search for the appropriate domains, Dedekind contended, within an
“algebraic number field” — a finite field extension Q(o) = {go+q1a+ - -+4s0° : g; € Q}
of the rationals, « an algebraic number, that is, a root of a polynomial with integer
coefficients. The notion of “algebraic number” was well known at the time, but not that
of “algebraic integer”. Dedekind showed that, in fact, a// elements of Q(«) are algebraic
numbers. But what is the appropriate subdomain of Q(«) in which to do number theory
— “the integers of Q(«)”? Dedekind defined them to be the elements of Q(«) which are
roots of monic polynomials with integer coefficients. (Note that under this definition the
“ordinary” integers Z — “the integers of Q” — are the roots of /inear monic polynomials.)
He showed that these elements “behave” like integers — they are closed under addition,
subtraction, and multiplication; in our terminology, they form a ring — a subring of C.

Having defined the domain of algebraic integers of Q(«a) in which he would formulate
and prove his result on unique decomposition of ideals, Dedekind considered, more
generally, sets of integers of Q(«) closed under addition, subtraction, and multiplication.
He called them “orders”. (The domain of integers of Q(«) is the largest order) Here,
then, was an algebraic first for Dedekind — an essentially axiomatic definition of a
(commutative) ring, albeit in a concrete setting.

The second fundamental concept of Dedekind’s theory, that of ideal, derived its motiva-
tion (and name) from Kummer’s ideal numbers. Dedekind wanted to characterize them
internally, within the domain D, of cyclotomic integers. Thus, for each ideal number o
he considered the set of cyclotomic integers divisible by o. These, he noted, are closed
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under addition and subtraction, as well as under multiplication by all elements of D,.
Conversely, he proved (and this is a difficult theorem) that every set of cyclotomic in-
tegers closed under these operations is precisely the set of cyclotomic integers divisible
by some ideal number 7. Thus there is a one-one correspondence between ideal numbers
and subsets of the cyclotomic integers closed under the above operations. Such subsets of
D, Dedekind called ideals. These subsets, then, characterized ideal numbers internally,
and served as motivation for the introduction of ideals in arbitrary domains of algebraic
integers. Dedekind defined them abstractly as follows [8]:

A subset I of the integers R of an algebraic number field K is an ideal of R if it
has the following two properties:

) IfB,yelthen 3t~ el
i)If pel,ppe R then S e 1.

Dedekind then defined a prime ideal — perhaps the most important notion of commutative
algebra — as follows: An ideal P of R is prime if its only divisors are R and P. Given
ideals A and B, A was said to divide B if A D B. In later versions of his work Dedekind
showed that A divides B if and only if B = AC for some ideal C of R. Having defined
the notion of prime ideal, Dedekind proved his fundamental theorem that every nonzero
ideal in the ring of integers of an algebraic number field is a unique product of prime
ideals. See [7]. [8] for details.

How did Dedekind’s ideas apply to (say) the nonunique factorization of 6 into primes
in the domain D = {a + bvV5i :a,b € Z} : 6 =2 x3 = (1 + V/50)(1 —V/5i)?
If welet P = (2,1 ++/5) = {2a + (1 +/5))3 : o, € D} — the ideal of D
generated by 2 and /5i, Q = (3,1 ++/5i), R = (3,1 — +/53i). then we can verify
that P> = (2),PQ = {1 + +/5i),QR = (3), and PR = (1 — /5i) ((«) denotes the
ideal generated by «; if A and B are ideals of a ring R, their product is the ideal
AB = {Eﬁnite aib; 1a; € A, b; € B})

The factorizations 6 = 2x 3 = (1++/5i)(1—+/5i) now yield the following factorizations
of ideals: (6) = (2)(3) = P>(QR) and (6) = (1++/3i){ 1—+/5i) = (PQ)(PR) = P>QR.
One can readily verify that the ideals P,Q, R are prime. Thus the ideal (6) (if not the
element 6) has been factored uniquely into prime ideals. Paradise regained via ideals.

Let us compare the factorization of (6) into prime ideals with the factorization of 6 into
ideal primes (a la Kummer) that we gave eatlier:

14++5  1—+/5i
=2xX3=v2xV2x 54 :
V2 V2

and

6 = (1+ V5i)(1 - V3i) = V2 x IJ:/_;/gixx/Ex 1_}2@

Performing some 18th-century symbolic callisthenics, we obtain the following: Since

< LIS

P2 = (2), P ~ /2 (where “~” stands for “corresponds to”, “captures”, “represents”).
In fact, P is the ideal consisting of all clements of D divisible by the ideal number /2



Elem. Math. 53 (1998) 29

(that is, such that the quotient is an algebraic integer). We also have PQ = (1 + v/5i),
hence PQ/P ~ (1 + +/5i)/V/2, so that the ideal Q corresponds to the ideal number
(1 ++/5i)/v/2. And since PR = (1 — +/5i),PR/P ~ (1 — +/5i)/v/2, hence R ~
(1 —+/5i)/+/2. This removes the mystery associated with our earlier introduction of the
ideal numbers v/2 and (1 + +/5i)/V/2.

Dedekind’s work was the culmination of seventy years of investigations of problems
related to unique factorization. It created, in one swoop, a new subject — algebraic number
theory. It introduced, albeit in a concrete setting, some of the most fundamental concepts
of commutative algebra, such as ring, ideal, and prime ideal. His work also established
one of the central results of algebraic number theory, namely the representation of ideals
in domains of integers of algebraic number fields as unique products of prime ideals.
The theorem was soon to play a fundamental role in the study of algebraic curves (see
below).

As important as his concepts and results were Dedekind’s methods. In fact, “his insistence
on philosophical principles was responsible for many of his important innovations” [8, p.
349]. One of his philosophical principles was a focus on intrinsic, conceptual properties
over formulas, calculations, or concrete representations. Another was the acceptance
of nonconstructive procedures (definitions, proofs) as legitimate mathematical methods.
Dedekind’s great concern for teaching also influenced his mathematical thinking. His
two very significant methodological innovations were the use (outside of geometry) of
the axiomatic method and the institution of set-theoretic modes of thinking.

The axiomatic method was just beginning to resurface after 2000 years of near dormancy.
Dedekind was instrumental in pointing to its mathematical power and pedagogical value.
In this he inspired (among others) David Hilbert and Emmy Noether. His use of set-
theoretic formulations (recall, for example, his definition of an ideal as the set of elements
of a domain satisfying certain propertics), including the use of the completed infinite —
taboo at the time — preceded by about ten years Cantor’s seminal work on the subject.

2. Algebraic geometry

Algebraic geometry is the study of algebraic curves and their generalizations to # dimen-
sions, algebraic varieties. An algebraic curve is the set of roots of an algebraic function;
that is, a function y = f(x) defined implicitly by the polynomial equation P(x,y) = 0.
It is natural to study algebraic curves in complex projective space.

Several approaches were used in the study of algebraic curves, notably the analytic,
the geometric-algebraic, and the algebraic-arithmetic. In the analytic approach, to which
Riemann (in the 1850s) was the major contributor, the main objects of study were
algebraic functions f(w,z) = 0 (of a complex variable) and their integrals, the so-called
abelian integrals, which are closely related to the important notion of the genus of an
algebraic curve. It was in this connection that Riemann introduced the fundamental notion
of a Riemann surface, on which algebraic functions become single-valued. Riemann’s
methods were, however, nonrigorous, relying heavily on the physically obvious, but
mathematically questionable, Dirichlet Principle.

In the 1860s and 1870s Clebsch, Gordan, Brill, and especially M. Noether introduced
geometric-algebraic methods to study algebraic functions and curves. A major problem,
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solved by Noether, was: given algebraic curves f(x,y) = 0,g(x, y) = 0, to find conditions
under which a polynomial F (x,y) is representable in the form F = Af + By, A and B
polynomials in x and y. In modern terms: under what conditions is F an element of the
ideal (in the polynomial ring R[x,]) generated by f and g? The ideas of the geometric
school can be thought of as the starting point of the theory of polynomial ideals. See
[2], [10]. [12] for details.

(i) Algebraic function fields. Neither the transcendental methods of Riemann, nor the
geometric-algebraic ideas of M. Noether et al, provided a rigorous foundation for alge-
braic function theory. This was accomplished by Dedekind and Weber in their ground-
breaking 1882 paper “Theory of algebraic functions of a single variable”, in which they
proposed to “provide a basis for the theory of algebraic functions, the major achievement
of Riemann’s researches, in the simplest and at the same time rigorous and most general
manner”. The fundamental idea of their algebraic-arithmetic approach was to carry over
to algebraic function fields the ideas which Dedekind had earlier introduced for algebraic
number fields.

Just as an algebraic number field is a finite extension Q(«) of the field Q of rationals,
so an algebraic function field is a finite extension K = C(z)(w) of the field C(z)
of rational functions (in the indeterminate z). That is, w is a root of a polynomial
ao+mataa’+- - +aua”, where a; € C(z) (we can take a; € C[z]). Thus w = f(z) is
an algebraic function defined implicitly by the polynomial equation P(z,w) = ao+a,w+
aw? + -+ a,w" = 0. In fact, all elements of K = C(z, w) are algebraic functions.
Let now A be the “ring of integers” of K over C(z); that is, A consists of the elements
of K which are roots of monic polynomials over C[z]. As for algebraic numbers, here
too every nonzero ideal of A is a unique product of prime ideals. Incidentally, the
meromorphic functions on a Riemann surface form a field of algebraic functions, with
the entire functions as their “ring of integers”.

Dedekind and Weber were now ready to give a rigorous, algebraic definition of a Riemann
surface S of the algebraic function field K: it is (in our terminology) the set of nontrivial
discrete valuations on K. (The finite points of S correspond to ideals of A; to deal
with points at infinity of S Dedekind and Weber introduced the notions of “place” and
“divisor’.) Many of Riemann’s ideas about algebraic functions were here developed
algebraically and rigorously. In particular, a rigorous proof was given of the important
Riemann-Roch theorem. See [2], [10].

Beyond Dedekind’s and Weber’s technical achievements in putting major parts of Rie-
mann’s algebraic function theory on solid ground, their conceptual breakthrough lay in
pointing to the strong analogy between algebraic number fields and algebraic function
fields, hence between algebraic number theory and algebraic geometry. This analogy
proved extremely fruitful for both theories. For example, the use of power series in
algebraic geometry inspired Hensel in 1897 to introduce p-adic numbers (“power series”
in the prime p). The resulting idea of p-adic completion proved important in both alge-
braic number theory and algebraic geometry. Another noteworthy aspect of Dedekind’s
and Weber’s work was its generality and applicability to arbitrary fields, in particular Q
and Z,, which were important in number-theoretic contexts. Thus ideas from algebraic
geometry could be applied to number theory. See [10], [17].
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(ii) Polynomial rings and their ideals. As we noted, polynomial ideals in algebraic ge-
ometry had their implicit beginnings in M. Noether’s work (c. 1870). Important advances
were made by Kronecker in the 1880s and especially by Hilbert, Lasker, and Macauley
in 1890, 1905, and 1913, respectively.

The need for polynomial ideals in the study of algebraic varieties is manifest. An al-
gebraic variety V' is defined as the set of points in R" (or C") satisfying a system of
polynomial equations f;(x1,...,x,) =0, i = 1,2,3,.... The Hilbert Basis Theorem
implies that finitely many equations will do. But different systems of polynomial equa-
tions may give rise to the same set of roots. For example, the circle V in R* of radius
2 lying in the plane parallel to the (x, y) plane and two units above it may be described
as V={(x,y2): x>+ -4=0,z-2=0}, a V={(x,1,2) : > +1>+22 -8 =
0,z—2=0})oras V={(x,y,z) : > + 1P —4 =0, x> + 17 — 2z = 0} ([1]). Is there
a canonical set of polynomials which describes the variety (circle) V?

It is easy to see that if f1,. .., f are polynomials which vanish on the points of V, then
so do all polynomials of the set I = {g1fi + - + Qufm : & € R[x,y,2]}. But I is an
ideal of the polynomial ring R[x,y,z]. In fact, the set of a// polynomials of R[x,y, 2]
which vanish on the points of V is also an ideal — and it is evidently the “canonical” set
of polynomials to describe V.

Note that the above remarks point to a correspondence between ideals of R[x1, . .., x,] (or
of C[x1, ..., x,]) and varieties in R" (or C*): If V is a variety, let I(V)={f(x1,...,x) €
Rx1,....xu] : f(an,...,8,) =0 forall (ay,...,a,) € V}, and if | is anideal of R[x;,...,x,], let
V() ={(b,....by) e R*: g(b1,...,b,) = 0forall g € [}. The Hilbert Nullstellensatz
(in one of its incarnations) says that V() = 0 if the variety is in C" (or K" for any
algebraically closed field K). This correspondence is central in algebraic geometry. It is,
in fact, a one-one correspondence between varieties over an algebraically closed field K
and their largest defining ideals, the so-called radical ideals. Under this correspondence
prime ideals correspond to irreducible varieties. See [5], [10], [12].

Hilbert, Lasker, and Macauley exploited the above correspondence in the late 19th and
early 20th centuries by undertaking a thorough study of ideals in polynomial rings
in order to shed light on algebraic varieties. Lasker’s major result was the “primary
decomposition” of ideals: Every ideal in a polynomial ring Flxi,...,x,] is a finite
intersection of primary ideals. (Primary ideals, first defined by Lasker, are generalizations
of prime ideals; the former are to the latter what prime powers are to primes in the ring
of integers.) Translated into the language of algebraic geometry, the result says that every
variety is a finite union of irreducible varieties, that is, those that cannot be nontrivially
decomposed as finite unions of other varieties. Macauley proved the uniqueness of the
primary decomposition, which implied that every variety can be expressed uniquely as
a union of irreducible varieties — a sort of “Fundamental Theorem of Arithmetic” for
varieties. (By the way, it is no easy matter to determine geometrically when a curve is
irreducible; it is the algebra that comes to a geometer’s aid here.) Hilbert’s important
contributions to the subject were made in the context of his work on invariants (see
below). See [5], [10], [12].
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3. Invariant theory

Invariant theory had its roots in both number theory and geometry. Given two quadratic
forms f = ax? + 2bxy + cy* and fi = mx? + 2bix1y + c1y7 over the integers, Gauss
defined them to be equivalent if f can be changed into f; by a lincar transformation given
by x = px1+qin, y = rx1+sy, where ps—gr = 1. Equivalent quadratic forms represent
the same set of integers. Moreover, the discriminants D = b? — ac and Dy = b? — a1¢;
of f and f,, respectively, are equal. The disctiminant is thus said to be an invariant of
the quadratic form under a linear transformation of the variables with determinant 1.

The first half of the 19th century saw the rise of new geometries — projective, hyperbolic,
Riemannian, algebraic, and others. Efforts were undertaken to distinguish among the
different types of geometry by pinpointing the characteristics of each. Invariance of
properties under various transformations was an important tool in these studies, leading in
time to Klein’s Erlangen Program. For example, projective properties of geometric figures
are those which are invariant under linear transformations, while algebraic-geometric
properties are those invariant under birational transformations.

In the mid-19th century invariant theory became an independent field of study, divorced
from its number-theoretic and geometric connections. In fact, between the 1860s and
the 1880s it became a major branch of algebra. Two problems engaged mathematicians’
interest: To find specific invariants of various forms and to find “complete systems” of
invariants.

Specifically, given a binaty form f(x1,x2) = ax} + alx?*lxz + -+ a.x5 (the a;
now taken in R or C) which is changed by a linear transformation of the variables
X1,X2,. .., X, into the form F (X, X,) = AOXF+A1X{‘*1X2+~ -+A, X2, then any func-
tion I of the coefficients which satisfies the relation (Ao, ..., A,) = r*I(ao,...,a,) (r
in R or C) is called an invariant of f (under linear transformations). Cayley, Sylvester,
Gordan, and others found specific invariants (e.g. the Jacobian, the Hessian) for spe-
cific forms (e.g. binary quartic forms, cubic forms). Attention turned, in time, to finding
a complete system of invariants for a given form, namely a minimal set of invariants
such that any other invariant of the form could be expressed as a linear combination of
the system. The existence of a finite complete system — a basis — for binary forms of
any degree was first established by Gordan in 1868. His proof was long and difficult
and showed how to compute the basis. Bases for a number of other forms (e.g. ternary
quadratic and cubic forms) were obtained during the next twenty years.

Hilbert, who wrote a thesis on invariants in 1885, and in 1888 gave a much simpler, but
noncomputational, proof of Gordan’s result on binary forms, astonished the mathematical
community in 1890 by showing that any form, of any degree, in any number of variables,
has a basis. Hilbert adopted a new, conceptual, approach to the subject. The idea was
to consider, instead of invariants, expressions in a finite number of variables — in short,
the polynomial ring in those variables. Hilbert then proved what came to be known as
Hilbert's Basis Theorem, namely that every ideal in the ring of polynomials in finitely
many variables has a finite basis. The existence of a basis for an arbitrary form now
followed (see [10], p. 29). “This is not mathematics, it is theology”, protested Gordan
in response to Hilbert’s abstract, nonconstructive proof [14, p. 930]. The theology of the
1890s, however, became the mathematical gospel of the 1920s. See [6], [10], [14].
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C. The abstract definition of a ring

In the first decade of the 20th century there were well established, flourishing, concrete
theories of both commutative and noncommutative rings and their ideals (the noncom-
mutative theory dealt with algebras, which are of course rings). Their roots were in
algebraic number theory, algebraic geometry, invariant theory, and the theory of hy-
percomplex numbers. Moreover, abstract (axiomatic) definitions of groups, fields, and
vector spaces had then been in existence for about two decades. The time was ripe for
the abstract ring concept to emerge.

The first abstract definition of a ring was given by Fraenkel (of set-theory fame) in a
1914 paper entitled “On zero divisors and the decomposition of rings” [11]. Fraenkel’s
definition meant to encompass both commutative and noncommutative rings, for the
examples of rings he gave included integers modulo 7, matrices, p-adic integers, and
hypercomplex number systems. But his work was not grounded in the major concrete
theories which had earlier been established.

Fraenkel’s aim in this paper was to do for rings what Steinitz had just (1910) done
for fields, namely to give an abstract and comprehensive theory of commutative and
noncommutative rings. Of course he was not successful (he did admit that the task here
is not as “easy” as in the case of fields) — it was too ambitious an undertaking to subsume
the structure of both commutative and noncommutative rings under one theory.

Among the main concepts introduced in Fraenkel’s paper are “zero divisors” and “regular
elements”. Fraenkel deals only with rings which are not integral domains (i.e. rings with
zero divisors) and discusses divisibility for such rings. Much of the paper deals with
decomposition of rings as direct products of “simple” rings (not the usual notion of
simplicity). See [3].

Fraenkel’s definition of a ring is in today’s style. He defines a ring as “a system” with
two abstract operations, to which he gives the names addition and multiplication. Under
one of the operations (addition) the system forms a group — he gives its axioms. The
second operation (multiplication) is associative and distributes over the first. Two axioms
give the closure of the system under the operations, and there is the requirement of an
identity in the definition of the ring. Commutativity under addition does not appear as
an axiom but is proved! So are other elementary properties of a ring such as a X 0 =
0, a(—b) = (—a)b = —(ab), and (—a)(—b) = ab. There are two “extraneous” axioms,
dealing with “regular” elements in the ring, which depart from an otherwise modern
definition. The latter was given by Sono in a 1917 paper entitled “On congruences”
[18]. Sono’s is a very modern, abstract work, discussing cosets, quotient rings, maximal
and minimal ideals, simple rings, the isomorphism theorems, and composition series.
See [3].

Although Fraenkel’s and Sono’s works were not in the mainstream of contemporary ring-
theoretic studies, their significance was that rings now began to be studied as independent,
abstract objects, not just as rings of polynomials, as rings of algebraic integers, or as
rings (algebras) of hypercomplex numbers.
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D. Emmy Noether and Emil Artin

Yet rings of polynomials, rings of algebraic integers, and rings of hypercomplex numbers
remained central in ring theory. In the hands of the master algebraists Noether and Artin
their study was transformed in the 1920s into powerful, abstract theories. Noether’s two
seminal papers of 1921 and 1927 extended and abstracted the decomposition theories
of polynomial rings on the one hand and of the rings of integers of algebraic number
fields and algebraic function fields on the other, to abstract commutative rings with the
ascending chain condition — now called Noetherian rings.

More specifically, Noether showed in the 1921 paper, entitled “Ideal theory in rings”, that
the results of Hilbert, Lasker, and Macauley on primary decomposition in polynomial
rings hold for any (abstract) ring with the ascending chain condition. Thus results which
seemed inextricably connected with the properties of polynomial rings were shown to
follow from a single axiom! In her 1927 paper, “Abstract development of ideal the-
ory in algebraic number fields and function fields”, she discussed the Dedekind and
Dedekind-Weber results on decomposition of ideals as unique products of prime ideals
in, respectively, rings of integers of algebraic number fields and function fields, in the
setting of abstract rings. In particular, she characterized abstract commutative rings in
which every nonzero ideal is a unique product of prime ideals. Such rings are now called
Dedekind domains.

Artin, inspired by Noether’s work on (commutative) rings with the ascending chain con-
dition, generalized Wedderburn’s structure theorems in his 1927 paper, “On the theory
of hypercomplex numbers”, to (noncommutative) rings with the descending chain con-
dition. In particular, he showed that such rings, with zero radical — now called Artinian
rings — can be decomposed into direct sums of simple rings, and these are matrix rings
over division rings.

While with Fraenkel and Sono we witness the birth of the abstract ring concept, with
Noether and Artin we see the birth of abstract ring theory. Noether and Artin made the
abstract ring concept central in algebra by framing in an abstract setting the theories
which were its major inspirations. In this context they introduced, and gave prominence
to, such fundamental algebraic notions as ideal (including one-sided ideal), module, and
chain conditions — both ascending and descending. Ring theory now took its rightful
place along the by then well established theories of groups and fields as one of the
pillars of abstract algebra. See [2], [10], [19].

E. Epilogue

The importance of ring theory in algebra and beyond has anything but diminished in the
seventy or so years since Noether’s and Artin’s works. To illustrate, we quote from a
1991 book on the subject, A First Course in Noncommutative Rings, by the prominent
algebraist TY. Lam:

Today, ring theory is a fertile meeting ground for group theory (group rings), rep-
resentation theory (modules), functional analysis (operator algebras), Lie theory
(enveloping algebras), algebraic geometry (finitely generated algebras, differential
operators, invariant theory), arithmetic (orders, Brauer groups), universal algebra
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(varieties of rings), and homological algebra (cohomology of rings, projective
modules, Grothendieck and higher K-groups).

As a final comment, the recent paper of Richard Taylor and Andrew Wiles, filling a gap in
Wiles’ previously announced proof of Fermat’s Last Theorem, is entitled “Ring-theoretic
properties of certain Hecke algebras™ (see Ann. Math 141 (1995), 553-572).
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