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Randomized minimax estimators under simple
random sampling from a finite population

Abstract. The unknown number of items within a finite population which have a certain
property is to be estimated after drawing a sample without replacement. In case that the
estimates are allowed to be arbitrary reals and that squared error loss is assumed, an
explicit formula for the minimax estimator has already been determined by Hodges and
Lehmann in 1950. But if the analysis is restricted to integer valued estimators such a neat
solution of the minimax problem under squared error loss is not at hand. To ensure that
the corresponding statistical game is strictly determined randomized integer valued
estimators are considered in this paper, and sufficient conditions are derived for a ran-
domized estimator to be minimax as well as for a prior to be least favourable. Numerical
results are presented at the end of the paper.

1. Notation and introduction

Consider a finite population of N items, 6 of which have a certain property. The unknown
frequency 6, which is an element of the parameter set @ = {0,1,..., N}, is to be estimated
after a simple random sample (i.e. without replacement) of size n has been drawn. The
number of items in the sample which have the specified property is a sufficient statistic
having a hypergeometric distribution. Therefore X = {0,1,...,n} is an appropriate sam-
ple space. In order to avoid trivial cases it is assumed that n < N — 1. An elementary and
detailed description of the following decision theoretic framework is given in [4]. The
notation used below is basicly in accordance with that in [1]. Let 4 be the set of all
randomized estimators, i.e. the set of all n + 1-tupels é = (J,,...,9,) of probability mea-
sures

N
0, =2 ., &, XxeX, 1)
a=0

on the action space A = {0,1,...,N} where aq,..., 0y =>0and a5 +... + a,y =1 for
x € X and ¢, denotes the one-point measure which puts its mass on a. Let IT be the set
of all priors, i.e. the set of all probability measures

N
m=2 Po-& @

6=0
on the parameter space ® where p,,...,py = 0and py +... + py =1. The Bayes risk of

a randomized estimator & with respect to a prior n according to (1) and (2), respectively,
is defined by

N
r(n,é)= o:;o R(0,6) pe
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where R (-,d) denotes the risk function of é given by

RO.6)= < S 3 a.(@—a) (z)(zv—e)’ 0co, 3)

N x=0 a=0 n—x
n

under squared error loss. A randomized estimator §, with

r(m,o,) = (ijgltj'r(n, 0)

is called Bayes with respect to the prior 7. The minimax risk r* is defined by

r* = inf supr(m,9), (4)
ded nell

and a randomized estimator 6* with

sup r(n, 0*) = r*
nell

is called minimax. A prior n* with

inf r(n*,6) = sup inf r(m, d)

ded nell ded

is called least favourable, and the statistical game (11, 4, r) is said to be strictly determined
if

sup inf r(m,0) =r*.

nell ded

The following result is well known (see e.g. [6], Theorem 3.20): The statistical game
(IT, 4, r) is strictly determined, n* is a least favourable prior, and 6* is a minimax estimator
if and only if (n*, 6*) is a saddle-point in (I1, 4, r), i.e. if and only if

inf r(n*,8) = r(n*, 6*) = sup r(=w, 6*) .
ded nell

Hodges and Lehmann consider the estimation problem as described above. The only
difference is that they assume the action space A to be the set of reals. They prove (cf. [2],
section 5, and [3], example 4.2.6) that the non-randomized estimator dg defined by

5R(x)==N-(x+% /"g’:")(w nf\l,v_—:))—’ xeX,

is minimax and that the minimax risk is given by

_ﬂf.i(_l‘_’:_'_'l.(H f(_N—_"))-z. 5

RE TN N—1
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This estimator has the obvious disadvantage that the estimates g (x) are not necessarily
integers whereas the unknown frequency 6, which is to be estimated, is one of the numbers
0,1,..., N. Therefore, it may be assumed that in applications the non-randomized estima-
tor 0, defined by

62(x) =[0p(x) +3], xeX,

is used instead of the non-randomized estimator dg where [y] denotes the greatest integer
less than or equal to y. However, Table 1 at the end of this paper shows that in most cases
the maximum risk

rz = f}}eag‘ R(0,4;) (6)

of this estimator is greater than the minimax risk r* with respect to the adequate action
space A = {0,1,..., N}, i.e. the estimator J, is not minimax.

2. Computation of minimax estimators

The statistical game (I1, 4, r) is the mixed extension of an appropriate finite game. There-
fore it follows from a well-known result of John von Neumann [5] that there exists a
saddle-point in (I1, 4, r) which can be computed by linear programming techniques (cf. [6],
Theorem 3.25 and ch. IIL.5). However, this approach causes great computational effort
if the population is of reasonable size N (cf. [6], p. 206). In order to avoid this difficulty
another method is described for solving the statistical game (II, 4,r). In the following
theorem sufficient conditions are established for a prior 7 and a randomized estimator
d to form a saddle-point in (11, 4, r). It is rather simple to check whether these conditions
are satisfied since this can be done by computing the solutions of two systems of n+2
linear equations. These systems are defined by

B-a=c, aeR"™?, )]
and
D-p=e, peR''!, (8)

With matl'iCCS B =(bij)051,j5n+l and D = (dij)OSiSrH- 1,0<j<N as Well as vectors
(¢)osi<n+1 and € = (€)o<i<n+1 Biven by

NN i
(2i-2a,.—1)(',)( ,’) for je{0,1,...,n}
iJ\n—j

bij-__
N
~(n) for j=n+1
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for ie{0,1,...,n+1},

6=—3 (i—aj—l)ZC)(N_.i)
i=0 h—J

for ie {0,1,...,n+1},

N
{(2j~20i—m)(1.>( f) for ie {0,1,...,n}
d;; = i/\n—i

1 for i=n+1
for je {0,1,...,N}, and

e,-=

0 forie{0,1,...,n}
1 fori=n+1

where a,,...,a, and n,,...,n, are arbitrary elements of the sets {0,1,...,N —1} and
{0,1, 2}, respectively.

Theorem. Let aq, ..., a, be elements of the set {0,1,...,N —1} with the following two
properties.

(i) There exists a solution a = (g, ..., %,, 0) €[0,1]""* x R of system (7).
(ii) There exists a solution p = (p,, ..., py) € [0,1]¥ *! of system (8) with

0 for o;=1
=431 for a;€(0,1)
2 for a;=0

for ie{0,1,...,n}.

Define a randomized estimator 6 = (d,, ..., J,) by
axzax'eax+(1_'cxx)'8ax+l’ XEX, (9)

and a prior 7 by
N
T= 2 Pg-&-
6=0

Then (r, d) is a saddle-point in the statistical game (11, 4,r), i.e.

(@) (IT,4,r) is strictly determined,
(b) the prior = is least favourable, and
(c¢) the randomized estimator 6 is minimax.

The minimax risk is given by r* = ¢. The minimax estimator is uniquely determined
in case that the matrix B is non-singular, p. +...4+ p. y-,>0 for xeX, and
#{0€O|p,>0} >n+2.
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Proof. Subsequently it is shown that the randomized estimator § is an equalizer rule and
that it is Bayes with respect to the prior n. According to (3) the risk function of the
randomized estimator J is given by

1 B\ (N0
R(0,6) = (ﬁj go [, (0—a,)* + (1 —a,) (0 —a, —1)%] (x) (1:__ x)
n

15 [ax(zo-—zax—n+(e—ax—1)21(9)<N“9)
(N)x=o x/\n—x

n

for 0 € ©. Hence it follows from the hypothesis (i) that R(0,0) =g for 0 € {0,1, ..., n+1}.
This risk function has the form of a polynomial in 6 of degree n + 1 at most, and therefore
it has to be constant. In particular it follows that R (6, 6) = ¢ for 0 € O, i.e. the randomized
estimator ¢ is an equalizer rule.

Let § be a randomized estimator, i.e.

N
o, = Zoaxa-ea, xeX,
a:

where aq,..., 0,y =>0and a,o +...+ o,y =1 for x e X according to (1). The Bayes risk
of the randomized estimator 0 with respect to the prior n can be written in the form

n N

" 1
r(n,é) = @ §0 §0 X xq hx(a)

n

where the function h, is defined by

N 0\ (N—-0 N 0\ /N -0
hx(a)=a"-2()( )po—2a'29( )( )Pa
=0 \ X n—x 0=0 X n—Xx
=0 X n—Xx

for x e X. Therefore the minimum Bayes risk of the prior n is given by

X=0 Gx0s.e-s axn20 a=0

infrmé)=—c 3 inf Y ah.(@),
3ed (N)

and a randomized estimator § is Bayes with respect to the prior = if and only if the
corresponding weights satisfy a,, =0 for aeA, and xeX where

A, = {aeAlh (a) > mi;lhx(a)} , xeX,
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denotes the set of all points which do not minimize the function h, on A. Now, let xe X
be fixed. If

N (O\(N—-0
=0 \ X n—Xx
ie.ifp,=...=p, n_n=0, then h (a) =0 for acA and hence A, = 0. If

N
z

<9>(N—6)
Pe>0,
o=0 \ X/ \n—x

at
N 0\ (N -0
()00
a;" - E[O:le
N (O\/N—0
5 ()00
6=0 \ X n—Xx
and hence
4 = A\{[a} + 3]} for at¢ {1,2,....N-1 .
* o A\{a¥ -1, a¥+3} forare{l,d ... . N-3}

Therefore it follows from the hypothesis (ii) that the randomized estimator J is Bayes with
respect to the prior © which shows that (n,d) is a saddle-point in the statistical game
(I1,4,r) and that the minimax risk is given by r* = g.

Now assume additionally that the matrix B is non-singular, p, +...+ p, . n-,> 0 for
xeX, and # {0€@|p,>0} >n+2. Let 6’ be another minimax estimator. Since the
statistical game (I1, 4, r) is strictly determined it follows that (=, ') is a saddle-point, too.

Therefore the hypothesis p, + ... + p, .y, > 0 for x e X implies that ' can be written in
the form

’ ’
Or=a & +(1—a) ¢ 4y, xeX,

for suitable weights ay, ..., a, € [0,1]. The risk function of the randomized estimator ¢’
satisfies R(0,0") = ¢ for 0 € ©® with p, > 0. Since R (6, 6’) has the form of a polynomial in
0 of degree n + 1 at most it follows from the hypothesis # {0 € @|p, > 0} > n + 2 that the
randomized estimator &' is an equalizer rule. Hence a short calculation yields B- o' = ¢
where o’ = (aj, ..., a,, 0) € [0,1]"* ! x R. Since the matrix B is assumed to be non-singular
it follows that a =o', and therefore 6 =¢'. O

3. Numerical results

The theorem has been applied to determine a saddle-point in the statistical game (I1, 4,r)
for a population of N =10 items and samples of size ne {1,2,...,9}. In each case the
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minimax estimator is uniquely determined whereas different least favourable priors exist
for n<8. Table 1 contains the minimax risks rg and r* according to (5) and (4), respective-

ly, as well as the maximum risk r, according to (6). In Table 2 the parameters q,, .

. a,

and a,, ..., a, of the uniquely determined minimax estimator according to (9) are given.

Table 1. Risks for N =10.

n Tn r* rz

1 6.25000 6.50000 9.00000

2 4.00000 4.00000 4.00000

3 2.84574 3.00000 4.00000

4 2.10102 2.24528 2.66667

5 1.56250 1.75000 2.00000

6 1.14424 1.30709 1.60000

7 0.80218 1.00000 1.50000

8 0.51020 0.63353 1.00000

9 0.25000 0.50000 1.00000
Table 2. The minimax estimators for N =10.
n 1 2 3 4 5 6 7 8 9
a, 2 2 1 1 1 1 1 0 0
oy 0.500 1.000 0.333 0.585 0.750 0.898 1.000 0.366 0.500
a, 7 5 3 3 2 2 2 1 1
o, 0.500 1.000 0.111 0.802 0.250 0.630 0.857 0.300 0.500
a, 8 6 5 4 3 3 2 2
a, 1.000 0.889 1.000 0.750 0.343 0.714 0.228 0.500
a, 8 6 5 5 4 3 3
oy 0.667 0.198 0.250 1.000 0.57 0.142 0.500
a, 8 7 6 5 5 4
o, 0415 0.750 0.657 0.429 1.000 0.500
ag 8 7 6 6 5
o 0.250 0.370 0.286 0.858 0.500
ag 8 7 7 6
g 0.102 0.143 0.772 0.500
a, 9 8 7
o, 1.000 0.700 0.500
ag 9 8
og 0.634 0.500
a, 9
oy 0.500
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Some integral inequalities

The aim of this note is to prove some integral inequalities and to find interesting
applications for the logarithmic and exponential functions. These relations have some
known corollaries ([3], [4], [5], [8]).

Theorem 1. Let f:[a,b] = R (a < b) be a differentiable function with increasing (strictly
increasing) derivative on [a,b). Then one has the following inequalities :

[roaz6-as(*E) )

b
2-[f@dt < b — 0 f(/ab) + /b= JO(/bfB) +/af (@)
(Here 0 < a < b). )

Proof. The Lagrange mean-value theorem implies: f (y) — f(x) = (y — x) f'(x) for all
)
x,y€[a, b]. Take x = (a + b)/2 and integrate the obtained inequality:

2 b b\ ¢ b
[rovay-e-ar(*32) = r (%5 )3(r-23)ar-o.

) a

i.e. relation (1).

In order to prove (2) consider as above the inequality f (y) — f (x) < (y — x) f'(y) with
x = ./ab. Integrating by parts on [a, b] we get )

b b b
§fdy — (b — a)f(\/c’ﬁ»)(g)(y —Jab) f = {f»dy

which easily implies (2).
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