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Ein Textverarbeitungsprogramm liegt
zwischen 400 und 1600 Franken je
nach Leistung. Eine professionelle
Finanzbuchhaltung Fr. 3400.—. Etwa
gleichviel kostet die Applikation
«Lohn und Gehalt». Die komplette
Pensionarfakturierung und -verwal-
tung kostet zurzeit Fr. 4800.—.

Budgetieren Sie zusatzlich noch
2000 bis 3000 Franken flir Unterstut-
zung und Ausbildung. So kommen
Sie auf eine durchschnittliche In-
vestitionssumme von 20000 bis
25 000 Franken. Gemessen an der

Verbesserung der Information, der
Abrechnungsergebnisse sowie der
allgemeinen Entlastung von admini-
strativen Routinetéatigkeiten sicher-
lich eine Uberlegenswerte Investition.
Zudem ist ein Personal Computer
nicht dem BVG unterstellt, er ist nie
krank, macht keinen Militardienst und
verliebt sich nicht in den Chef. Was
liegt naher, als die Routinearbeit mit
einem Personal Computer zu verein-
fachen?

Und Angst zu haben braucht man vor
so einem Ding auch nicht. Ein serio-

ser Lieferant mit einem starken Her-
steller im Ricken bildet Sie optimal
und rasch in der richtigen Bedienung
eines solchen Gerats und der dazu-
gehodrenden Software aus. Wir haben
viele Beispiele auch gerade von Leu-
ten, die zunachst einen Schrecken
vor dem unsympathischen Blech-
kasten hatten. Wenn Sie heute hin-
gehen und sie fragen, ob sie wieder
ohne Personal Computer arbeiten
mochten, ist die Antwort Kklar:

Niemals gebe ich meinen Personal
Computer wieder her!

Anthropologisch-ethische Anmerkungen zum
Computereinsatz im Sozialbereich

Auszug aus einem Vortrag von Frau Dr. Imelda Abbt, gehalten am LAKO-Seminar vom 23. Januar 1985 in Zirich

Noch vor nicht allzu langer Zeit
sprach man voller Bewunderung und
Begeisterung vom Wunder der Com-
puter-Welt; jetzt heisst bereits ein
neues Buch: «Nur ein Wunder kann
uns retten», namlich vor der sich
abzeichnenden heraufziehenden
Computer-Welt. Was anfangs so ge-
priesen wurde, lastet nun schwer auf
uns. Die Computer-Welt ist zumin-
dest eine weltweite Herausforde-
rung, die bewaltigt werden muss.

Nicht wenige beginnen bereits den
hohen Preis, der dafiir zu bezahlen
ist, zu bejammern. Sie modchten, dass
sich der Mensch von den Geistern,
die errief, wieder verabschieden wiir-
de. Doch das ist Utopie. Der Drang
nach Wissen und die Neugierde, von
denen Forschung genahrt wird, las-
sen sich nicht unterdriicken. Wir kon-
nen allenfalls noch auf die Grundhal-
tung, aus der heraus Forschung be-
trieben und dann technisch umge-
setzt wird, Einfluss nehmen — durch
rechtliche Regelungen, oder aber,
was besser waére, durch Forderung
eines ethischen Grundverhaltens bei
allen Beteiligten. Letzteres muss
wenigstens versucht werden, selbst
wenn nicht wenige Naturwissen-
schaftler der Meinung sind, «dass
jede Diskussion tiber ethische Postu-
late: ,man sollte’, die sich auf die

Naturwissenschaft beziehen, imma-
nent subversiv und anti-wissen-
schaftlich, ja auch anti-intellektuell
ist» (Joseph Weizenbaum: Die Macht
der Computer und die Ohnmacht der
Vernunft, Suhrkamp-Taschenbuch
274,1978, S. 345).

Eine philosophisch orientierte An-
thropologie kann an der Problematik
der Computer-Technik nicht vorbei-
gehen. So sehe auch ich einesteils
die grosse Chance effizienter Arbeit
dank Gomputern, andererseits macht
mich die rasende Entwicklung auf
diesem Gebiet auch wieder hilflos, ja
geradezu ohnmachtig. Schliesslich
sind doch durch den Einsatz von
Computernimmer auch Personen be-
troffen und nicht bloss Dinge und
Objekte. Die entscheidende anthro-
pologisch-ethische Frage scheint mir
dabei diejenige nach Freiheit und
Verantwortung zu sein,und zwar des-
jenigen, der Computer einsetzt, aber
auch desjenigen, der durch ihren
Einsatz betroffen wird. In welcher
Weise darf letzterer «betroffen» wer-
den? In welcher Weise darf ersterem
«dreingeredet» werden? Wie immer
die Antwort ausfallen mag, eine an-
thropologisch-ethische Reflexion
muss immer auch, ja vor allem, An-
spruch und Recht der gegebenen
Antworten mitreflektieren.

Kann das Entstehen von Sollen, Frei-
heit und Verantwortung naturgesetz-
lich erklart und schliesslich auch
technisch gesteuert werden, dann
gibt es eigentlich keine letztlichen
Griinde mehr, das, was technisch
machbar ist, nicht tatsachlich eines
Tages auch zu tun. Ist diese naturge-
setzliche Erklarung bzw. diese tech-
nische Steuerung nicht méglich —und
dafiir gibt es sehr gewichtige philoso-
phische Argumente —, dann wird die
auf den Menschen Ricksicht neh-
mende Verantwortung weder aus
Forschung noch technischer Umset-
zung derselben verschwinden dur-
fen, und auch gar nicht kénnen. Ver-
antwortung und damit verbundene
Freiheit sind namlich selbst Bedin-
gungen der Moglichkeit, dass wir
Menschen forschen und etwas Er-
forschtes technisch umsetzen kon-
nen.

Auch wer von Freiheit und Verantwor-
tung her denkt, kennt und anerkennt
Gesetzlichkeiten. Auch wenn er Frei-
heit und Verantwortung nicht auf un-
bewusst wirkende Gesetze der Ma-
terie zurlickfuhrt (Holbach), sind die-
se in sich doch nicht gesetzlos. Sie
haben ihr Mass in Forderungen der
Vernunft. Und diese bestimmen nach
Kant zunachst zwar das Praktisch-
Moralische (vgl. oben: das morali-
sche Gesetz), beziehen aber auch

213



F'monzbuc\'\\'\

altungd

® PE\'\chtenheﬂ 4

\—Zustond
igen der gsmbg\'\c\'\\(e'nen
— Konvenﬂone\ o \nvestifion
— Verorbe’ﬂung un Betrevung
durch Trev andbiro for Heime
EDV-An\oge

__ eigene

rmulierund Sol

rarbeitungd
nterlage”

ur
cheidungsy
genen Offerten

der Ents
® gvaluation der eingegd”
@ Beschlus und Einfuhrungd
@ Reratund un nterstotzungd
durch unsere Mitarbeiter




das Praktisch-Pragmatische (Wohi-
fahrt, Politik) und das Praktisch-
Technische mit ein, also Bereiche, die
zum Teil oder zur Ganze durch objek-
tive Gesetze bestimmt sind. Konkrete
menschliche Freiheit losgeldst von
jeglicher Notwendigkeit Uberhaupt
gibt es nicht. Angewandt auf unser
Thema heisst das: objektiv Mess-
bares, Priifbares, Erfassbares gehort
wesentlich zur Realisierung mensch-
lichen Lebens und daher auch zum
menschlichen Selbstverstandnis.
Objektives mit Hilfe des Computers
zu erfassen und damit viele Fehlinfor-
mationen oder Uberflissige Dienst-
wege zu vermeiden ist eine Leistung,
die geschéatzt werden muss und ge-
nutzt werden darf (soll).

Doch wo ist die Grenze? Wer kann
schon exakt angeben, wo der objek-
tive Bereich aufhért und der subjek-
tive beginnt? Und welcher Computer-
Fan mochte nicht moglichst viel via
Computer erfassen, auch in den
menschlichen Bereichen? Umge-
kehrt wirkt sich ein Computer-Ein-
satz immer auf Menschen aus, auch
da wo er in rein objektiven Bereichen
eingesetzt wird. In vielen mag das
Funktionieren des Computers Jubel
und Entzicken auslosen, andere
aber furchten sich davor. Sie flrch-
ten, dass eines Tages alles, selbst ihr
Innerstes und Privatestes, fremdem
Zugriff preisgegeben sein wird. Zwar
scheint das radikal Neue «an unserer
Industriekultur ... die entschiedene
Weigerung (zu sein), irgend eine Ge-
gebenheit im Bereich des Sozialen
als schicksalhaft und der Herrschaft
des Menschen entzogen anzuerken-
nen» (Raymond Aron; zit. in: NZZ;
17./18.11.1984, Nr. 269). Der
Mensch scheint endlich ein Ziel lan-
ger Anstrengungen und Kampfe er-
reicht zu haben: Uber sich selbst
bestimmen zu koénnen. Nun aber
muss er furchten, tiefer in Abhangig-
keit zu geraten als je zuvor. Der
Computer scheint die totale Erfas-
sung und Steuerung des Menschen
maoglich zu machen und ihm sukzes-
sive jeglichen Freiraum, jegliche
Eigenverantwortung, jegliche Alter-
native zu entziehen. Dass alles
machbar zu werden scheint, hinter-
lasst ein beklemmendes Geflihl.
Joseph Weizenbaum sucht es so zu
umschreiben: «lch bin eine Ma-
schine’, sagt der Punktschweisser.
Jch bin in einem Kafig eingesperrt’,
sagt der Bankbeamte, der damit nur
dem Hotelportier aus dem Mund
spricht. ,Ich bin ein Packesel’, sagt

der Stahlarbeiter. ,Meine Arbeit
konnte genausogut ein Affe machen’,
sagt die Empfangsdame. ,Ich bin
weniger als ein landwirtschaftlicher
Zubehorartikel’, sagt der Wander-
arbeiter. ,Ich bin ein Objekt’, sagt das
Mannequin. Ob sie im blauen oder im
weissen Kittel arbeiten, bei allen
kommt es auf dasselbe heraus: ,Ich
bin ein Roboter’» (Die Macht der
Computer und die Ohnmacht der
Vernunft, a.a.0., S. 337).

Man koénnte nun fragen: Warum soll
der Mensch nicht eine Art Roboter
sein? Wer deterministisch denkt
(Holbach), misste eigentlich vor die-
ser Konsequenz nicht zurlickschrek-
ken! Und trotzdem tun es die Men-
schen, wenn sie spontan und nicht
etwa deterministisch reflektiert re-
agieren. Was aber schreckt denn
daran die Menschen ? Sie halten eine
Art Roboter-Dasein flir nicht verein-
bar mit ihrer Wirde als Mensch,
kénnte man mit Kant antworten. Und
diese Wirde griindet in der Moglich-
keit des Menschen, frei-verantwort-
lich aus dem moralischen Gesetz zu
leben, das heisst ein verninftiges
Wesen zu sein. — Doch scheint mir
das noch nicht die ganze Antwort auf
die gestellte Frage zu sein. In seinem
frithen Hauptwerk «Sein und Zeit»
hat Martin Heidegger unter anderem
auch von der Furcht und der Angst
gehandelt. Und das kann uns hier,
scheint mir, weiterhelfen. Furcht,
auch Furcht vor dem Computer, lasst
sich irgendwie fassen, beschreiben
und benennen. Es gibt ein «Wovor»
der Furcht. Furcht aber hat Wurzeln
in etwas Tieferem, das kein konkre-
tes Objekt mehr hat und darum auch
nicht mehr wirklich beschreibbar ist:
der Angst. In der Angst drohen wir
vom Nichts Uberwaltigt zu werden.
Wer ihr standhalt und trotz allem zum
Leben ja zu sagen vermag, gewinnt
Distanz zum Objektiven und Be-
schreibbaren und technisch Mach-
baren. Die Angst macht mit andern
Worten offenbar, dass wir frei sind,
frei «<zum eigensten Seinkdnnen» (M.
Heidegger: Sein und Zeit, Tubingen
1967/11, S.188) — Angesichts der
Bedrohlichkeit der Welt keine leichte
Aufgabe! Deshalb ist menschliches
Leben wesentlich von Sorge be-
stimmt. Und diese Sorge kann sich
nun auch auf den Computer bezie-
hen; die im Computer steckenden
Méglichkeiten kdnnen Furcht auslo-
sen, ja selbst Angst!

So flirchten sich viele davor, dass
irgendwelche Zahlen und Daten un-

ser Leben zunehmend bestimmen
kdonnten; dass sogar wir selbst in
irgend einem Zentrum registriert und
unter einer Nummer zusammenge-
fasst werden und dann in immer
weiteren Bereichen nur noch als die-
se Nummer figurieren; dass unsere
Zukunft immer weniger von uns
selbst als von der Bedeutung dieser
Nummer bestimmt wird. Und diese
Furcht erhalt von den taglichen Infor-
mationen reichlich Nahrung. So
konnte man zum Beispiel kirzlich in
einer lllustrierten lesen: «Die Com-
puter von morgen werden nicht nur
sehen und Sprache verstehen kon-
nen, sondern auch neue Waffen
bauen. Und manche Forscher trau-
men sogar davon, sie ins mensch-
liche Gehirn einzusetzen» (Der Stern,
Heft 45, 1984, S. 229).

Der Computer wird aber, auch bei
grosstmoglicher  Perfektionierung,
eines nie konnen: menschliche
Furcht, und vor allem Angst, empfin-
dend nachvollziehen! Angst ist durch
Daten und Datenkombinationen nicht
zu erfassen. Und doch ist sie oft eine
wirklichere Realitat als Einkommen,
Beruf, soziale Stellung usw. Damit
aber ist etwas Grundséatzliches und
Entscheidendes flir die anthropolo-
gisch-ethische Diskussion des Com-
puter-Problems gesagt: Eine ethi-
sche Diskussion darf nie bloss das
objektiv Erfassbare und technisch
Machbare in die Reflexion einbezie-
hen. Sie hat auch, und vor allem,
anderen Momenten — zum Beispiel
eben der Angst, aber auch Freiheit
und Verantwortung, Sorge, Furcht
usw. — Rechnung zu tragen.

Damit ist nicht gesagt, dass der
machbare und nichtmachbare Be-
reich miteinander nichts zu tun héat-
ten. Sie sind zum Teil ineinander ver-
schrankt und bedingen sich gegen-
seitig. Daraus ergeben sich leicht
sehr heikle Ermessensfragen. Neh-
men wirden Datenschutz. Istz. B.das
Vermdgen eines Menschen eine nur
zahlenmassige Grosse? Soll letztere
offentlich zugénglich sein? Kann
Kenntnis des Vermogens nicht auch
eine Zone bedeuten, die geschitzt,
bzw. nur verantwortungsbewussten
Menschen zuganglich sein darf? Be-
deutet die Preisgabe der Hohe des
Vermogens fur einen alten Menschen
nicht auch Identitatsverlust, Unsi-
cherheit, Furcht? Zumindest ein dif-
ferenziertes Abwagen und Berlick-
sichtigen dieser ineinander ver-
schrankten Faktoren ist unabdingbar
Pflicht.
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