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A generalization of the Oort conjecture

Andrew Obus*

Abstract. The Oort conjecture (now a theorem of Obus-Wewers and Pop) states that if k is

an algebraically closed field of characteristic p, then any cyclic branched cover of smooth

projective /c-curves lifts to characteristic zero. This is equivalent to the local Oort conjecture,
which states that all cyclic extensions of fcffj lift to characteristic zero. We generalize the local
Oort conjecture to the case of Galois extensions with cyclic p-Sylow subgroups, reduce the

conjecture to a pure characteristic p statement, and prove it in several cases. In particular, we
show that Dg is a so-called local Oort group.

Mathematics Subject Classification (2010). 14H37, 12F10; 11G20, 12F15, 13B05, 13F35,
14G22, 14H30.

Keywords. Branched cover, lifting, Galois group, metacyclic group, KGB obstruction, Oort
conjecture.

1. Introduction

This paper concerns the local lifting problem about lifting Galois extensions of
power series rings from characteristic p to characteristic zero. In particular, in
Conjecture 1.9 we state a generalization of the Oort conjecture on lifting of cyclic
extensions, now a theorem of Obus-Wewers [24] and Pop [28]. Our main result
reduces the generalized conjecture to an easy-to-understand, pure characteristic p
assertion about existence of certain meromorphic differential forms on P1. We prove
this assertion in several cases, exhibiting the first positive cases of the local lifting
problem for a nonabelian group with cyclic p-Sylow subgroup of order greater than p.
In particular, we show that Dg is a so-called local Oort group, and we completely
solve the "inverse Galois problem" for the local lifting problem for groups with cyclic
/?-Sylow subgroups. See §1.5 for specifics.

1.1. The local lifting problem. For our purposes, a finite extension B/A of rings is

called T-Galois (or a T-extension) if A and B are integrally closed integral domains
and Frac(5)/Frac(A) is V-Galois.

*The author was supported by an NSF Mathematical Science Postdoctoral Research Fellowship, as

well as NSF FRG Grant DMS-1265290.
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Problem 1.1 (The local lifting problem). Let k be an algebraically closed field of
characteristic p and T a finite group. Let A:[[zJ/fc[s| be a T-Galois extension. Does
this extension lift to characteristic zero? That is, does there exist a DVR R of
characteristic zero with residue field k and a T-Galois extension /?[[ZJ//?[[S]] that
reduces to k [zj / k |x] In other words, does the T-action on R\Z\ reduce to that
on kflz], if we assume that Z reduces to z?

We will refer to a F-Galois extension k\z\/A:[sJ as a local T-extension.

Remark 1.2. Suppose k is an algebraically closed field, and B/A is any T-Galois
extension of ^-algebras with the Galois group acting by ^-automorphisms. Then, if
either B or A is isomorphic to a power series ring in one variable over k, the other
is as well. That is, B/A is a local T-extension.

Remark 1.3. Basic ramification theory shows that any group T that occurs as the
Galois group of a local extension is of the form P x Z//n, with P a /7-group and

P \ m-

The main motivation for the local lifting problem is the following global lifting
problem, about deformation of curves with an action of a finite group (or equivalently,
deformation of Galois branched covers of curves).

Problem 1.4 (The global lifting problem). Let X/k be a smooth, connected,

projective curve over an algebraically closed field of characteristic p. Suppose a

finite group T acts on X. Does (X, T) lift to characteristic zero? That is, does there
exist a DVR R of characteristic zero with residue field k and a relative projective
curve Xr/R with T-action such that Xr, along with its T-action, reduces to XI

It is a major result of Grothendieck [1, XIII, Corollaire 2.12] that the global lifting
problem can be solved whenever T acts with tame (prime-to-/?) inertia groups, and R

can be taken to be the Witt ring W(k). In particular, it holds when T is trivial.
The wild case is much more subtle, and cannot always be solved. For instance,
the group Z/p x Z/p acts faithfully on P^ whenever k is algebraically closed of
characteristic p, but there can be no lifting of this action to a genus zero curve when p
is odd. However, the local-global principle states that the global lifting problem holds
for (X. T) (and a complete DVR R) if and only if the local lifting problem holds

(over R) for each point of X with nontrivial stabilizer in T. Specifically, if x is such a

point, then its complete local ring is isomorphic to k\z\. The stabilizer Ix ç T acts

on k|z] by k-automorphisms, and we check the local lifting problem for the local

Ix-extension k\z\/k|z]/x. Thus, the global lifting problem is reduced to the local

lifting problem.
A proof of the local-global principle for abelian T is already implicit in [31].

Proofs for arbitrary T have been given by Bertin and Mézard [4], Green and

Matignon [16], and Garuti [13].
The author's paper [21 ] is a detailed exposition of many aspects of the local lifting

problem.
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1.2. Local Oort groups and the KGB obstruction. The Oort conjecture (as
mentioned above, now a theorem), states that the local lifting problem holds for all cyclic
extensions. In [11], Chinburg, Guralnick, and Harbater ask which finite groups T of
the form P xZ/ra, with P a p-group and p \ m, have this same property. That
is, given a prime p, for which groups T is it true that all local T-actions (over all

algebraically closed fields of characteristic p) lift to characteristic zero? Such a group
is called a local Oort group (for p). The paper [11] also investigates the notion of
a weak local Oort group (for p), which is a group F for which there exists at least

one local T-extension that lifts to characteristic zero. Characterizing the weak local
Oort groups has been referred to as the "inverse Galois problem" for the local lifting
problem in [20], where it was proved that elementary abelian p-groups are weak

local Oort.
In [11], Chinburg, Guralnick, and Harbater introduce the so-called KGB

obstruction to local lifting (this is related to the earlier Bertin obstruction from [3]).
Roughly, given a local T-extension, the KGB obstruction vanishes if there is a

T-extension of certain characteristic zero power series rings for which the different
behaves in the same way as for the original local T-extension. A lift to characteristic

zero gives such an extension, and thus causes the KGB obstruction to vanish. Using
this obstruction, Chinburg, Guralnick, and Harbater were able to greatly restrict the

possible local Oort groups.

Theorem 1.5 ([11, Theorem 1.2]). If a group T is a local Oort group for p, then T
is either cyclic, dihedral of order 2p", the alternating group A4 (p 2), or a

generalized quaternion group (p — 2).

In fact, Brewis and Wewers [9] showed that the generalized quaternion groups
are not local Oort, so the list of possible local Oort groups consists only of the cyclic

groups, Dpi, and A4. The cyclic case is the Oort conjecture, and the A4 case has

been claimed by Bouw (see [6]) and written up by the author [22], Thus only the Dpn
have unknown "local Oort status," and showing that the local lifting problem holds

for these dihedral groups has been referred to as the "strong Oort conjecture" [10].
We propose a somewhat different generalization (Conjecture 1.9) below.

1.2.1. Cyclic p-Sylow groups. Recall that a T-extension Ln/kls} gives rise to a

higher ramification filtration r.>0 for the upper numbering on the group T [32, IV].
If T Z/p", then the breaks in this filtration (i.e. the values i for which T! 2 T7

for all j > i) will be denoted by (u\, U2, • • •, un). One knows that w,- e N and

Hi > pui-1,

for i — 2(see e.g. [14]).
The higher ramification filtration gives us all the data we need to check the KGB

obstruction in the case where T has a cyclic p-Sylow subgroup.
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Proposition 1.6 ([21, Proposition 5.9]). Let T be a semi-direct product of the form
7LIp" y\X/m, with p \ m. Suppose T is not cyclic (thus not abelian). Let Ln/k\s\ be

a T-extension whose Z/pn-subextension has upper ramification breaks (u\ un).
Then the KGB obstruction vanishes for Ln/k\s\ ifand only ifu \ —1 (mod m).

Remark 1.7. By [23, Theorem 1.1], knowing that u i — 1 (mod m) and T is non-
abelian implies that T is center-free (in particular, m\(p— 1)) and w,- — 1 (mod m)
for all i.
Remark 1.8. One can also phrase the KGB obstruction in terms of the higher
ramification breaks for the lower numbering. In this case, the criterion for vanishing is

the same — that the first break for the lower numbering is congruent to — 1 (mod m).

Our generalization of the Oort conjecture is the following:

Conjecture 1.9. For local T-extensions where T has a cyclic p-Sylow subgroup
(that is, T is of the form Z/p" x Z/m), the KGB obstruction is the only obstruction
to lifting.

Remark 1.10. Note that, if T Dpn with p an odd prime, then all u, as

above are odd (see, e.g. [23, Theorem 1.1]). Thus Conjecture 1.9 (combined
with Proposition 1.6) implies that T is a local Oort group for p. So for p odd,

Conjecture 1.9 is somewhat stronger than the "strong Oort conjecture" mentioned
above. However, Conjecture 1.9 says nothing about D2". We currently have no

opinion as to whether D2n is a local Oort group. The only results toward this end are
that D2 ^ Z/2 x Z/2 is a local Oort group ([26], or [27] for a special case) and D4
is a weak local Oort group [8],

1.3. Some history leading to Conjecture 1.9. The first major result on the local

lifting problem was the 1989 paper [31] of Sekiguchi-Oort-Suwa, which showed

that Z//?/» is a local Oort group when p \ m. That Z/p2m is a local Oort group
was proven in 1998 by Green-Matignon [ 16], The full Oort conjecture was proven
in 2014 by Obus-Wewers and Pop [24,28].

The local lifting problem for T is much more difficult when T is non-abelian,
even if we assume its p-Sylow subgroup is cyclic. Indeed, it was not until a 2006

paper that Dp (for odd p) was proved to be local Oort by Bouw-Wewers [6], and

this proof is significantly more intricate than the Z/p case. In fact, it was proven in
the two papers [6] and [7] that Conjecture 1.9 holds when p exactly divides the order

of T. However, other than this, up until this paper, there was essentially nothing
known when T is non-abelian. Namely, if the p-Sylow subgroup of T is cyclic of
order greater than p and T is non-abelian, then there was no local T-extension with
vanishing KGB obstruction that was known either to lift or not to lift to characteristic

zero. In particular, it was not known if such T were weak local Oort groups. We show

that they in fact are (Corollary 1.20). Furthermore, our main result (Theorem 1.14)

brings the full solution to the local lifting problem for such T within reach.
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1.4. The (isolated) differential data criterion. While we are not yet able to present
a full proof of Conjecture 1.9, we are able to prove it conditionally on certain

meromorphic differential forms on existing with special properties. We describe

this condition briefly now (for more details, see §7.2).
Consider quadruples (p, m, ù, Ni) of natural numbers where:

• p is a prime number.

• m > 1 divides p — 1.

• ü — 1 (mod m).

• N\ is divisible by m.

Write ü upv with u prime to p. Let k be an algebraically closed field of
characteristic p. We say that (p,m,ü, N\) satisfies the differential data criterion
(with respect to k) if there exists a polynomial f(t) e k[tm] of degree exactly Ni
in t, such that the meromorphic differential form

dt
^W

f(t)tü+1
e k(t)/k

satisfies
~G(co) co + ut~u~ldt.

Here if3 is the Cartier operator on differential forms. Note that co has a zero of order

N\ + ü — 1 at t oo.

If (p, m, ù, Ni) satisfies the differential data criterion with notation as above, the

basic properties of the Cartier operator imply that

V

co dg/g — it Yr^-^dt,
1=0

for some g e k(t), well-defined up to multiplication by pth powers. We say that

(p,m,ü, Ni) satisfying the differential data criterion satisfies the isolated differential
data criterion if there are / and co as above such that no infinitesimal deformation g
of g gives rise to a differential form co := dg/g — u X^V=o t~up' ~ldt having a zero
of order at least N\ + ü — 1 at t oo (as will be seen in §7.2, this is equivalent to

invertibility of a "Vandermonde-like" matrix constructed from the roots of /). This
is readily seen to be independent of the choice of g, once / is chosen.

1.5. Main results. Throughout this section, m N is not divisible by p. First

we adapt an argument of Pop [28] to reduce Conjecture 1.9 to the case where the

successive upper jumps do not grow too quickly.

Propositionl.il. Let L'n/k\s\ beanon-abelian T Z/p" xiZ/m-extension whose
TL p" -subextension has upper ramification breaks (u\,.... u'n). For !</<«,
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define itj inductively to be the unique integer such that Ui u\ (mod mp)
and pui-i < Ui < puj-i + mp (by convention, set u0 — 0). If, for every
algebraically closed field k of characteristic p, every T -extension Ln/ic\s\ whose

1*1p" -subextension has upper ramification breaks (u i,..., un) lifts to characteristic

zero, then so does L'n/

Thus we need only consider T-extensions whose upper ramification breaks satisfy
Uj < pui-i + mp. We say that these extensions have no essential ramification.

Example 1.12. For instance, if we have a Z/54 x Z/2-extension with (u[,..., u'f)
11. 79. 433.2165), then we would have (t/i t/4) (1,9, 53,265).

Remark 1.13. Note the similarity between this definition and [28, Rmk./Defn. 3.1(2)].
In fact, if we consider the upper jumps for the entire G-extension, as opposed to just
the Z/p"-part, then our assumption is exactly that of "no essential ramification"
from [28]. Indeed, Proposition 1.11 in the abelian case is equivalent to the main
result of [28].

Our main result is the following:

Theorem 1.14. Let L„/k|s] be anon-abelianl/p" xl/m-extension whose Z/pn-
subextension has upper ramification breaks (u\,..., un). Suppose that Ln/A'|.v] has

vanishing KGB obstruction and no essential ramification. Suppose further that for
all 1 < i < n, the quadruple (p. m, w/_i, Nip) satisfies the isolated differential data

criterion, where Nip — (p — l)w/-i ifuj — pui-i and Nip (p — l)w,_i — m
otherwise. Then the extension Ln/ lifts to characteristic zero.

Remark 1.15. Our lifts correspond to certain covers of the non-archimedian open
disk. We discuss the geometry of the branch locus of these covers in §7.9.

Remark 1.16. Proposition 1.11 and Theorem 1.14 reduce Conjecture 1.9 for
the group Z/p" x Z/m (nonabelian) to realizing the isolated differential data

criterion for quadruples (p. m, û, (p — l)ù) and (p.m.U, (p — l)w — m) such that
ü — 1 (mod m), that pn~l \ w, and that ü < m(pn~l + p"~2 + ••• + /?). Thus,
once the group is fixed, one need only realize the isolated differential data criterion
for finitely many quadruples. Our proof of Corollary 1.18 below proceeds by this
method.

If one believes, for a particular group T Z//xZ/m, that there is a particular
finite field such that the isolated differential data criterion in the above cases can

always be realized using a polynomial /(f) 6 F?[f], then proving Conjecture 1.9

for T is reduced to a finite search.

Example 1.17. In order to show that all extensions as in Example 1.12 lift to
characteristic 0, we would have to realize the isolated differential data criterion
for (5.2. 1.2), (5.2,9.34), and (5.2,53,212).
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By realizing various instances of the isolated differential data criterion, we are

able to prove the following corollaries, which are special cases of Conjecture 1.9.

Corollary 1.18 (Theorem 8.6). The dihedral group D9 is a local Oort group for
p 3.

Corollary 1.19 (Theorem 8.7). Ifp is an odd prime, and L//c[[.v]] is a D pi-extension
whose TL Ip2 -subextension has first upper ramification break u i 1 (mod p), then

lifts to characteristic zero.

Corollary 1.20 (Theorem 8.8). IfL/k^s} is alj/p" xZ/m-extension whose Z/pn-
subextension has upper ramification breaks congruent to

(/?? — 1, p(m — 1),..., p"~1(m — 1)) (mod mp),

then L/k^s} lifts to characteristic zero. In particular, Z/p" »Z/m is a weak local
Oort group whenever the conjugation action ofTL/m on Z/pn is faithful.

Remark 1.21. For each non-abelian Z/pn x Z/m, Corollary 1.20 includes the case

with the smallest possible ramification breaks causing the KGB obstruction to vanish

(these breaks are in fact (m — 1, p(m — 1),..., pn~l(m — 1))).

Remark 1.22. By Proposition 1.6 and Remark 1.7. the action of 7L/m on Z/p" must
be faithful for T to be a weak local Oort group (unless T is cyclic). Corollary 1.20

says that this condition suffices as well, and thus solves the "inverse Galois problem"
for the local lifting problem for groups with cyclic p-Sylow subgroups.

Remark 1.23. The proof of Theorem 1.14 follows the same basic outline as the

analogous assertion for cyclic groups in [24], However, we never invoke the Oort
conjecture itself in the proof. To emphasize this point, note that any lift of a local
non-abelian T := Z/p" x Z/ra-extension necessarily yields an "equivariant" lift of
its unique local Z/pn-subextension (see §6.2.2). However, none of the cyclic lifts
constructed in [24] are equivariant, so they cannot possibly occur inside a lift of a

local T-extension. Thus the lifts from [24] are "useless" for constructing non-abelian
lifts as in Theorem 1.14.

1.6. Outline of the paper. In §2, we recall the explicit parameterization of local

Z/p" x Z/m-extensions, and the relationship between the parameterization and the

higher ramification filtration. In §3, we prove Proposition 1.11, which allows us to
consider only extensions with no essential ramification. Then, §4—§7 are devoted

to the proof of Theorem 1.14. In §4, we set up the induction on n that we will use

(which is essentially the same framework used in [24]), and in §5, we prove the base

case n — 1. In §6, we recall the language of characters that was used in [24], and

adapt it to our new situation of non-abelian groups. The main part of the proof is

in §7, and we give a further, more detailed outline in §7.3. We remark that, although
the basic idea of the proof is the same as in [24], the execution is quite different and
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more complicated. To enhance the flow of the paper and clarify the main argument,
we postpone the proofs of two particularly technical results to §9.

In §8, we give some examples of when the isolated differential data criterion
(§1.4) is realized, and derive consequences for the local lifting problem.

1.7. Conventions. The letter K will always be a field of characteristic zero that is

complete with respect to a discrete valuation v : Kx —> Q. We assume that the
residue field k of K is algebraically closed of characteristic some fixed odd prime p.
We also assume that the valuation v is normalized such that v{p) 1. We let | • | be

an absolute value on K corresponding to v (it does not matter how it is normalized).
The ring of integers of K will be denoted R. The maximal ideal of R will be

denoted m. The notation R{T} refers to the ring of power series Yl'h=oci^' suc^
that lim^oo |c,-1 0. We write m{T} to refer to the subset of R{T} for which all c,-

lie in m.
We fix an algebraic closure K of K, and whenever necessary, we will replace K

by a suitable finite extension within K, without changing the above notation.
Furthermore, we fix once and for all a compatible system of elements pr K
for r Q, such that pr' pri pr[ +r2. The letter m will always refer to a prime-to-p
integer. The symbol denotes a primitive nth root of unity. A curve is always
(geometrically) connected.

These are the same conventions used in [24],

Acknowledgements. I thank Ted Chinburg, Johan de Jong, Bob Guralnick, David
Harbater, and Florian Pop for useful conversations. I especially thank Stefan Wewers
and Irene Bouw, not only for useful conversations, but also for providing hospitality
in Ulm when some of this work was done. Some of the computations were done in

SAGE, and I thank Julian Rüth for assistance. Lastly, I thank the referees for helpful
expository improvements.

2. Z/pn x Z//M-extensions in characteristic p

In this section, we recall the cyclic theory of local extensions in characteristic p,
and then show how to adapt it to the metacyclic case considered in this paper. Let
T Z/pn xZ/ra.

If L/k [s] is a T-extension, then, after a possible change of variables, we may
assume that the subextension corresponding to the normal subgroup Z/pn ç T can
be written as with tm — s. Let M Lrac(L). Since Gal (M/ k((t))) s
Z/pn, Artin-Schreier-Witt theory states that M/k((t)) is given by an Artin-Schreier-
Witt equation

p(yi,---,yn) (A, ••./«),
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where (/i,..., f„) lies in the ring Wn(k((t))) of truncated Witt vectors, F is the

Frobenius morphism on VF„(k((f))), and p(y) := F(y) — y is the Artin-Schreier-
Witt isogeny. Then L is the integral closure of k\t\ in M. Adding a truncated Witt
vector of the form p((gi gn)) to (/i,..., fn) does not change the extension, and

adjusting by such Witt vectors, we may assume that the f are polynomials in t~x.
all of whose terms have prime-to-/? degree (in this case, we say the Witt vector is in
standard form). If

m := ma\{p'~J deg,-i (/;) | j 1 i }, (2.1)

then the w,- are exactly the breaks in the higher ramification filtration of M/k((t))
[14, Theorem 1.1]. From this, one sees that p \ u\, that m,- > put-1 for 2 < i < n,
and that if p\ui, then w,- pi<i-1-

Proposition 2.1. The extension L//cj.vj is T-Galois ifand only if the degrees (in t~x)

of all terms appearing in the polynomials f are in the same congruence class

(mod m).

Proof. This follows from [23, Proposition 4.3],

Thus we can, and will think of T-Galois extensions L//c|[.s-] as corresponding to
Witt vectors (/j /„) e Wn(k((t))) such that the f are polynomials in t~x with
all degrees of all terms of all f congruent to each other (mod m). By (2.1), this

implies that all u/ belong to this congruence class.

Recall Proposition 1.6, which states that, for non-abelian T, the KGB obstruction
vanishes for L/fc|s] if and only if ui —1 (mod m). By Remark 1.7, this is true
for all i, and this implies that T is center-free. For the rest of the paper, we only
consider local T-extensions of this form.

3. Reduction to the "no essential ramification" case

In this section, we prove Proposition 1.11. Recall that Lj,/fc[[j] is a non-abelian
T Z/p" x Z/m-extension whose Z//»n-subextension has upper ramification
breaks (u\,..., u'n), and u, is defined inductively to be the unique integer such that

Ui wj (mod mp), with u \ < mp and put-\ < m,- < puj-i + mp for i > 1.

We may, and do, assume that L^/fc[s] has vanishing KGB obstruction, i.e. that
all iii and u\ are —1 (mod m). Write L'n fc|z], and write M kjt] ç L'n,
where tm 5, so that M is the subextension of L'n/k\s^ corresponding to

ZIpn ç T. Our proof follows [28], The key is to make a deformation in
characteristic p so that the generic fiber has no non-abelian essential ramification, in
some sense (cf. [28, Key Lemma 3.2]).
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Proposition 3.1 (Generalized characteristic p Oort conjecture). Let A k\m, 5] 2
k|s], and let X Frac (.A). There exists a V -extension X/X, with X 2 L'n, having
the following properties:

(i) The Z/m-subextension M/X corresponding to the subgroup Z/pn ç F is

given by M X[t] c X.

(ii) If IB is the integral closure of A in X, we have B k\m, z]. In particular,
(B / (uj))/(A/(m)) is T-isomorphic to the original extension L'n/fcj.v].

(iii) Let TL A[t] ç M. Let B. Aim"1], let S B[m~l], and let T
TL[m~1]. Then 8/T is a TL/pn-extension of Dedekind rings, branched at
m + 1 maximal ideals. Above the ideal (t), the inertia group is Z/pn, and the

upper jumps are (u\ un). The other m branched ideals are of the form
(fj^t — p.), where p. can be chosen arbitrarily in rupS°k\mpS°\for some high
enough 80, and a ranges from 1 to m.

(iv) The only branched ideal ofS/IR with noncyclic inertia group is (.v).

Proof As in [28], we will prove Proposition 3.1 by deforming a standard form
classifying Witt vector (f\, fn) of the extension Lj,//t[s]]. We must take

care to do everything equivariantly. By Proposition 2.1, each f can be written
as t1~mgi (t~m), where g,- is a polynomial of degree < (ni + 1 — m)/m over k.

Equality holds if p \ uf Choose a factoring

f=tx-mpi(rm)qi(rm),
where

Ui + 1 — m u': — »-•
deg pi < and deg qt < —

m m

If Ui if, then take qi 1. Note that if p \ Ui, then we must have equality in both

inequalities above. Factoring, we can write

m(t m) cf[ ;'/(O 1)'
Û! 1

where c e k and the /, are monic polynomials of degree deg (qi). Lastly, factor y,-

completely to write
deg qi

ji(t~l)= f] (t_1 - rvJ).
v=l

Now, let p e nrk|nr]\{0}. We lift the Witt vector (/1( /„) e lF„(k((t))) to
a Witt vector (F\ Fn) Wn(M). We choose

m deg qj

Fi=cti-mPi(rm) n n ((0-P)-1—rv,i •

a=l v l
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Let us make some observations:

• Fi (viewed as an element of A(m)) reduces to fi modulo w.

• All terms in Fi are of degree —1 (mod m) in t~l.

• Fi has a pole of order < m,- at t 0, and, for each a {1 m}, a pole of
order < {u't — Ui)/m at t Ç~ap.

Let £/M be the Z/p"-extension classified by (Pi Fn). By the second

observation above and the discussion in §2, this extends to a T-extension £/X,
which will be the extension we seek. In order to prove this, we must show that the

degree 8s/r of the different of S/T is bounded above by the degree 8L>n/k^tj of the

different of L'n/k\t\. Then (i), (ii), and (iii) follow exactly as in the proof of [28, Key
Lemma 3.2] (in fact, the argument is marginally easier, as our Witt vectors have

no constant terms, so there is no need for Pop's notion of "quasi standard form").
And (iv) follows immediately from (iii), since (s) is the only branched ideal of T/tR.

Using Hilbert's different formula ([36, p. 311] or [32, IV, Proposition 4]) and the

definition of the upper numbering, we obtain

n

sL'„/kiti yXui +1 )(pi - Pi~1)-
i 1

For 8$/t, we add up the contributions from the different branched ideals separately.
For the ideal (f), we consider the extension of complete discrete valuation fields given
by tensoring S/T with k((m))({t)) over T. Let (Pi,..., Pn) be the standard form
(relative to (t)) of the Witt vector (Pi,..., Fn classifying this extension. Then the

degree of the pole of P,- at t 0 is bounded by and the upper jumps are bounded

by (ui,..., u„). Thus the contribution <5(,) from the ideal (t) to 8s/t satisfies

n

h») ~ Ho* + !)(p' -p,_i)-
i=i

For each ideal — /a), we consider the extension of complete discrete valuation
fields given by tensoring S/T with — fx)). Let (Pi>a, Pn,a) be the

standard form of (Pi,, Fn) relative to (££t — fi). Then the degree of the pole
of P,-,a is bounded above by (w- — w,)/m. In fact the inequality is strict, because

u\ — Ui is divisible by p. So the contribution 8a from the ideal (t — to 8s/r
satisfies

' + -p'-'y
1 1
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We conclude:

m

&8/T + yi Sg

a= 1

< + IW - p'-1) + m J2 - Pi~l)
1 1 1=1

n

^(Mi + 0(p' — P' ') &L'„lk{t\ n
i=i

We omit the proof of the following proposition, which follows from Proposition

3.1 exactly as [28, Theorem 3.6] follows from [28, Key Lemma 3.2].

Proposition 3.2. Let Y —> W be a branched V-cover ofprojective smooth k-curves.
Suppose that the local inertia at each ramification point with non-abelian inertia
group has vanishing KGB obstruction. Set "W W k Jttj], Then there is a
T-cover ofprojective smooth k\m\-curves V —r W with special fiber the T-cover
Y — W such that the ramification points on the generic fiber Vv —> 'Wv with
non-cyclic inertia have no essential ramification.

Proofof Proposition 1.11. Let Y —> W — P1 be the Harbater-Katz-Gabber cover
associated to L'n/k\s\ (this is called an HKG-cover in [28]). This is a T-cover
that is étale outside s O.oo, tamely ramified above s oo, and totally ramified
above 5 0 such that the formal completion of Y —> W at s 0 yields the
extension L'n/k\s\. Let V —>• 3V be the T-cover guaranteed by Proposition 3.2, and

let yn —> Wrç be its generic fiber. Recall that we assume that every local T-extension

LiiMM no essential ramification lifts to characteristic zero. Furthermore, by
the (standard) Oort conjecture, every cyclic extension of lifts to characteristic
zero. So if we base change yv —> to the algebraic closure of k{(m)), the

local-global principle tells us that this cover lifts to characteristic zero. Then, [28,
Proposition 4.3] tells us that there is a rank two characteristic zero valuation ring 0
with residue field k such that the T-cover Y —r W has a lift over 0. Note that this

process works starting with any T-extension with upper jumps (u\,..., u'n), and that
such extensions can be parameterized by some affine space AN (with one coordinate

corresponding to each possible coefficient in an entry of a classifying Witt vector in
standard form).

To conclude, we remark that [28, Proposition 4.7] and its setup carry through
exactly in our situation, with our AN playing the role of A'"' in [28]. Indeed, we
have that the analog of E« in that proposition contains all closed points, by the

paragraph above. Thus we can in fact lift Y —r W over a discrete characteristic zero
valuation ring. Applying the easy direction of the local-global principle, we obtain a

lift of L'n/k\s]. This concludes the proof of Proposition 1.11.
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4. The induction process

Let Ln/k{sj be sl T Z/pn xi Z/m-extension, with kjtj/kjsj the intermediate

Z/m-extension, and assume without loss of generality that tm s. As in [24], the

local-global principle thus shows that solvability of the local lifting problem from

Ln/fc[j] is equivalent to the following claim, which will be more convenient to work
with:

Claim 4.1. Given a T-Galois extension Ln/fc[s]], then after possibly changing the

uniformizer s of k Js], there exists a r-Galois cover Yn W := (where K is

the fraction field of some characteristic zero DVR R with residue field k with the

following properties:

(i) The cover Yn -> W has good reduction with respect to the standard model P^
of W and reduces to a T-Galois cover Y„ -> W P^1 (with 5 as coordinate

on W) which is totally ramified above s 0, tamely ramified above s oc,
and étale everywhere else. In other words, Yn -» W is the Harbater-Katz-
Gabber cover for L„/k\s\.

(ii) The completion of Y„ -> W at s 0 yields Ln/k\s\.
We write Yn -> X (resp. Yn -> X) for the unique Z/p"-subcover of Yn -> W

(resp. Yn —> W). Then the quotient covers X —> W and X -» W are both tamely
ramified Z/m-covers of P^s, and we choose coordinates T on X and 5 on IT
such that T (resp. S) reduces to t (resp. s) on X (resp. W), and such that X —> W
identifies S with Tm.

If R is a characteristic zero DVR with residue field k and fraction field K, set

D(r) — {T 6 K I v(T) > r}, where v is the unique valuation on K (with value

group Q) prolonging the valuation on K. We think of this disk as lying in X.
We prove Theorem 1.14 (in the context of Claim 4.1) by induction using the

following base case (Lemma 4.2) and induction step (Theorem 4.3).

Lemma 4.2. Let L\/k\s\ be ah/p xZ/m-extension whose Z /p-subextension has

upper ramification break u \. Suppose that Li/ k|s] has vanishing KGB obstruction.
Then there exists a Z / p x Z /m -cover Y -> W satisfying Claim 4.1 for L \ / k [[5], such

that Y X P1 is étale outside the open disk D(rf), where /q \/u\(p — 1).

Theorem 4.3. Suppose n > 1, and let Ln/k\s\ be a Z/pn x Z/m-extension
with vanishing KGB obstruction whose Z/pn-subextension Ln/k\t\ has upper
ramification breaks (u\ i/„). Let Ln-\/k\s\ be the unique Z/pn~x x Z/m-
subextension. Suppose there exists a Z/pn~x x Z/m-cover

Z/m w

satisfying Claim AA for L„_ 1//f [x], such that Yn-\ —» X is étale outside the open
disk D(rn-i), where rn-\ \/un-\(p — 1). Assume that (p,m,un-\, N\) satisfies
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the isolated differential data criterion, where N\ — (p — \)un-\ if un pun-\,
and N\ (p — \)un-\ — m otherwise. Lastly, assume un < pun~\ + mp. Then

there is ah/pn x Z/m-cover Yn — W satisfying Claim 4.1 for Ln/ A"(|.v], such that
Yn —> X is étale outside D(rn), where rn l/un(p — 1).

Theorem 1.14 now follows immediately from Lemma 4.2 and Theorem 4.3 by
induction. After we prove Lemma 4.2 in the next section, we devote most of the rest

of the paper to proving Theorem 4.3.

5. The base case

In this section, we prove Lemma 4.2. Maintain the notation of §4, and assume that

we are in the situation of Lemma 4.2. Let T Gal(Li/fc|[s]). By [7, Theorem 2.1],
the local lifting problem holds for Li/k\s\, so there is a T-cover Y —> W satisfying
Claim 4.1 as desired (the vanishing of the KGB obstruction is exactly the condition in
the theorem in [7]). So we need only check that the branch points of the Z//?-subcover
Y -> X P1 lie in D{r\) — D(\/u\(p — 1)). We start with a lemma.

Lemma 5.1. In order to prove Lemma 4.2 for Z^/kJ.v], it suffices to prove itfor any
T-extension L'/&[[sJ with the same ramification break.

Proof. By [29, Lemma 2.1.2], there is a ^-automorphism <p of k{sj giving rise to an

isomorphism from L' to L i making the diagram below commute:

L' L\

*II '1

Write cp(s) ais + Ü2S2 + •••, where all a,- 6 k and a\ 6 kx. Now,

say / : Y\ —> X — W satisfies Lemma 4.2 for L'/k\s\ with all branch points
ofTj —> X lying in £>(/'i). Consider the cover /xjySpec/?[SJ. LetO Aut(/?[5])
be any Ä-automorphism lifting f. Identifying points of MaxSpec /?[S] with (Galois
orbits of) points of K of absolute value < 1, we have that O* preserves absolute

values, because | A\S + A2S2 -\ | |S| whenever all A,- e R with e Äx and

|S| < 1. Thus, the branch points of $*(/ y-w Spec /?[5]) have the same absolute
values as those of / xw Spec /?[[S], and 0*(/ xw Spec is a local lifting for

Li/k[[x]. Clearly, if <I> is extended to Aut(/?[T]]), where Tm S, then <3>* preserves
absolute values as well. Applying the local-global principle gives Lemma 4.2.

We are reduced to showing that, given m i — 1 (mod m)and p \ Mi, Lemma 4.2
holds for some Z//k|x] whose Z/p-subextension L'/k\t\ has ramification break m i
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We will freely use the terminology of Hurwitz trees for the rest of this section (see [6,

§3], especially Definition 3.2), as they are the key to the proof of [7, Theorem 2.1].
In particular, for any possible ui (called h in [7] and [6]), a Hurwitz tree is

constructed in [6] that gives rise to a lift of some L'/fcJs] whose Z/p-subextension
has ramification break u \. The valuations of the branch points of the lift (in terms of
the coordinate T) can be read off from this Hurwitz tree. This is done in the local
context in [6], but the local-global principle allows us to conclude the global result
of Lemma 4.2. We split the proof up into the two cases u\ < p and u\ > p.

If u\ < p, then the Hurwitz tree is irreducible [17]. Thus the underlying
combinatorial tree consists of two vertices: a root vertex uo and a vertex tq. The

points in the set B of [6, Definition 3.2] all lie on iq. Since the points in B represent
the specializations of branch points of Y X, the valuation of each of these branch

points is equal to p times the thickness e of the edge connecting to uo and iq (the
factor of p comes from [30, Proposition 2.3.2]). Since the conductor of the Hurwitz
tree is 2/1, we see that |5| u\ + 1. Since the differential form u>\ on v\ has simple
poles at the points of B and no other zeroes or poles aside from a zero at the point z

corresponding to the unique edge e, this zero has order u 1 — 1. Then the definition
of Hurwitz tree implies that

l (p-l)ui, or e 1/mj (p — 1).

Since r\ < pe p/u\(p — 1), this case is proved.
If Mi > p, then [6, Theorem 4.3] gives a construction of the appropriate Hurwitz

tree when m 2, splitting the construction into two cases. In both cases, the

underlying combinatorial tree has a root vertex vo, a vertex tq, and several other
vertices. Furthermore, in both cases, the different SVl can be any rational number
in (0. 1). Again, the valuation of each of the branch points is pe, where e is the

thickness of the edge connecting v0 to tq. The definition of Hurwitz tree implies that

(P ~ l)"iG
and taking SVI > 1/p ensures that pe > r\. As is mentioned in [7, Proof of
Theorem 2.1], this can be generalized easily to the case m > 2. One has the same
freedom for 5„1 and e in this case. This completes the proof of Lemma 4.2.

Remark 5.2. The global context of §4 was simply an encumbrance in this section,
but it will be helpful later on.

6. Characters and Swan conductors

In this section we recall the tools of characters and Swan conductors from [24, §5],
Characters will serve as a substitute for Galois covers, as they are more convenient to
manipulate algebraically. We will also relate equivariance of characters to metacyclic
extensions.
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6.1. Geometric setup. Let X P^. We write K K(T) for the function field
of X. Fix a smooth Ä-model Xr of X, corresponding to the coordinate T. We

let X := Xr xr k denote the special fiber of Xr, and we let X3n denote the rigid
analytic space associated to X. We write 0 for the Appoint T — 0 and 0 for its

specialization to X.
Let

D :=]Ö[*ÄC *an,

be the open unit disk around 0, that is, the set of points of Xan specializing to
0 e X [5], Then &xR,o ~ and yia T, we make an identification

D s {x e (AlK)an I v(x) >0}.

For r <Q>o we define

D[r] := {x e D \ v(x) > r }

and, as in §4,

D(r) {x e D | u(x) > r }.

We have D(0) D. For r > 0 the subset D[r] C D is an affinoid subdomain.
Let vr : Kx -> Q denote the "Gauss valuation" with respect to D[r], This is a

discrete valuation on K which extends the valuation v on K and has the property
vr(T) r. It corresponds to the supremum norm on the open subset D[r] c A'3".

Let Kr denote the residue field of K with respect to the valuation vr. For r — 0,

we have that Ko is naturally identified with the function field of X. After replacing K
by a finite extension (which depends on r) we may assume that pr e K. Then D[r]
is isomorphic to a closed unit disk over K with parameter Tr p~rT. Moreover,
the residue field Kr is the function field of the canonical reduction D[r] of the

affinoid D[r], In fact, D[r] is isomorphic to the affine line over k with function field

Kr k(t), where t is the image of Tr in Kr. We make this identification of t with
the reduction of Tr throughout, whenever it is clear which r we are dealing with.

For a closed point x e D[r], we let ordx : k? —> Z denote the normalized
discrete valuation corresponding to the specialization of x on D[r\. We let ordoo

denote the unique normalized discrete valuation on Kr corresponding to the "point at

infinity."

Notation 6.1. For F e Kx and r e Q>o. we let [A]r denote the image of p~vAF) p
in the residue field Kr.

6.2. Characters. We fix n > 1 and assume that K contains a primitive p"th root
of unity Çpn (this is true after a finite extension of K). For an arbitrary field L, we set

Hlpn(L) := Hl(L,Z/pnZ).
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In the case of K, we have

Hx„(K) := tf'(l,Z//Z)^l7(lxf"
(the latter isomorphism depends on the choice of Çpn). Elements of Hp„{K) are

called characters on X. Given an element F e Kx, we let Ân (F) e Hp„ (K) denote

the character corresponding to the class of F in Kx/(Kx)/'".
For i 1,.... n the homomorphism

Z/p'Z —> Z/pnZ, a pn~'a,

induces an injective homomorphism Hpi(.K) ^ Hp„(K). Its image consists of all

characters killed by p'. We consider Hpi (K) as a subgroup of Hp„ (K) via this

embedding.
A character / s Hpn(K) gives rise to a branched Galois cover Y —>• X. If

X M„(F) for some F e Kx, then F is a connected component of the smooth

projective curve given generically by the Kummer equation yp — F. If x has

order p' as element of Hp„ (K), then the Galois group of F —> X is the unique

subgroup ofZ/pnZof order pl.
A point r £ lis called a branch point for the character x s Hp„ (IK) if it is a

branch point for the cover F —> X. The branching index of x is the order of the

inertia group for some point y e F above x. The set of all branch points is called the

branch locus of / and is denoted by B(y).

Definition 6.2. A character / e Hp„ (K) is called admissible if its branch locus IB (/)
is contained in the open disk D.

6.2.1. Reduction of characters. Let / e Hp„ (IK) be an admissible character of
order p", and let F —> X be the corresponding cyclic Galois cover. Let Yr be

the normalization of Xr in F. Then Yr is a normal /A model of F and we have

Xr YR/(Z/Pn).
After enlarging our ground field K, we may assume that the character / is weakly

unramified with respect to the valuation t,'o, see [12]. By definition, this means that

for all extensions w of vo to the function field of F the ramification index e(w/xp
is equal to 1. It then follows that the special fiber F := Yr ®r k is reduced (see

e.g. [2, §2.2]).

Definition 6.3. We say that the character / has étale reduction if the map F —> X is

generically étale. It has good reduction if, in addition, F is smooth.

In terms of Galois cohomology the definition can be rephrased as follows. Let Ko
be the completion of K at v0. The character / has étale reduction if and only if the

image of / in Hxpn (Ko) under the restriction morphism induced by the inclusion
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GaljK0 Galx is unramified. The word "unramified" means that /|jj lies in the

image of the cospecialization morphism

Hp" (K<>) H(K0
(which is simply the restriction morphism induced by the projection Gal^o -* Gal*^).
Since the cospecialization morphism is injective, there exists a unique character

X e Hp„ (ko) whose image in Hpn{Ko) is /Ijj • By construction, the Galois

cover of X corresponding to / Is isomorphic to an irreducible component of the

normalization of Y.

Definition 6.4. If / has étale reduction, we call / the reduction of x, and x a lift
of/.
Remark 6.5. Assume that / is an admissible character with good reduction. The
condition that / is admissible implies that the cover Y —> X corresponding to
the reduction / is étale over X — {0} (the proof uses Purity of Branch Locus, see

e.g. [33, Theorem 5.2.13]). Thus we may speak of the ramification breaks of /, by
which we mean the ramification breaks above the point 0.

6.2.2. Equivariant characters. In the context of §6.1, consider a Z/m-action on IK

fixing K, given by r(7") Km T for r a generator of TL Im. This gives rise to a

Z/m-action on Xr, and we set Wr (resp. W, W) equal to Xr/(t) (resp. X/(t),
X/(r)). The action of Z/m on K naturally gives rise to aZ/w-action on Hp„ (IK) s
Kx/(Kx)/J. Let j/ : Z/m -»• Aut(Z/p") be a homomorphism. Any automorphism
of Z/pn is given by multiplication by an element of (Z/p")x, and we use this to
identify Aut(Z/pn) with (Z/pn)x.
Definition 6.6. A character x Hxn (K) is called if -equivariant if z(x) x1^-
Remark 6.7. Since / is an element of a p"-torsion group, the expression '1 is

well-defined.

Proposition 6.8. Let Y TLIp" xi Z/m via the conjugation action f : Z/m —>

(Z/p")x Aut(Z/p"). The TL/pn-branched cover Y —>• X given rise to by /
extends to a Y -branched cover Y —> W ifand only if x is a f-equivariant character.

Proof. Letting S Tm, proving the proposition is the same as showing that

K(Y)/K(S) is a T-extension if and only if / is \fr-equivariant. Say Y is generated

by r and a of orders m and p", respectively, with to qY(z)x. Since K(Y)fK is

a Kummer extension, there exists a Kummer generator / e K(Y) such that o{f) —

KP" f Now, x being iA_equivariant is equivalent to z(fp") (fP")W(T l))gP"t
for some g e Kx (here we abuse notation and think of \j/{z~l) as any representative
of ^(r-1) in Z). This is in turn equivalent to the possibility of extending the action

of r from IK to K(Y) via r(/) f^^x ^g. Suppose this is possible. One calculates

r(a(/)) O f^~X)g cr*V(x(f)).



Vol. 92 (2017) A generalization of the Oort conjecture 569

Since |Aut(Al(y)/^(S'))| < mp", we see that the automorphism group is in fact

generated by r and a subject to to o^^x. Thus, K(Y)/K(S) is a T-extension.

On the other hand, if K(Y)/K(S) is a T-extension, then using ro^^x ^ or,
we have r (/) a(r(/)), so

°W))
T (/) •

Kummer theory tells us that r(/) /^T ^ times an element of Kx, which is

exactly what we need to prove.

Note that a Z/p" -cover of P^, unramified outside 0, is uniquely determined by
its germ above the branch point (see, e.g. [19]). Thus, with the above notation, and

in light of §2, Claim 4.1 may be reformulated as follows.

Claim 6.9 (cf. [24, Conjecture 5.7]). Let x £ H^n (/c0) (note kq s k(t)) be a

character of order pn, unramified outside of 0, such that the corresponding Witt vector

(/i,..., /„) is given by polynomials in t~l with all degrees of all terms congruent
(mod m). Then (after replacing A" by a finite extension, if necessary) there exists a

homomorphism iJ/ : ZIm —> (Z/pn)x and an admissible, i^-equivariant character

/ e H*,, (K) with good reduction lifting /
By abuse of language, we will say that / has vanishing KGB obstruction if

the completion at 0 of the composite cover Y -> X —> W has vanishing KGB
obstruction, where Y —>• X is the cover corresponding to / and X —> W is the

quotient morphism from the beginning of §6.2.2.

Remark 6.10. In the case where / has vanishing KGB obstruction, the corresponding
homomorphism x// will be injective.

The following lemma follows from an easy calculation, and will be useful in §7.1.

Lemma 6.11. Under the identification H^,, (K) s KX/(KX)P a character is

\fj -equivariant ifand only if it can be identified with

m

i=i

for some g 6 Kx.

Lemma 6.12. If x has vanishing KGB obstruction, r(Y) 'Çm T, and n I, then

as elements of {Z/p)x Fx.

Proof This follows from [23, Lemma 4.1 (iii)], using the fact that ni —1 (mod m).
In particular, our Çm, U\, and f\{x) are the same as ^_1, j, and a, respectively,
in [23].
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It will at times be useful to measure how far an element of K (in a special form)
is from giving rise to a i/r-equivariant character of order p. To this end, we make the

following definition:

Definition 6.13. Let r e Q>o- Recall that Tr — p~rT. An element

F 6 K n (1 + 7,fT1m{7,~1})

has r -discrepancy valuation > o if there exists

F'eln(l +

such that -fii(F') is i/f-equivariant and vr(F — F') > a. If &i(F) is tfr-equivariant,
we may say that the r-discrepancy valuation is oo.

Definition 6.14. Let r e Q>o- Suppose F X^oa'^r_I 6 R{Tr-1} K. Then

we extend the valuation vr from K to R{T~1} Cg>r K (and any subring) by setting

vr(F) min,-(u(a,-)). Furthermore, we write v'r(F) min,-es(u(a,-)), where S is
the set of indices either divisible by p or congruent to —1 (mod m).

Lemma 6.15. Fix r Q>o- Let F e K fl (1 + T^'mlT"1}) with Äi(F)
i//-equivariant. Write [F — I]r ci{~'• where t is the reduction of Tr
in Kr. If vr(F — 1) < p/(p — 1), then ci 0 unless p\i or i —1 (mod m).

If vr(F — 1) p/{p — 1) and ci — 0 whenever p\i, then Ci 0 unless i —1

(mod m).

Proof. Suppose vr(F — 1) y < p/(p — 1), and if equality holds, that c,- 0

for p\i. Write
OO

F 1 + YjaiT^ 1 + A + B'
i=i

where A consists exactly of the terms a, Fr_i such that v(ai) — y, and vr(B) > y.
Recall that x is a generator of Z/m such that r(F) £mF. By equivariance and

Lemma 6.12,

r(F) s (1 + A + B)(m l + ÇmA + B' (mod (Kx)^),

where vr(B') > y. On the other hand, r(F) 1 + r(A) + r(B).
Assume, for a contradiction, that A has some term a,- Tf' such that i is neither

congruent to —1 (mod m) nor to 0 (mod p). In particular, x(A) We must
show that

Q (1 + ÇmA + B')/( 1 + x(A) + x(B))

is not a pth power in K (in fact, we will show that it is not even a pth power
in 1 + rr-1m[rr-1]). The power series expansion of Q in Tfx is of the form
1 + diTf, with v(dj) > y for all i. Since r(A) ÇmA, there exists i N
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such that p \ i and v(di) — y. If y vr(Q — 1) < p/(p — 1), then Q can only
be a /zth power if the J, such that v(di) — y all have p\i, giving a contradiction.

If y p/(p — 1) and A has no terms of degree divisible by p, then Q can only be a

pth power if there is some i with p\i such that v(d{) y, again a contradiction.

The discrepancy valuation of a power series sheds light on the valuation of its
coefficients.

Corollary 6.16. Letr Q>o- Suppose F e Kfl(l + T~ïm{T~1}) has discrepancy
valuation > a. Then vr(F — 1) > min(er, p/(p — 1). v'r(F — 1)).

Proof. Pick F' e I fl (1 f Tf1m{Trr1}) such that ^i(F') is i/r-equivariant and

vr(F — F') > ct. It suffices to prove that vr(F' — 1) > min(p/(p — 1), v'r(F' — 1)).
But this follows from Lemma 6.15.

6.3. Swan conductors. We recall some properties of the depth and differential
Swan conductors of characters. For proofs, see [24, §5]. Let / e be a

character. As in [24, §5.3], we define the depth Swan conductor Sx(r). which is a

continuous, piecewise linear function

8% ' K>o * ®>o-

The kinks in 8x(r) (i.e. non-differentiable points) occur only at rational values of r.
As part of the definition, 8x(r) 0 if and only if / is unramified with respect to vr.
If this is the case then the reduction Xr £ FIxpn (kk) is well defined.

Let us now assume that 8x(r) > 0, and that r 6 Q>o- Then, again as in [24, §5.3],
one defines the differential Swan conductor of / with respect to vr,

which we think of as a meromorphic differential on (perhaps more accurately,

on D[r]). The slopes of 8X are determined by the orders of zeroes and poles of a>x:

Proposition 6.17 ([24, Corollary 5.11]). If r > 0 and 8x(r) > 0, then the left and

right derivatives of 8x at r are given by ordoo(cox(r)) + 1 and —ordo(cox(r)) — 1,

respectively.

We now recall how the function 8X determines whether y has good reduction.
We fix an admissible character y e FIp„ (K) of order pn and let y —> X denote the

corresponding Galois cover.

Proposition 6.18. Let x £ Hp„(K) be an admissible character of order p". Then

the character x has good reduction with upper ramification breaks (u \ u„) if
and only if8x{0) 0, the right slope of8x at 0 is un, and

|{x e B(y) I ramification index ofx is exactly p"~l+1}\ Ui —

where we set uo —L
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Proof. By definition, x has étale reduction if and only if 5X(0) 0. By [24,

Corollary 5.13(i) and Proposition 5.10(i)], x has good reduction if and only if the

right slope of 8X at 0 is equal to |B(/)| — 1, in which case [24, Remark 5.8(i)] shows

that this right slope is un (note that [24, Proposition 5.10(i)], is not stated as applying
to r 0, but from its proof referencing [34], it is clear that the right slope statement
does apply). Now the proposition follows from [24, Corollary 5.13(ii)].

Proposition 6.19 ([24, Corollary 5.15]). Let x G H^«(IK) be an admissible character
of order pn, let r 6 Q>o, and let x be a point on the canonical reduction of D[r],
Suppose 8x(r) > 0. Then

ordï(cox(r)) > -|®0f) n U(r,x)|,

where U{r,x) is the residue class ofx on the ajfinoid D[r], Equality holds if x has

good reduction.

The depth and differential Swan conductors behave in the following way under
addition of characters:

Proposition 6.20 ([24, Proposition 5.9]). Let x i,X2 Hand let X3 — XiX2-
For i e {1,2, 3} and r e Q>o, set Si 8Xi (r). If8i > 0 then we set u>i := a)Xj (r).
IfSi =0 then fi s Hpn («r) denotes the reduction of Xi with respect to vr.

(i) If8i ^ 82 then 82 max(<5i, 82). If8\ > 82 then cot, u>\.

(ii) Assume 81 82 > 0. Then

+ a>2 7^ 0 => 8\ 82 — 83, u>2 a>\ + u>2

and

a>i + a>2 0 => 82 < 8\.

(iii) Assume 8\ 82 0. Then <$3 0 and x.3 X\X2-

Lastly, we relate differential Swan conductors with equivariance.

Lemma 6.21. Let x and be as in §6.2.2. If x s HXpn(J&) is iff-equivariant and

r 6 Q>o such that 8x(r) > 0, then a>T(x)(r) \//(x~l)a>x(r), where fi(x~l), by
abuse of notation, is identified with its image under the "reduction mod p " map
(Z/pnY çp.
Proof. Since x(x) — X'*> this follows from Proposition 6.20(ii).

6.4. Characters of order p. We will now describe in the special case n 1

how to determine the function 8X explicitly in terms of a suitable element F e Kx
corresponding to the character x e ^ KX/(KX)/'.
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Proposition6.22 (cf. [24, Proposition 5.17]). Let F IKX\(KX)/', let x '= &i(F) e

Hp{K), and let r e Q>o- Suppose that vr(F) — 0, and that g := [F]r $ icf.
Suppose, moreover, that x is weakly unramified with respect to vr (which is always
the case if K is chosen large enough).

(i) We have

Sx(r) ~~ 7 - vr(F).
p — 1

(ii) If8x(r) > 0, then

\dg/g if8X(r) pKp - 1),
coy(r) <

\dg if 0 < 8x(r) < p/(p - 1).

If, instead, 8x(r) 0, then X corresponds to the Artin-Schreier extension

given by the equation yp — y g.

7. Proof of Theorem 4.3

7.1. Plan of the proof. We continue with the notation of §6. Recall that D is the unit
disk in (A^)3" centered at 0, and D(r) and D[r] are, respectively, the open and closed
disks of radius \p\r centered at 0. We are given a character /„ e Hxptl (kq) of order

exactly pn, unramified outside 0, with upper ramification breaks (u\,U2, ,un),
corresponding to a non-abelian T TL Ipn x Z/m-extension as in Claim 6.9. We

assume that Xn has vanishing KGB obstruction (see after Claim 6.9). We further
assume that n > 2. For 1 < i < n, set r,- 1 /ui(p — 1). Recall that p \ ui, that

U\=--- un — 1 (mod m), and that

pUi—i < Ui < put-1 + mp,

for i 1where we set i/o 0. It is automatic that if the first inequality
w*n—i

above is strict then p \ Ui. For i 1,..., n we set Xi Xn e Hpi\Ko)*
By assumption, for each 1 < i < n, there is a compatible sequence of injective
homomorphisms xfi : Z/m -> (Z/p')x (i.e. xf/j reduces to \fi for j > /'), and

a i//,-equivariant character /, lifting fi- We assume that B(/„_1) lies in the disk

D(rn-1). Assume that

(p,m,un-i,Nx)

satisfies the isolated differential data criterion (§1.4), where Ni (p — 1 )un
if un pu„-1, or Ni — (p — 1 )u„ — m if un > pun-\. In order to prove
Theorem 4.3 (using Claim 6.9 in place of Claim 4.1), we must show that, for the

unique \j/n : Z/m -* (Z///' )x compatible with the V;, there exists an admissible



574 A. Obus CMH

^„-equivariant character /„ e Hpn{K) with (good) reduction Furthermore, we

must show B(Xtt) ç D(rn). We will construct Xn such that Xn Xn-i-
We may assume that Xn-i corresponds to an extension of IK given by a system of

Kummer equations

yf yi-iGi- i 1,... .n - 1

with jo := 1 and G, el. Any / e //^„(K) such that xp Xn-1 is given by an

additional equation
yP yn-iG. (7.1)

Since we must have B(/) ç D, we will search for G of the form

N
G =Y\(\-ZjT-l)aJ, (7.2)

7=1

where a j e Z, (aj, p) 1, and z7- in the maximal ideal m of R are pairwise distinct
(the ability to restrict our search to rational functions without worrying about missing
anything is one benefit of working in the global context). We will say that the rational
function G gives rise to the character x-

Remark 7.1. Note that multiplication of G by an element of (Kx)/' does not change x,
so when it is convenient, we will think of G as an element of KX/(IKX)/'.
Lemma 7.2. It is possible to replace Gn-\ by its product with an element of(Kx)p
so that G — 1 gives rise to a \]/„-equivariant character X-

Proof Identifying Hp„(K) with KX/(KX)/'", we have that choosing G 1

corresponds to a character / given by

r> nfl~2
A := G\GP •• • Gp_l

Let j be a generator of Z/m. Since Xn-i is assumed to be i/q,_i-equivariant,
Lemma 6.11 tells us that

ma=(m°d (Kx)p"_i)
7=1

for some g e Kx. Since is compatible with xfrn-\, we have that

m

A f](rj(g))MrJ)B""'1 (mod (Kx)p"),
7=1

for some B e Kx. Replacing G„_i by its product with nj=i (tj
replaces A by

m

Y\{zJ{gBpn~X)f"^\
7=1

which is i^«-equivariant by Lemma 6.11.
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Note that performing the replacement of Lemma 7.2 does not change the

character Xn-i- Thus, for the rest of the paper, we assume that G„_i is chosen

in accordance with Lemma 7.2.

Proposition 7.3. Suppose a generator r TLjm sends T to ÇmT. If G in the form
of (7.2) gives rise to /, then in orderfor / to be xfn-equivariant, it is necessary and

sufficient that G be of the form

N/m m

g=n n^1 - czjT~ifGxt)aj (7.3)

7=1f=t

after a possible reindexing. Here we are viewing \jj\ (ze) as an element o/Fx, which
makes G a well-defined element ofKx/(Kx)p.

Proof Identifying Hpn{K) with KX/(KX)P" via Â„, we have that

X £n(GlGÏ--.GCTGP"~1)-

D Dn~^
Since ^„(GiGj • • • Gf_x is assumed to be i/r„-equivariant, we have that x being

fin-equivariant is equivalent to Ân (Gp" being i/r„-equivariant, which is equivalent
to .$i (G) being i/q-equivariant. By Lemma 6.11, this is equivalent to G having the
desired form.

Remark 7.4. We say that G Ix is "of the form (7.3)" if its residue class as an
element of KX/(KX)P is.

Let us assume that none of the Z; is a branch point of Xn-i- If this is the case,
then Proposition 6.18 shows that a necessary condition for good reduction of x is that

N un — un-1. We assume this. Note that N |IB(/)\B(/„_i)|.
We will try to find a choice G„ for G of the form (7.3) giving rise to a character Xn

whose (good) reduction is xn. In §7.2, we give some contraints that G„ will have to

satisfy. In §7.3, we give our strategy in more detail.

7.2. The critical radius. We continue with the setup of §7.1. In particular, recall
that Xi is a lift of for 1 < i < n, and / is the character arising from G. The
number r„_i 1 /un-\(p — 1) will be of the utmost importance, and we will refer

to it as the critical radius, or rcrit. From [24, Eq. (15)], we know that

^(rcrit) r, (7.4)
P - 1

regardless of our choice of G (this is, essentially, why the critical radius is "critical."
It is the minimal r such that G does not affect 8x(r)). For this section, we let u
be the minimal upper ramification break w;- such that un-\ is a power of p times u.
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Thus u is prime to p (see §2, just before Proposition 2.1). Set v — n — 1 — i, so that

un-1 upv.
We start with a proposition that is not necessary for the proof of Theorem 4.3, but

it guides some of our choices about how we construct G. Namely, we already know
that G is of the form (7.3), and that N un — u,,_i. Our first decision is how many
of the branch points of / to place at the critical radius. That is, how many of the Zj
in (7.3) should have valuation rcrit?

Proposition 7.5 ([24, Proposition 6.4]). If x has good reduction then the following
hold.

(i) For all j we have v(zj) < rcrit.

(ii) For i, j with v(z,-) — v(zj) — rcrit we have Xj ^ Xj (where xj denotes the

Kj zjireduction ofXj := z,- p rcrlt).

(iii) Write N N\ + /V2, where N\/m is the number of Zj in (7.3) with

v(zj) rcrit. Ifu„ pun~\ thenN\ — un-\(p — \) and N2 0. Otherwise,
N\ < un-\(p — 1) and N2 > 0.

Let t [7Vcrit]rcrit. Since J2?= t 0 in F^, it follows from (7.3) that, up
to reordering the Zj and up to a constant factor that we may eliminate by rescaling t,
we have

Ni/m m

[G]rcrit g ta° FI n*1 - (7.5)
7=1 1=1

where p\ao-

Corollary 7.6. In the notation of Proposition 7.5, if / has good reduction and

g [G]/-cn,- then

fflv(rcrit) — — n y t~upS~ldt ^4^
' (7-6)

where c is a nonzero constant. In particular, ord00(&)x(rcrit)) — N\ + un-\ — 1.

Proof. The first equality follows from [24, Lemma 6.3], This middle expression
shows that mx(rcril) has no multiple poles outside of t 0, where there is a pole of
order upv + 1 u„_i + 1. Furthermore, Proposition 6.19 shows that a)x(rcrit) has a

simple pole at each of the N\ points Ç^Xj, no zeroes outside of t oo, and no other
poles outside of t 0. It follows that cux(rcrit) has the form in the third expression,
from which ordonnèrent)) can be read off.

Remark 7.7. Notice that ta° from (7.5) disappears in the logarithmic derivative.
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Recall (§1.4) that (p,m,un-\,N\) satisfies the differential data criterion with
respect to k if there exists a polynomial / e k[tm] of degree exactly N\ in t, such

that the meromorphic differential form

dt olœ '= y(?)£»n-l + l 6

satisfies G(w) cu + ut~Un~l~ldt, where m is the prime-to-p part of u„-\. Note
that this implies /(0) ^ 0, otherwise the order of the pole of co at t 0 will be

too large compared to that of G (co) and t~u"~1~ldt. We will suppress k when it is

understood.

Proposition 7.8. Suppose p, in, un~\ are as in this section, and Ni is as in

Proposition 7.5. The following are equivalent:

(i) There exists G of the form (7.3) such that g := [G]rcrlt satisfies (7.6).

(ii) The quadruple (p, m, un-j, Ni) satisfies the differential data criterion.

(iii) There exists a solution to the following system ofequations:

N\/m I

E-q \um, q u,
a jXj < (7.7)

0, otherwise,
; i t

where the Xj k, the aj 6 and q ranges over those numbers from 1 to

Ni + Mn-i — 1 that are congruent to — I (mod m) and not divisible by p.

Proof. We first prove (i) implies (ii). Suppose g is a solution to (7.6). Taking
a> cox(rcrit) and f(t) c-1 —x), and noting that the Cartier operator

preserves logarithmic differential forms, it is clear that G(a>) — a> + ut~u"~1~ldt.
Now we prove (ii) implies (i). Suppose (p,m,un-\, N\) satisfies the differential

data criterion via a differential form co — dt/f(t)t""-l+1. By the properties
of the Cartier operator, co is equal to a logarithmic differential form minus

u t~up Since t~up -1 has trivial residues, the residues of co are the

same as those of a logarithmic differential form. In particular, they lie in
([7, Lemma 1.5]).

Factor / as c_1 üy'i/im(tm — xf). Let aj be the residue of co at Xj. An easy

calculation shows that the residue of co at tfinXj is which is fi\(xl)aj, by
Lemma 6.12. Since m\(p — 1) (see Remark 1.7), all of these residues lie in Fp. Now,
take

Ni/m m

s= n n (7.8)
7 1 =1
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where by abuse of notation we take an arbitrary lift of each \j/\(re)aj and consider it
as an element of Z. Then dg/g has the same residues at the simple poles ^mXj as u>.

So
V

ß := dg/g — il ^ t~upS~ldt — co

5 0

is a logarithmic differential form with no poles outside of 0. Since a nonzero
logarithmic differential form has only simple poles, and at least two of them, we
conclude that ß 0. So g is a solution to (7.6). Let X\,...,xpfl/m be lifts
of Li,... ,Xffl/m to R. Then we take G to be anything in the form (7.3) such that

Zi — prc"'Xi for 1 < i < N\/ m and v(z, < rcrit for i > N\ /m.
Lastly, we prove that (i) and (iii) are equivalent (cf. [24, p. 266]). We identify the

choices of the cij and Xj in (i) and (iii). If G is of the form (7.3) with g [G]rcrit,
then differentiating logarithmically, we obtain

dg _ /yC A \J/l(r(')ajÇ~iXjt~2dt

s Uh WÄ7-1 •

Since ^i(t^) W Lemma 6.12, we obtain

oo Ai/m m nEEtHV'W o.9)
6 q= 1

k j t= 1 '
Thus all terms in the expansion (7.9) disappear unless q — 1 (mod m). In

particular, a>x(rcrit) dg/g — 0t~up ~ldt has a zero of order at least

N\ + u„~i — 1 at oo if and only if, for all q —1 (mod m) between 1 and

Nj + un-1 — 1 inclusive, we have

N\/m I v
V- -q \u m. q — u. up...., up
> a,xj < (7.10)' 1 10. otherwise.

7 1 t

Now, if an equation in (7.10) holds for q, then it also holds for pq, as replacing q
with pq simply raises both the left hand and right hand sides of the equation to the p\h
power. So ûj^(rcrit) has a zero of order at least N\ + u„-1 — 1 at oo if and only if (iii)
holds. But cox(rcrit) cannot have a zero of order greater than Ni + un-1 — 1 at oo, as

it has at worst a pole of order un-i + 1 at 0 and N\ simple poles at the ^mXj. So (iii)
is equivalent to a>x(rcrit) having a zero of order exactly + un-\ — 1 at oo, poles in
the aforementioned places, and no other zeroes. That is, (iii) is equivalent to (i).

Remark 7.9. From its proof, it is clear that Proposition 7.8 is not just an existence
result. In particular, any / realizing the differential data criterion gives rise to a g
satisfying (7.6), which in turn gives rise to a solution to the system (7.7) (the Xj
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in (7.7) are representatives from the \xm-equivalence classes of roots of /(?))• The
definition of realizing the differential data criterion (Proposition 7.8(ii)) is easier to
state than the criterion in Proposition 7.8(iii), and is also usually easier to work with
computationally, but it is the criterion of Proposition 7.8(iii) that we will mostly use

in our proofs.

Remark 7.10. One checks that (7.7) is a system of N\/m equations in N\/m
variables if and only if if w„_i (p — 1) — mp < N\ < un-\(p — 1).

Remark 7.11. The choice of the aj e F * in (7.3) is known as the "type" (cf. [6,7,24]).
One of the advantages of phrasing the differential data criterion in terms of the Cartier

operator, rather than in terms of the equations (7.7), is that this phrasing is "type
independent." That is, one does not have to determine the aj separately — they fall
out automatically as the residues of co, which is determined solely in terms of the

roots of / (which correspond to the xj In the papers mentioned above, one of the

difficulties is guessing the correct type in an analogous situation.
Furthermore, since the problem is naturally symmetric in the Jcj, it makes sense

to "symmetrize" things by thinking in terms of / instead. The coefficients of / will
in general lie in smaller fields than the Xj.

In §7.4, it will become important not only to be able to satisfy the equivalent
criteria of Proposition 7.8, but to do so in an "isolated" fashion, that is, to choose

the aj and xj as in Proposition 7.8(iii) such that no infinitesimal deformation of
the Xj yields a solution to (7.7). For fixed a j, the Jacobian matrix of (7.7) at a

solution (Xj)j is the Ni/m x N\/m matrix

over k, where j ranges from 1 to N\ /m and q ranges over those numbers from 1 to

Ni + un-1 — 1 that are congruent to —1 (mod m) and not divisible by p. Thus, in

light of Remark 7.9, we make a definition (cf. [24, Assumption 7.2]).

Definition 7.12. Suppose p, m, un~\ are as in this section, and N\ is as in

Proposition 7.5. The quadruple {p,m,u„-\, N\) satisfies the isolated differential
data criterion if there is a polynomial / e k[tm] realizing the differential data

criterion for (p, m, un-\• N\) (equivalently, age k(t) satisfying (7.6)) that gives
rise to a solution to the system of equations (7.7) for which the matrix (7.11) is

invertible over k (or is empty).

Remark 7.13. Dividing by (nonzero) constants, one sees that the isolated differential
data criterion holds if the matrix (Tp1 (for the same q and j as in (7.11)) is

invertible.

Remark 7.14. The differential data criterion is analogous to [24, Assumption 7.1]
in the cyclic case, and the isolated differential data criterion is analogous to [24,
Assumption 7.2].

(7.11)
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Definition 7.15. If g e k(t) is a solution to (7.6) realizing the isolated differential
data criterion, then we define fiCnug ^ IK to be the set of all G of the form (7.3) (but
with Ni replacing N) with [G]rcrjt g.

To sum up, we have shown that a G of the form (7.3) can only give rise to a

character with good reduction if it lies in ~§cnt,g, for some g solving (7.6).

7.3. Plan of the proof, part II. Maintain the notation of §7.1 and §7.2. Recall that

we are searching for Gn of the form (7.3) giving rise to a character /„ with good
reduction x„. The proposition below follows immediately from Proposition 6.18 and
the discussion at the beginning of §7.1.

Proposition 7.16. If G is of the form (7.3) such that all Zj satisfy v(zj) > rn

\/un{p — 1), such that 8X(0) 0, and such that the right slope of 8x at 0 is un,
then G gives rise to a fin-equivariant character '/ with good reduction / having
ramification breaks (it i,..., un), and such that B(/) ç D(rn).

The argument outlined in the remainder of this section is the most important
difference between this paper and [24].

Recall that pu„-\ < un < pun-\ + mp (in fact, since all w(- are congruent
to —1 (mod m), we have un < pun-\ + m(p — 1)). As was mentioned before

Proposition 7.5, we must decide how many of the zj to choose such that v(zj)
rcrit >'n-\ — 1 /(p — l )u„_i. Recall that there are N/m zj in total. Let N\ and N2
be two multiples of m such that N\ + N2 N un — un-\. If un pun-1,
we choose N\ un — un-\ and N2 0. Otherwise, we take some Ni such that

(p — \)un-\ — mp < N\ < (p — l)n„_i. This gives 0 < N2 < Imp — 2m, with the
first equality holding if and only if un pun-\. Note that N\ + u„-i is divisible
by p if and only if un — pun-i- We will construct G and a rational number rhub

such that Ni/m of the zj satisfy v(zj) rcrit and the other N2/m of the zj satisfy

v(zj) rhub. If un pun-1, we declare rhub - 0. Otherwise, 0 < rbub < rcrit is

defined by the following proposition.

Proposition 7.17. In the notation above, suppose v(Zj) rcritfor N\/m of the Zj
and v(zj) /'hub for N2/m of the Zj. Suppose further that N2 > 0 and / has good
reduction. Then

1 N\
rhub ~N~2~ (p-\)un-XN2

Furthermore, rn < r^b < Ant-

Proof Under the assumptions in the proposition, B(/) has N2 points with
valuation /"hub and another N\ points with valuation rcrit. Using Proposition 6.18

along with the fact that /n-i has good reduction, B(/) has exactly un-\ + 1 other

points, all of which have valuation greater than rcrit. Since / has good reduction,
Propositions 6.17 and 6.19 imply that the right slope of 8X is N\ + N2 + un~\ un
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for 0 < r < rhub and N\ + un-\ for rhub < r < rcrit. Furthermore, 8x(rcrit) —

p/(p — 1) by (7.4), and <5X(0) 0. Thus we obtain the equation

(A^l + N2 + t'n—l)fhub + (A^l + Wn-l)(rcrit ~~ rhub) —~~T •

P ~ 1

This yields rhub 1 /N2—N\ / (p—\)un-\N2, proving the first part of the proposition.
Since (p — l)u„_i —Ni < un—un-\—N\ N2, it follows easily that/hub < Grit-

On the other hand, we know

N2 un- u„- 1 - Ali < (p - l)u„-i - Ni + m(p - 1).

So

>
(P ~ ~ Ni

rhub ~ (p - l)w„_i((/> - 1)m„_i - Ni+ m(p - 1))'

Now, since (p — 1)m„-i — N\ >m, we have

(p - l)u,,-i - Ali

(p - 1)m„_i - Ali + m{p - 1) ~ p'

Putting everything together, we obtain

1 1

!*hub 2 -, 77 > 7 77 — T"n I—'

(p-\)un-ip (p — 1)m„

From the proof of Proposition 7.17, it is clear that if % has good reduction, then

^/(l"hub) f«'hub (,N\ + W„_i)(rcrit rhub) =" ^hub^ (2.12)
P ~ 1

regardless of whether un — pun-\.
We will work under the running assumption that (p, m, u„-\, N\) satisfies the

isolated differential data criterion. Thus, we let g be a solution to (7.6) realizing the
isolated differential data criterion, and we define ^crit,g as in Definition 7.15. Our
first step, to which §7.4 is devoted (and which parallels [24] very closely), is to find
Gcrit e %rit,g such that Gcrit gives rise to a character /crit with <5Xcrit (rhub) <W

If un — pu„~i, then N\ N, so Gcrit is already of the form (7.3). In this

case, we set G Gcrit, from which / /crit satisfies 5X(0) 0, and the right
slope of 8X at 0 is un. Since G is already in the form (7.3), Proposition 7.16 shows

that x has good reduction x with upper ramification breaks (ui,..., un). We then
show quite easily that G can be replaced by some G„ e ~§Crn,g (and thus still of the

form (7.3)) such that Gn gives rise to a character Xn with good reduction /„ and

®(^n) ^ D(rn). By Proposition 7.3 and the discussion at the beginning of §7.1, this

proves Theorem 4.3 (using Claim 6.9 instead of Claim 4.1) when un pun-1-
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If un > pUfi—i, our next step (§7.5) is to construct a space ^ub K consisting
of certain functions whose images in KX/(KX)P have the form

N/m m

n n<i
j=N\ /m + l t= 1

where v(zj) — rhUb for all j. To do this, we will need to assume Ni < mp. This
assumption will always be satisfied if N\ — (p — l)un~i—m. Now, ,f/hub will have the

property that if Ghub ^hub> then the character / given rise to by GcritGhub satisfies

^x(rhub) — ^hub) and the left slope of 8X at rhub is un. This puts us on the right track
for having the right-slope of 8X at 0 be un. Furthermore, GcritGhub will be of the
form (7.3).

In §7.6, in the case un > pun-\, we will construct a particular function Ghub £
^hub and modify our original choice of Gcrit 6 ~§Cnt,g such that if G GhUbGcrit gives
rise to x, then 8X(0) 0, and 8X is linear of slope un on the interval [0, /"hub]- Since G

is in the form (7.3), Proposition 7.16 shows that / has good reduction x with upper
ramification breaks (u i,..., u„).

In §7.7, still in the case un > pun-\, we replace G with Gn, where G„ is still
a product of an element of 1*cni,g and one of ^,ub (and thus still of the form (7.3)),
such that Gn gives rise to a ^„-equivariant character Xn with good reduction Xn and

®CIn) Q D(rn) (recall that having good reduction specifically equal to Xn is what
we seek, whereas §7.6 only gives us some good reduction). This is analogous to
what happens in the case un pun~\, but a little more difficult. In particular, it
is tricky to deal with the coefficient of t~u" in the last component of the standard

form Witt vector corresponding to Xn (no such issue arises in the un pun-\ case
because this coefficient is always zero). The underlying calculations concerning this
coefficient are deferred to §7.8.

By Proposition 7.3 and the discussion at the beginning of §7.1, we obtain a proof
of Theorem 4.3 (using Claim 6.9 instead of Claim 4.1) in the case un > pun-\-
In §7.9, we summarize the geometry of the branch locus for the lifts we construct.

Remark 7.18. In [24], the construction in the case un — pu„-\ is used to obtain
the proof of lifting in the case un > pu„-\ Our technique here is different, in that

it proves both cases independently. In fact, our method here can be used to give an
alternate proof of [24, Theorem 1.4], and thus (combining with [28]) of the Oort
conjecture.

7.4. Controlling 8X between rcrjt and rh„b. Maintain the previous notation. In
particular, g is a solution to (7.6) realizing the isolated differential data criterion,
and ^cnt,g is defined as in Definition 7.15.

Recall that any G $crh,g gives rise to a character x of order p" lifting Xn-i-
by adjoining the equation y„ yn-\G. By (7.6) and Proposition 6.17, we know
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that the left derivative of 8X at rcrit is Ni + un-\. Recall also from (7.4) that

8x(rCrit) p/(p ~ !)•
Let A(G) be the minimal A in the interval [/'hub. Grit] such that

Sx(r) p/(p - 1) - (TVi + w„_i)(rcrit - r)

for all r g [A, rcrit]. In other words, A(G) is the largest element in [/"hub. Grit] where 8X

has left slope less than Ni + un-i (or is rhUb if there is no such point). Since
G Gcrit,g, we have A(G) < rcrit. Note that

^(A(G)) - (/*crit - A)(Vj + u„_0 <
p — 1 p — 1

Lemma 7.19. Suppose G G ~§Cnt,g with A := A(G) > /'hub- Identify kx with k(t).
Then cox(A) can be written in the form

jsrnsmr + <//. C7.13)

where c G kx and f G t1~mk[t~m\ has degree less than N\ + un~\ in t~l.

Proof If un pitn-i then the same argument as in the proof of [24,

Proposition 6.13] shows that u>x(X) is as in (7.13) for some c e P and / e kx,
with / a polynomial in r-1 of degree < N\ + un-\ and without constant term.

If un > pUn-\, so that Ni < (p — 1)m„-i (see the beginning of §7.3), then

8X(A) > p8X/l_1(A) Xpu„-\ (the equality is due to [24, Lemma 6.1]). Thus

G(wx(A)) 0 (also from [35, Proposition 4.3(ii)]) and p \ N\ + un-\. Since the

differential form in (7.13) is exact in this case, (7.13) holds as well, with the same

conditions on the terms of /.
By Lemmas 6.12 and 6.21, the r-equivariance of x implies that x{df) Çmdf,

where r acts on t and dt by multiplication by Km- That is, we may assume that /
only has terms of degree t~q where q — 1 (mod m).

The following proposition is crucial, and will be proved in §9.

Proposition 7.20 (cf. [24, Corollary 7.5]). Let G e ~§crA,g> let r e [/'hub.'"crit) CI Q,
andlet f e tl~mk[t~m] be a polynomial ofdegree less than N\ +un-\ int~l, which

we regard as the reduction of Tr in tcr (§6.1 Assume f has no terms of degree
divisible by p. Let ß (N\ +un-i)(rCTil — r). After a possiblefinite extension of K,
there exist G' e ~§Cnt,g and F el with vr(F) 0 and [F]r / such that

C /

— 1 -pßF (mod (Kx)p).
G

We now show that A can be reduced.

Proposition 7.21 (cf. [24, Proposition 6.13]). Suppose G G §criug with A(G) > rhUb-

Then there exists G' G ~§Cnt,g with A(G') < A(G).
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Proof. This follows from Lemma 7.19 and Proposition 7.20 exactly as in the proof
of [24, Proposition 6.13] with N\ + un-\ playing the role of mn there.

Proposition 7.22 (cf. [24, Proposition 6.15]). The function G A(G) takes a
minimal value on %rit ,g.

Proof. Recall that g — ^~iXjt~1)x^l^zi^aj, with the i/q(r^)ay
viewed as lying in Z (7.8). Let U' ç ANl^m(k) be the open subset consisting
of those (ji > yN\/m) such y yf if i ^ j, and let V C A^Gm be the

subvariety such that the yj and aj give a solution to (7.6). Since g realizes the
isolated differential data criterion, the point x (xi,..., x^l/m) is an isolated point
of V. In particular, V' := F\{x} ç A^/m is closed and U U'\V ç Afl/m is

open.
Let ~§éni,g - ^crit,g be the set of G e IK such that

N\/m m

7=1 t=1

where if yj zj p~rcril, then the reductions yj give a point (yi,..., jbVi/m) e U-
By identifying each G %'ritig with (ji, yAq/m)> we identify ^c'rit)g with the

rigid analytic space
t/rig := {y e (A^l/m)an | yet/},

where y is the canonical reduction of y. Since U is open, U"s is a finite union
of open afhnoid subdomains of (AAb/m)an. In particular, it is quasi-compact and

quasi-separated.
Extend the domain of A from §Cni,g to t keeping the definition the same. The

family of Z/pn-covers of parameterized by U via taking the Kummer extensions

given rise to by points in U is a good relative Galois cover in the language of [25, §5].

By [25, Corollary 5.3(ii)] (taking r0 rcrit and mswan + w«-t + 1 in the

notation of that corollary), A Aswan) achieves its minimal value on f/c'rit „ after a

possible extension of K. On the other hand, our construction of shows that

A(G) rcrit if G e ^crit,*\^crit,g and A(G) < rcrit if G e SQr\i,g Thus our minimal
value must be achieved on ^Crit,g •

Corollary 7.23.

(i) There exists Gcrit £ §Cni,g giving rise to a character /erit such that

^Zerit (Tub) ^hub-

(ii) Ifu„ — pu„-i, then Xciit has good reduction.
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Proof. Proposition 7.21, combined with Proposition 7.22, shows that there exists

Gcrit s ^crit.g giving rise to a character /crit such that A(/trit) ''hub- In other words,
<$Xcnt(rhub) Shub- This proves (i).

If iin piifi—i, then rhub 0, and A(Gcrit) 0. That is, <5/crlt is linear of slope

Ni + u„_i pun—\ on the interval [0, rcrit], with 5xcrit(0) 0. Part (ii) then follows
from Proposition 7.16.

Definition 7.24. WeletC e kx be the coefficient of t~^N^+Un~l + ^dt in <uXcrjl(rhUb)-

In fact, C is independent of the choice of Gcrit e ^Crit,g- This is the statement of
Proposition 7.47, whose proof will be deferred to §7.8.

7.5. Controlling co x at rhUb- The material in this section is only necessary if u„ >
pun-\. So we now assume that pun_i < un < pun-\+mp (this is the assumption of
no essential ramification). Recall that this means that p \ w„, that (/?—l)w„_i—<
N\ < (p — l)w„_i, and that N2 un — u„-\ — N\ < 2mp — 2m. Throughout this

section, let 5 (N1 + un-i){rcrit - /"hub), and let t — [T]rhub. We have constructed

a rational function Gcrjt e ^crit,g (Corollary 7.23) giving rise to a character Xcnt such

that (see (7.12))

P P
S^crit('"hub) $hub "nHiub \ (^1 T "n-1 )('"crit '"hub) \ ^•

p — 1 p — 1

(7.14)
Let C e kx be the constant from Definition 7.24.

For the rest of this section, we will make a further assumption.

Assumption 7.25. N2 < mp.

Note that Assumption 7.25 is always satisfied when Ni (p — 1 )un-\ — m (and
that for any other choice of N\, there will be values of un leading to a violation of
Assumption 7.25).

As mentioned in §7.3, our eventual goal is (after possibly modifying Gcrit), to
construct a rational function GhUb e IK with N2 zeroes and poles away from T 0,

all of which have valuation 7-hub, so that if we let G„ — GhUbGcrit, then Gn gives rise to
a character /n with good reduction Xn- In this case, SXn would be linear of slope un

on the interval [0, / hub] and linear of slope N1 + un~\ on the interval [/"hub. Grit]- In

particular, the differential form coXn (rt,ub) would have to have a zero of order 11 n — 1

at t 00 and a pole of order N\ + un-1 + 1 at t 0 (Proposition 6.17). By
Proposition 6.19, there can be no zeroes away from 00. By Lemma 6.21, coXn (''hub)

must transform equivariantly under t i-> t,mt. So we will search for Ghub such that
Gn GhubGcrit can give rise to a character such that 8Xn (rhUb) is still 5hUb and

where c and a are in kx. Proposition 7.33 will show how a valid Ghub arises.

vXn (rhub)
c dt

(pm _ Qlm^N2/mtNl+u„-i + \ ' (7.15)
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Lemma 7.26. The differential form on the right hand side of (7.15) has a zero of
order un — 1 at oo, a pole of order N\ + w„-i + 1 at 0, no zeroes away from oo,
transforms as in Lemma 6.21, and is exactfor all choices ofc and ä.

Proof. Once we note that m\(N\ + n„_j + 1), all assertions become trivial except
the last one. Multiplying a differential form by a p\h power does not change its

exactness, so it suffices to show that

(tm - âmy-Nllmdt
f Ai+"n-1+1

is exact. By Assumption 7.25, the numerator is a polynomial in t. Expanding
everything out, t occurs to degrees —{N\ + u„-\ + 1) through mp — un — 1, counting
bym's. Since—(Ai+m„_i + 1) > —pun-\ — 1 aridmp—un — 1 < —pun-.\+mp—1,
and since all the degrees in question are divisible by m, we see that none of the
above degrees is congruent to —1 (mod p). This means that the differential form is

exact.

Lemma 7.27. Let co be the differential form on the right hand side of (7.15). Then

to — ûJXcnt(rhub) is exact. Furthermore, we can write

a(0 bit) \
M ~ a,*cnt(rhub)

_äm)N2lm
+ ?A1+u„_1+1

C7^6)

where both fractions are proper, aft) and b(t) are in k [tm], and each of the two
summands is exact. Lastly, choosing c C(—âm)N2^m on the right hand side

of (7.15) results in b(t) having no constant term.

Proof. The exactness of m — coXcrit (rhUb) follows from Lemmas 7.19 and 7.26,

noting that p \ N\ + un~\. Since coXct.ffrhuf) /dt is a proper fraction in t with
denominator tNl +""-i+ 1 and â ^ 0, the theory of partial fractions gives the desired

decomposition into the two summands. The polynomials a{t) and b{t) lie in k[tm]
by Lemma 6.21, combined with the fact that /crit is r-equivariant. Each of the two
summands is exact because their sum is, and a sum of two proper fractions (times dt)
with relatively prime denominators can only be exact if each one is. Lastly, in order
for b(t) not to have a constant term, we need only ensure that when co — 0JXcril(/"hub)

is written as f{t)dt/{tm — âm)N2/mtNl+Un-i+l, that /(/) has no constant term.
This is accomplished by taking c — C(—ccm)N2^m, where C is the coefficient of the

dt/tNi+""-i + 1 term of ^crit(rhub).

Proposition 7.28. Let co be the right hand side of (7.15), with c chosen as in
Lemma 7.27 and C chosen as in Definition 7.24. By modifying Gcrit within ~§CrH,g>

we can ensure
a(t)dt

w ^XcritChub) - _-m^N2lm'
with a(t) as in Lemma 7.27.
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Proof. By our choice of c, we may assume that b(t) has no constant term in the

notation of Lemma 7.27. Thus we can write

b{t)dt
_fJVj+«„_,+1 aJ'

where / e tl~m[t~m] has degree less than N\ + un-\ in t~l. By Proposition 7.20,
there exists G'crit e ~§Cnt,g such that

^ 1 + PSF (mod (Kx)*),
^crit

where v\(F) 0, where /. As in the proof of [24, Proposition 6.13],
replacing Gcrit by G'ctit has the effect of adding df to &>Xcrit (rhub), which in turn has

the effect of subtracting df from the right hand side of (7.16). This proves the

proposition.

By Proposition 7.28 we may, and do, assume that b(t) 0 in (7.16). We do a

further partial fractions decomposition on the other term to obtain

a(t)dt y-! ßi(t)dt
(tm -äm)N^m ~ i&t -â)N2/m'

where ßi(t) is a polynomial of degree less than Ni/m. Using equivariance under
t ^ Ü is not hard to check that ßi{t) ßo(£i,t) for all I.

The following definition is the key idea of §7.5.

Definition 7.29. Let ä e kx. Let Thub p~r^T and s p/(p — 1) — <$hub- For

any lift a of â to R and fixed lifts of ^ from to Z (denoted again by by abuse

of notation), let ^hub,<* ^ 1KX be the set of all rational functions of the form

m — l

n (1 + pM(^rhub))fm
1=0

such that

A(Thub) is of the form ^A1)

where B(Thub) is a polynomial of degree at most N2/m — 2 and vrhub(A) 0 with
d([A\rhJ/dt ß0(t)/{t-ä)N^m.
Definition 7.30. Let Shub (JaeÄ* ^hub.a-

Remark 7.31. By Lemma 7.27,a(t)dt/(tm —âm)N2^" is exact. It is straightforward
then to show that ßo(t)dt/(t —ä)N2^m is also exact. In particular, #hub,c* is nonempty
for all a e Rx.
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The following definition will be useful in the proof of Proposition 7.39.

Definition 7.32. For a e Rx, define ^h'ubo, 2 ~§hub,a exactly as in Definition 7.29,

except that we impose the condition i>rhub(/l) > 0 instead of tVhub(/4) 0, and we
place no condition on d([Ä\rhnf)/dt.

We prove the major result of this section.

Proposition 7.33. If ^hub,a and Gctn is chosen as in Proposition 7.28, then
GcritGhub gives rise to a character / such that <5^(>hUb) 5hub, and co := cox{r^uf\ is
the right hand side of (7.15) with c chosen as in Lemma 7.27. Consequently, the left
slope of 8x at rhUb is u„.

Furthermore, GcritGhub G of the form (7.3).

Proof. The product
m— 1

n (i + />M(^rhub))f'"
1=0

can be written as

m—1

i + psYJ cMd^hub) + D,
1=0

where vrhub(D) > s. By the definition of A. the derivative of T!î=o\.^ml A^mTbub)]rbab
is

v-^ ßo(fmO _ ßt(0 _ a(t)dt
fr'o (pmt-ä)N2'm ~

(tm -äm)"2Im-

By Propositions 6.20 and 7.28, we get that <5x(rhUb) <$hub an(^ ^xCGub) co.

Since co has a zero of order N2 + Ni + un- \ — 1 u„ — 1 at 00, Proposition 6.17
shows that the left slope of 8X at rhUb is un.

Showing that GhUbGCrit is of the form (7.3) is equivalent to showing that 1 +
ps is, up to multiplication by a pth power, a polynomial in T_1 with constant
term 1 and at most N2Im distinct roots. In order to do this, we multiply 1 + ps A (T^)
by (Thub — °')/'/^hub' anc' we ieave it to the reader to verify that everything works
(the roots will be the N2/m — 1 roots of (7hUb — + ps5(7hub), along
with a).

Remark 7.34. Let GhUb $bub a\^hub,a and Gcrit £ ^crit,g- By the discussion above,

if GcritGhub gives rise to a character /, then it is not the case that both 5x(rhub) 5hub

and the left slope of 8X at rhub is un.
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7.6. Controlling 8X between rhub and 0. We maintain the assumption of §7.5 that

pu„-1 < un < pun-i + mp, as well as all the notation so far. Fix a e Rx and g a

solution to (7.6) realizing the isolated differential data criterion. By Proposition 7.33,
there exists Gcrit ~§Cr\t,g such that, for any Ghub e ^hub,a> the character / given rise
to by Ghub Gent has 5^(rhub) ShUb and 8X has a left slope of un at rhUb- The goal of
this section is to find a particular Gcrit £ ^Ciit,g and Ghub £ é'hub,« such that GhubGcrit

gives rise to a character / with <5^(0) 0. Since 5hUb "«Tub by definition, one can

test this by seeing if 8X is linear of slope un on the interval [0, rhUb]- Let HgM be the

(nonempty) subset of f/hub,<*^crit„? consisting of elements giving rise to characters /
with <5x(rhub) <5hub and such that the left slope of 8X at rt,ub is un. Note that every
G e ~§g,ct is of the form (7.3). If G 6 Hg,a gives rise to then we define p(G)
to be the minimal element of [0. rhub] such that 8x(p(G)) unp.(G) (that is, p-(G)
is the largest element of [0, rhub] where 8X has left slope less than un, or 0, if no
such element exists). This is analogous to the definition of A(G) in §7.4. For any
G Gg>a, we have p(G) < rhUb- The goal of this section is to prove the existence

of G e Hg,a such that p(G) 0. Then G will give rise to a character with good
reduction and upper jumps (u\,..., un). The argument is parallel to that of §7.4.

Lemma 7.35. Suppose G e Hg,a with p, := pt(G) > 0. Identify Kß with k(t). Then

ctix(/i can be written in the form

cdt
+ df.

;«/; +

where c £ kx and f e tl~mk[t~m] has degree less than un in f_1.

Proof After noting that

8x(p) p/(p- I) - s - u„(rhub - p) pun > ptpun-1,

where 5 is as in Definition 7.29, the proof is exactly the same as the u„ > pun-\
case of Lemma 7.19.

As in §7.4, we also postpone the proof of the following crucial result to §9.

Proposition 7.36. Suppose N\ (p — 1 )u„-i — tn (this is consistent with

Assumption 7.25). Let Gtrit. Ghub e Gcrit;g, ^hub,a, respectively. Letr £ [0, rhub)FlQ,
and let f e t1~mk[t~m) have degree less than un in t~l, which we regard as the

reduction of Tr in Kr (§6.1). Assume f has no terms of degree divisible by p.
Let ß — p/(p — 1) — unr. After a possible finite extension of K, there exist

Gcrit' ^hub G ^crit.g • ^hub,a respectively, and Fe K with vr (F) 0 and [F}r f
such that

1 -PßF (mod (Kx)p).
^crit^hub

Remark 7.37. The proofs of Propositions 7.20 and 7.36 are the only places where
the isolatedness in the isolated differential data criterion is used.
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This has the following consequence:

Proposition 7.38. Suppose G e 1/g<a with p. (G > 0. Then there exists G' e ~ëg,a

with p(G') < p(G).

Proof. The proof is exactly the same as the proof of Proposition 7.21, using
Lemma 7.35 and Proposition 7.36 in place of Lemma 7.19 and Proposition 7.20,
and taking ß p/(p — 1) — unp instead of ß (Ni + Mn_i)(rcrit — A).

Proposition 7.39. The function G p(G) takes a minimal value on Sg<a-

Proof. We identify ^h'ub a with the rigid (N^/m — l)-dimensional closed unit polydisc
corresponding to the coefficients of A in Definition 7.32. This is an affinoid space.
Let ~§fit g

be as in the proof of Proposition 7.22, and let ~§ga ^c'rit>g^ub a ç K. It
is easy to see that ~§'g a s ~§Gt x ^bub and is thus identified with a quasi-compact,
quasi-separated rigid-analytic space.

Extend the domain of p from ~§gM to H'gM, keeping the definition the same.

The family of TL Ipn -covers of P^- parameterized by §'g a via taking the Kummer
extensions given rise to by points in ~§gjCl is a good relative Galois cover in the language
of [25, §5]. By [25, Corollary 5.3(ii)], p achieves its minimal value on ~§'g a, after
a possible extension of K. On the other hand, suppose G GcritGhUb £ ~&'g a\^g,u
with Gent Sf\ug and GhUb e ^hUb,cr claim that the left-slope of Sx at rhUb is
less than un, which means that p(G) H,ub- Since p(G) < rhUb when G e ~§g,a,

this means that the minimal value of p on G'g a must be achieved on ~ßg<a, thus

completing the proof.
To prove the claim, first assume that <5x(rhUb) ^ ^hub- Then (rhub > <Vib-

Since 8X is concave up on [/'hub. Grit] (combine Propositions 6.17 and 6.19 with the

fact that G has no zeroes or poles with valuation in (rhub. rcrit)), we have that the

right-slope of 8X at rbub is less than Ni + wn-i. Since GhUb has at most N2 zeroes and

poles with valuation rhub, the left-slope of 8X at/*hub is less than N1 + A^ + Mn-i
at rhub (again, combine Propositions 6.17 and 6.19).

Now, assume <5x(rbub) <$hub- Then the left-slope of 8X at rcrit is N\ + u„~i, and

Gcrit £ ^crit,g- Remark 7.34 shows that, if Ghub e #buba\^hub,<*, then the left-slope
of 8X at rhub is less than un. So assume Ghub £ ^hub.a- The definition of GgA shows

that if G e G'g a\Gg>a, then the left-slope of 8X at rbub is less than un. The claim,
and thus the proposition, is proved.

Corollary 7.40. Suppose un > pun-\. Then there exists G e Sg a giving rise to a

character / having good reduction.

Proof. Proposition 7.38, combined with Proposition 7.39, shows that there exists
G 6 ~§gta giving rise to a character x such that p(x) 0. That is, 5^(0) 0. The

corollary then follows from Proposition 7.16.
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7.7. Ensuring the correct reduction on the boundary. In this section, we prove
Theorem 7.43, which will complete the proof of Theorem 4.3. Maintain all notation
from the previous sections, including C as the constant from Definition 7.24. First,
we prove two lemmas.

Lemma 7.41. If G\ e ~§g,ai gives rise to a character / with good reduction y
that corresponds (after completion at t =0) to the Witt vector f\,... fx)
W„(k((t))), and C2el is such that G2/Gx 1 + pPHp-Up (mod (Kx)'), with

vq(F) — 0 and [F]0 / in k(t) ç k((t)), then G2 gives rise to a character /' with
étale reduction /' that corresponds (after completion at t 0) to the Witt vector

(fu-..,fn-i.fx + f)eWn(k((t))).

Proof Replacing G\ by G2 has the effect of multiplying / by

fn := Än{{G2/Glyn~l) e Hp„(K).

This is just the image of i/q $.i(G2/G\) e Hp(K). Proposition 6.22 shows that

<Vi (0) 0 and the reduction \j/\ corresponds to the Artin-Schreier extension given
by yp — y — f Consequently, <5^,, (0) 0 and its reduction \fr„ corresponds to the

extension encoded by the Witt vector (0 ,0, /).
By Proposition 6.20(iii), we conclude that the reduction of /' /ij/n

corresponds to the sum of the Witt vectors (/i,..., fx) and (0, 0. /). This
is (/i fn-1 • fx + /)• as desired.

The proof of the following lemma relies on Lemma 7.48, proven in §7.8.

Lemma 7.42. Suppose un > pun~ \, and let oq Ry with reduction öq kx.
Suppose G i 6 ëg^a{ gives rise to a character / with good reduction /. Then if
(fx,, fn-1, fx) is the Witt vector in standard form corresponding to / (after
completion at t 0), the t~u" coefficient of fx is —Cu~x(—âf)N2/m_

Proof Let y be the (nonzero) t~u" coefficient of fx, and assume for a contradiction
that y —Cu~1(—ctf)N2^m. Let â2 be such that

Cu~l((-ûï)N2/m - (-âf)N2/m) -y.
By our assumption, ä2 0. Leta2 6 R be a lift of ä2. Using Corollary 7.40, choose

G2 ~§ai giving rise to a character /' with good reduction yf. Since y 0, we have

a^2 ^4 a22, so Lemma 7.48 applies. In particular, Lemma 7.48 implies that

G2/Gx 1 + pPlIP-Vp (mod (Kx)p),

where Fe K satisfies Vo(F) 0 and [F]o is a polynomial in t~x [F-1]o
of degree un with leading term —yt~u". By Lemma 7.41, replacing Gi with G2

replaces fx in the Witt vector for x with fx + [F]o, which has degree less than un
in f_1. This means that the nth higher ramification jump for the upper numbering
of x' is less than u„ (§2), which contradicts Proposition 6.18.
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If un pun-i, let id — f?crit,g. Otherwise, let ^ Uas/?x ^g,a- N°te a"
elements of ^ are of the form (7.3). Recall that/« is our original character, with upper
ramification breaks (wi,... ,u„). Furthermore, we saw in §2 that /„ corresponds
(upon completion at t — 0) to a (truncated) Witt vector uin := (/i,...,/„) e

Wn{k{{t))), and we may assume that each fa e t1~mk[t~m], and all terms of fa have

prime-to-/» degree.

If un pun-1, Corollary 7.23 shows that there exists G e § giving rise to
a character / with good reduction / corresponding (after completion at t 0) to
the Witt vector wx := (/i,..., /„-1, fx), where fx e tl~mk[t~m] has degree less

than un in t~l, and all terms of prime-to-/? degree. If un > pun-\, Corollary 7.40
and Lemma 7.42 guarantee (after a possible finite extension of R) the existence
of a e Rx and G ~§g:Ce such that G gives rise to a character / with good
reduction / corresponding (after completion at r 0) to the Witt vector wx :=
(f\ ,f„-i,fx), where fx e tl~mk[t~m] has degree u„ in t~l, all terms of
prime-to-/? degree, and the coefficient of t~u" in fx is the same as that in /„. In both

cases, fx and /„ differ by a polynomial of degree less than un in f-1.

Theorem 7.43. There exists G„ e § giving rise to a (\pn-equivariant) character
with good reduction

Proof Let / fn — fxe tl~mk[t~m], which has degree less than un in t~l. By
Proposition 7.20 (in the case un pun-\) or 7.36 (in the case un > pun-\), there

exists Gn e i? such that

— 1 + pPHP~l)F (mod (KXK),
G

for some Fe K satisfying vo(F) 0 and [F]o f By Lemma 7.41, replacing G

by Gn gives rise to a character y„ whose reduction corresponds to the Witt vector

{fx,..., fan—i, fx + /) (/i. • • » fn-i, fn)- In other words, the reduction of /„
is fn Since G„, by virtue of being in i/, is of the form of (7.3), Proposition 7.16
shows that /„ has good reduction and is i^„-equivariant.

Since the Gn guaranteed by Theorem 7.43 lies in 'S, all the zeroes and poles of G„
have valuation rcrit or (in the case un > pun-\), valuation rhub. By Proposition 7.17,

we conclude that IB(/„) ç D(rn). In particular, /„ is admissible. Thus, we have

proven Theorem 4.3, using Claim 6.9 in place of Claim 4.1. Since Lemma 4.2 was

proven in §5, we obtain Theorem 1.14.

7.8. Calculations. Maintain the notation of the previous sections. The purpose
of this section is twofold: to prove Lemma 7.48, which is used in the proof of
Lemma 7.42, and to prove Proposition 7.47, which shows that C as defined in
Definition 7.24 depends only on g. Propositions 7.20 and 7.36 have much more
complicated proofs, and are deferred to §9.
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Lemma 7.44. Suppose U\,ci2.C e kx. Fori 1.2, write

C(-ct)N2/m dt
Ml

(jm _ ^m)A2/m;Afi+u„_i+l
"

Then, when expanded out as a power series in t~l, one obtains

Cl>2—u>\ (C(—äy2lm — C(—äf)N2^rn)t~^Un + l^dt + higher order terms.

Proof. This is a straightforward computation, using the fact that un Afi + V2 +
u„-\.

Corollary 7.45. Let â \,&2 e with äy2 â^2- Choose lifts a,- of the â,- in R.

If Gont 6 ^crit.g and Ghub.i £ ^hub.a,- (1 1.2) are chosen as in Proposition 7.28

such that GcritGhub.i gives rise to a character ~/i such that a>i := coXj O'hub) (i 1.2),
then 8Xi (/"hub) Shub and the expansion °fœX2X~ i ('"hub) as a power series in t~x is

ol>2 — co\ (C(—äf^2^"1 — C(-äf)N2/m)r(Un + 1)dt + higher order terms.

Proof. This follows from Lemma 7.44, using Propositions 6.20 and 7.33.

Lemma 7.46. Suppose F\ 1 + aiT~' and F2 1 + YlhLi bjT~l lie in

K n (/?{7"—1} (g) K). Suppose that for some 0 < a < p/(p — 1) and M > 0

not divisible by p, we have v(üj > a for all i > 0 (with strict inequality holding
when p\i), and that v(bj) > a for all i > M (with strict inequality holding for
i > M). Lastly, suppose that F\HP F2 for some H eKx. Then v(at — bi) > a
for all i > M.

Proof. We may assume H 1 + G T~' and Hp 1 + di T~l as power
series expansions. It suffices to show that v(di) > a for all / > M. If u(c,) > a/p
for all i, then we are done. If not, let z'o be the maximal i such that u(c,) < a/p
(such an z0 must exist). If i0 < M/p, then v(dj) > a for all i > M. If z'o > M/p,
then v(dpi0) < a, and F\HP F2 then shows that v(bPi0) < a, contradicting our
assumptions on F2.

We now show that the value of C from Definition 7.24 only depends on g. Recall
from (7.14) that s — p/(p- 1) - <5hub w„rhub.

Proposition 7.47. Assume un > pun-\. When co^fr^) is expanded as a Laurent
series in t, the coefficient of t~<-Nl+u"-l+l^dt does not depend on the choice of
GCrit G ^crit.g. SO long ÜS 8X::. /"h;,:,) $hub

Proof. For i 1.2, suppose Gcrit!,- ^crit.g gives rise to a character Xcritwith
^n,ub(/crit,i) 4ub- Proposition 6.20 shows that 8^ -i

^
(rhub) > <Vib- If

SXcnu2X~«
j

> 5hub, then by Proposition 6.20, we have a)XciitA (rhub) œXciii 2(rhub),
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and we are done. If 8„ 1 (rhUb) <5hub> then Proposition 6.20 shows that
Acrit,2 Acrjti J

we must prove that a> -i (rhub) does not have a nontrivial term of the form
Acrit,2 Acrit, \

^-(Ni+Un-l+Drff
Now,

/crit,2/crit,l ((Gcrit,2/Gerjt,l)P )>

which is identified with .fii (Gcriti2/Gcrjt)i). By Proposition 6.22, we can write

Gcrit,2/Gerit,i 1 + psF (mod (KT)
for some F e K with vrhub(F) 0. If we write 1 + ps F 1 + X^i bi T^, then by

multiplying by a pth power, we may assume that v(bi) > s whenever p\i. According
to Proposition 6.22, we must show that either pKA^i + u„_1) or v(bNl+Un_l) > s.
So we assume p \ (N1 + w„_ 1).

On the other hand, since both Gcrit,i lie in ~§Cnt<g, we may assume that the Gcrjtj;

are chosen in K such that the quotient Gcrit,2/ Gcrit,i lies in 1 + mlT~.fi}. If we
write Gcrit,2/Gcrit,i 1 + 1 aiThüb>then

v(ßi) > (N1 + M„-i)(rcrit - rhub) 5 (7.18)

for all i > N\ + u„-\.
The proposition now follows from Lemma 7.46, taking M, a, F\, and F2 to be

N1 + w„_i, 5, Gcrit,2/Gcrit,i, and 1 + psF, respectively.

Let C e P be the coefficient of t~(-Nl+u"~1+l^dt from Proposition 7.47

(equivalently, Definition 7.24).

Lemma 7.48. Suppose un > pun-\. Let ä\M2 e kx with äf2 ^ â^2. Choose

lifts oii of the âi to R. For i 1,2, suppose Gi ~§g,ai gives rise to a character
with good reduction. Then we can write

G2/Gi 1 + ppKp-»F (mod (KT),
where F e K satisfies vo(F) 0 and [F]o is a polynomial in t~l [F_1]o of
degree un with leading term

Cu~1((-ä'?)N2/m - (-â?)N2/m)ru".

Proof Since G\ and G2 both give rise to characters with étale reduction,

Proposition 6.20 shows that Â„((G2/G\)p" has étale reduction as well. In

particular, J?i (G2/Gi) has étale reduction. By Proposition 6.22, we can write

G2/Gi 1 + pPllP-^F (mod (KT)
for some Fe K with i'o(F) > 0. Furthermore, by multiplying by a pth power, we

may assume that when F is expanded out as a power series in T~l, no terms with
valuation 0 have degree divisible by p.
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On the other hand, Corollary 7.45 and Proposition 6.22 show that we can write

G2/Gi 1 + p*Q (mod (Kx)^),

where WhubC^) 0 and [0]rhub has derivative

C((-â)N2/m - (-<)^2/m)r("« + 1) + higher order terms)dt

when expanded out as a power series in t_I [T_1],-hiib.

Write 1 + ps<$> 1 + atT~l. Then v(aUn) s + unrhub p/(p - 1)

and v(di) > p/(p — 1) when i > un. Also,

[a«nT~u»]o

The lemma now follows from Lemma 7.46, taking M, a, F\, and F2 to be u„,
p/(p — 1), 1 + ps<&- and 1 + pf/tp-t) f, respectively.

7.9. Geometry of the branch locus. In this section, we briefly summarize the

geometry of the branch locus of the lifts our method gives for extensions as in
Theorem 1.14. We only sketch the arguments. Recall that we start with a T-extension

fc[z]/A:[s]] whose Z/pn-subextension has upper ramification breaks (wj,...,u„)
and no essential ramification. We have shown that we can lift this to a T-extension

/?[Z]//?[S]. Let k\t\/k|s] and R|T]/R[[5] be the respective intermediate
subextensions. The generic fiber of Spec JZ]] —> SpecÄjT] -> Spec/î[[5]
corresponds to a tower of branched covers of non-archimedean disks. Since

Spec7?|T] —> Spec R\S} is simply a Z/m-cover totally branched at S — 0, we
describe the branch locus of the Z/pn-cover Spec /?|Z] —> Spec

For each 1 <j< n, let i n + 1 — j, and let A,j be as in Theorem 1.14. For

j < n, there are n,- — m,-_ 1 branch points of index pi arranged as follows: A^i of
these branch points are equidistant from each other and from the origin, at a mutual
distance of |/?|r,''crit, where rz-,crit — l/ui~i(p — 1). Ifwe let A,-,2 m,- — w;_i — A;-,i,
then the other A,^ branch points lie at a distance of pr'-hub from the origin, where

1 Nitl
L',hub —

Ni,2 (p - 1)m„_iA1>2

(assuming A,-^ > 0). This all follows from the discussion before Proposition 7.17
and the inductive nature of the proof of Theorem 1.14. The A,-^ branch points at a

distance of pr'-hub from the origin come in m families, with any two points in distinct
families at a distance of exactly |/?|r,hllb from each other. Within a family, the distance
between any two of them is not easy to calculate exactly, but it cannot be more than
|p|n.hub+^/W-.2/'"-i)) where s. — pl^p — l) _ u,r,)hub. This follows from (7.14)
and Definition 7.29 via a Newton polygon argument, along with the inductive nature
of the proof of Theorem 1.14.
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The Mi + 1 branch points of index p" are arranged as in §5. Specifically, if
m i < p, then all these points are equidistant from the origin and from each other, at a

mutual distanceof IfMi > p, then these points all lie at a distance \p\pe
from the origin, where e can be chosen in the interval (\/pui(p — 1), 1 /wi(/? — 1)).
We refer the reader to [6, Theorem 4.3] for the finer geometry of this situation when

m 2, and leave the generalization to m > 2 as an exercise.

Since any two branch points of distinct indices lie at distinct distances from the

origin, the ultrametric inequality determines their distance from each other uniquely.

8. Examples of lifting

In this section, we write down several examples where the isolated differential data

criterion holds, and we derive consequences for the local lifting problem.

8.1. Instances of the isolated differential data criterion. Because of Theorem 4.3,
the quadruples for which the isolated differential data criterion (Definition 7.12) is

of interest to us are those of the form (p,m,ü, N\), where N\ (p — 1)m or
Ni (p — l)ü — m. Recall that we always assume m | (/> — 1) and m — 1 (mod mi).

We begin with some small examples:

Proposition 8.1. The quadruples (3. 2,1,2), (3, 2, 1,0), (3, 2, 5, 8), and (3,2. 5. 10)

satisfy the isolated differential data criterion.

Proof. The first two cases are covered under Proposition 8.2, which does not depend

on this proposition, so suppose we are in the third or fourth cases.

Let /g ts + t6 + 1, and let /io 2t10 + ts + t6 + 1. We claim that /n,
realizes the isolated differential data criterion for (3, 2,5, Ni) with Ni (8,10}. Let

a)Nl dt/fN\t6 The assertion that

dt
T!(co) co —

t6

can be checked using a computer algebra system, for instance SAGE (it is easier to

verify that

/ r3 \ r fNidt
fN\(0

as no power series are necessary — indeed, the computation is small enough to be

checked by hand). Thus fyl realizes the differential data criterion for (3,2. 5, Ni).
Let xi,...,xNl/2 be a complete set of representatives of the /^-equivalence

classes of the roots of /a^ We note that the xj are pairwise distinct. Then fjl/[
realizes the isolated differential data criterion if the matrix in Remark 7.13 is invertible
over k. That is, we must show that the matrix

An, ((*/)'')u
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with j {1,..., Ml/2} and i s {0,2,3,5} (7VX 8) or i e {0,2, 3,5,6} (AT 10)

is invertible. Heinemann's formula for generalized Vandermonde determinants ([18,
Theorem IV] — take n 4 and s 3 in the formula if Ali 8 and n 5 and

s 4 if AT 10) shows that

• D is an integral power of the (standard) Vandermonde determinant corresponding

• For all s, the number es is the 5th elementary symmetric polynomial in the x^'s.

Since the standard Vandermonde determinants are invertible, we need only show that

— e^eo is invertible when AT 8, and that e^e2 — es^i is invertible when

Ali 10. If AT 8, then ny=i(f ~xj) i4 +13 + 1, and thus e3^i — e4eo — 1-

If Ali 10, then ]~[y=i (1 — -*7) — l5 + 2tA + 2?3 + 2, and e4e2 — — 1- We

Proposition 8.2. For any (odd) prime p, the isolated differential data criterion holds

for (p, 2.1, Ali), when N\ p — \ or N\ p — 3.

Proof. Using Proposition 7.8, we may realize the differential data criterion by
solving the system of equations (7.7). If AT =0 there is nothing to do, so

assume otherwise. Let Xj j for all j e {1,2 AT/2}. The square
matrix (** )q j for j {1,2, AT/2} and q <= {1,3 AT - 1} is Vandermonde

(up to multiplication of each column by a nonzero scalar). Since AT < p, the xj
all have distinct squares and thus the columns of this Vandermonde matrix are all
distinct. So the system (7.7) has a unique solution for the aj with the aj e k. Since

the Jcj in fact lie in F^,, so do the aj. We must show that no aj is zero.
For a contradiction, assume, after possibly renumbering the xj, that 0^/2 0.

If AT 2, this is clearly a contradiction, and we are done. Assume otherwise. Since

u — 1 in (7.7), we must have

where

to x\,...,X2Ni,t

are done.

JV1/2-1

ajxqj =0
7=1

for all q e {3,5 N1 — 1}. Since xj 7^ 0, we once again have (up to rescaling) a

Vandermonde system of linear equations for the aj, j e {1, 2,..., AT/2 — 1}. Thus

all aj are zero, which is a contradiction. This gives the differential data criterion.
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To prove isolatedness, we remark that the matrix (**_1 for e {1, 3,..., iVi — 1}

and j e {1, 2,N\/2) in Remark7.13is, up to scaling, Vandermonde with distinct
columns. So it is invertible.

Lemma 8.3. The quadruple (p.m. Ü. (p — \)û) satisfies the differential data criterion
for all odd primes p, all m\(p — 1), and all ü — 1 (mod m).

Proof. As in Proposition 8.2, we will realize the differential data criterion by solving
the system of equations (7.7). Write ù upv, with p \ u. Note that the set S of
u(pv+1 — l)th roots of unity whose —wth powers have trace zero (under Try v+1/fp)
has cardinality u(pv — 1). Thus, we have

\Pu(p»+i-i)\s\ u(pv+1 ~ Pv)

Furthermore, multiplication by /?;th roots of unity (which all lie in Fp) preserves S

and Puipv+i-ifS. We take the x,- to be any complete set of orbit representatives for
the multiplicative action of on Mw(pv+i_!)\S. Note that there are

u(pv+l — pv)/m (p — \)ü/m

of these orbits, so we have the correct number of xy. Furthermore, for each xy, let
the associated ay be given by the formula

a j —Tr(x~") - J2 '

1=0

where for simplicity, we write Tr for Tr]f^v+1 ßp. This is a nonzero element of Fp.
We then have, for any q — 1 (mod m):

N/m N/m

aJ*qj -Tr(*7")*y
7=1 7=1

- y -Tr(x~u)xq - y —rYr(x~u)xq
m L—' m L—4

+ Xe^U(pV + l-1)

- y ~(xq-u+xq-up+ ---+xq-upV)
jc6/i«(pu+1-i)

iu/m, q u,up upv (mod u(pv+1 — 1)),

0, otherwise.

The second equality above comes from the fact that u — 1 (mod m) and q — 1

(mod m), so multiplying any xy by any mth root of unity leaves Tr(xJ")xJ invariant.
This solves system (7.7) when we restrict to the case 1 < q < (p — 1)m + ü — 1

upv+l — 1 and p \ q.
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Proposition 8.4. In the situation ofLemma 8.3, ifü (m — \)pv for some v > 0,

then (p. m. ü. (p — 1 )ù) satisfies the isolated differential data criterion.

Proof. Let the aj and xj be as in Lemma 8.3. Recall that each Xj is in ptu(pv+1—i)•
For any set S ç TL, let S be its image as a subset of Z/u(pv+l — 1). Write

u m — 1. Let
A (*V)V I <3J

with j ranging from 1 to (p — \)upv/m and q ranging from 1 to upv+1 — 1 over
those numbers congruent to —1 (mod m) and not divisible by p. By Remark 7.13,

it suffices to show that A is invertible.
We first claim that the set

B := {q I q corresponds to a row of A}

and the set

C := {m - 1 + imp}0si<K

satisfy B C. To prove the claim, note that if

C' {m- 1 + imp} u(Dv+i-u,
— m

then C' is exactly the set of elements of Z/u(pv+l — 1) congruent to —1 (mod m)
(this abuse of language is justified since m | {p — 1) | u(pv+1 — 1)). Furthermore, a

straightforward computation shows that

C'\C {up. (u + m)p...., upv+1 — mp}.

Now, by the Chinese Remainder Theorem, the set

{up — 1, (u + m)p — 1 upv+1 — mp — 1},

viewed as a subset of Z, is exactly the set of integers between 1 and upv+1 — 1 which

are congruent to —1 (mod m) and to 0 (mod p) (this is where we use u m — 1).

Thus C'\C C'\B. Since B ç C is clear, we have B C, proving the claim.
The claim shows that the elements of B, arranged appropriately, form an

arithmetic progression with common difference mp. If A' is the matrix obtained

by rearranging the rows of A to correspond to this ordering, then the definition
of A shows that the y'th column of A' is a geometric progression with common
ratio xjp. The common ratios of the columns are pairwise distinct, as the xj are

all u(pv+l — l)th roots of unity lying in pairwise distinct multiplicative /Xm-orbits,
and p \ u(pv+1 — 1). We can scale each column to make a new matrix A" where

the first entry in each column is equal to 1. Then A" is a Vandermonde matrix with
pairwise distinct column ratios. So A" is invertible, which means A is invertible.
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Remark 8.5. It is not hard to show, in the context of Lemma 8.3, that if ü is not
a pth power times (m — 1), then the proposed solution in Lemma 8.3 will never
realize the isolated differential data criterion. Indeed, the matrix A from the proof of
Proposition 8.4 can be shown to have at least two identical rows.

8.2. Affirmative local lifting results.

Theorem 8.6. The dihedral group D9 is a local Oort group for p 3.

Proof. By Proposition 1.11, we need only consider D9-extensions whose Z/9-
subextension has upper jumps (1,3), (1,5), (1,7), (5,15), (5,17), or (5.19).
By Theorem 1.14, it suffices to show that the isolated differential data criterion
holds for (3,2,1,2), (3,2.1,0), (3,2,5,10), and (3,2.5,8). This follows from
Proposition 8.1.

Theorem 8.7. If p is an odd prime, and L/£[.s] is a Dp2 -extension whose Z/p2-
subextension has first upper ramification break u i 1 (mod p), thenL/k\s\ lifts
to characteristic zero.

Proof. Since u\ is odd, we have that u\ 1 (mod 2p). By Proposition 1.11, we
need only consider Dpi-extensions whose Z/p2-subextension has first upperjump 1.

By Theorem 1.14, it suffices to show that the isolated differential data criterion holds
for (p, 2,1, p — 1) and (p, 2,1, p — 3) This follows from Proposition 8.2.

Theorem 8.8. IfL / fc [s] w aTL/ pn xZ /m-extension whose Z/p" -subextension has

upper ramification breaks congruent to

(m — 1. p(m — 1),..., pn~l{m — 1)) (mod mp),

then L//:|sJ lifts to characteristic zero. In particular, TL /pn x TL I m is a weak local
Oort group whenever the conjugation action ofZ/m on TL/ pn is faithful.

Proof. By Proposition 1.11, we need only consider Z/p" x Z/m-extensions whose

Z/p"-subextension has upper ramification breaks (m—1, p(m—1),..., pn~l(m—1))
(such extensions exist by [23, Theorem 1.1]). By Theorem 1.14, it suffices to show

that the isolated differential data criterion holds for

(p.m, (m — 1 )pv~l, (p — 1 )(m — 1 )pv~l)

for 0 < v < n. This follows from Proposition 8.4.
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9. Proof of Propositions 7.20 and 7.36

We use the notation of §6.1, §6.2 and §7 throughout. In particular, recall that

• pun-1 <un< pun-i + rnp (no essential ramification).

• N N\ + N2 — un — un~i, and both N\ and N2 are divisible by m (Proposition

7.5).

• iVi < (p — l)w„-i with strict inequality unless un — pun-\ (Proposition 7.5).

• N2 < mp (Assumption 7.25).

• rcrit 1 /(p- 1)m«-i (beginning of §7.2).

• rhub l/N2 - N\/(p - 1)m„_iN2, or rhub 0 if N2 0 (Proposition 7.17).

• s (Ni + M„_i)(rCrit - rhub) p/(p - 1) - unrhab p/(p - 1) - <5hub

(Equation (7.14)).

• If r e Q>o, then Tr p~rT. For short, TCTit — p~rQ!AT and rhub p~r^bT
(beginning of §6.2).

• vr andu^. are defined as in Definition 6.14 (and vr is a valuation on R{T~1}<SirK).

• ^crit.g and ^hub,<* are defined as in Definitions 7.15, 7.29, respectively. Here g is

a solution to (7.6), corresponding to an / realizing the isolated differential data

criterion (Remark 7.9).

As a matter of notation, in the context of a congruence between two power series

or polynomials in T~l, the symbol (resp. =') means that the congruence (resp.

equality) need only hold for terms of degree congruent to — 1 (mod m) or 0 (mod p)
in T~l.

While neither Proposition 7.20 nor Proposition 7.36 follows directly from
the other, their proofs are very similar, and we will prove them simultaneously.
Essentially, the proof of Proposition 7.20 is an easier version of the proof of
Proposition 7.36.

9.1. Preliminaries. We start by defining the ch (think "crit-hub") "valuation," which
is not actually a valuation, but has many similar properties.

Definition 9.1. For a power series

Ni+un-1 — 1 00

F= E + E PSc"T^ e *{^b} K,
9=0 q-N\+un^i

we write i>ch(E) min(/ v(cq). We define v'ch(F) in the same way, except we only
take the minimum over q that are congruent either to — 1 (mod m) or 0 (mod p).
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Definition 9.2.

(i) Anelement / e ^ } <8> ä K is caMed hub-negligible if, forall r e [0, /"hub] H

Q, we have vr(f) > p/(p — 1) — nnr. If / ®rK, then making a

hub-negligible adjustment to f means replacing it with some /' R { 7//} 0r
K where f' — f is hub-negligible.

(ii) An element / £ R{Tj^} 0« K is called crit-negligible if, for all r £

[rhub. rcnt]nQ, we have ty (/) > (Ni +M«-i)(rcri,-r). If/ R{T^}<SirK,
then making a crit-negligible adjustment to / means replacing it with some

/' R{} <S>r K where f — f is crit-negligible.

Lemma 9.3.

(i) Let
OO

i=0

Ifvo(ci > /?/(p—\) fori < u „ andVch(f) > 0, then f is hub-negligible.

(ii) Let
OQ

/ Ec'rcri! *{7^}®* K.
i =0

If v0(ciT~lt) > p/(p - I) for i < Ni + u„-1 and iycrit(/) > 0, then f is

crit-negligible.

Proof. It suffices to check each monomial in /. In case (i), if i < un, the definition
of hub-negligibility yields ty (a rh~£) > p/(p—\) — ir, proving the lemma for these

terms. When i > un. the fact that vch(oZ/tJ > 0 implies that vrhub(c,-7^)
v(ci) > s. Now, s p/(p - 1) - unrhub. Thus, for r < rhub,

vr (et Th~b) > s + i (rhub -r)> s + u„(rhub - r) p/(p - 1) - unr.

In case (ii), if i < N\ + un-i, then

ur(c,'T~|) > p/(p — l) — ir > p/(p-\)-(Ni +u„-i)r > (Ni + w„-i)(rcrit-r),

because Ni + u„~\ < pun-\ This proves the lemma for these terms. If i >
Ni + un-1, then

vr(ciT~^) > i(rcrit - r) > (Nx + w„-i)(rcrit - r),

and we are done.

Remark 9.4. Lemma 9.3 shows that if / £ {7//^} <S>r K and vcb{f) > 0, then

removing the terms of / of degree at least un in T~l is a hub-negligible adjustment.
Likewise, if f e R{T~x} <g)r K and iycrit(/) > 0, then removing the terms of / of
degree at least N\ + u„-\ in T~x is a crit-negligible adjustment.
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Lemma 9.5. Suppose f\ and f2 are in R{ 7j,~b} 0 r K.

(i) We have uch(/i + f2) > min(j;ch(/1). vch(f2)), with equality if uch(/i) j=-

vcb{f2), and the same holds for
(ii) We have uch(/i/2) > uch(/i) + vch(f2).

Proof Part (i) is obvious, and reduces part (ii) to the case of monomials. The only
non-obvious case is if f\ aTf^ and f2 cpsT^, where b < N\ + un-\
and b + d > N\ + w„_i. Then uCh(/i) v(a) and vcb(f\f2) v(a) + v(c) +
b(rcril — rhub). If d > N\ + un-1, then uch(/2) v(c), which proves part (ii) since

tcrit > rhub- If d < Ni + un-i, then uch(/2) v(c) + s - d(rcrit - rhub). So

Vch(fi h) ~ Vch(fi) - vCh(f2) {b + d)(rciil - rhub) - s. This is nonnegative, since
b + d > N\ + u„-\. This proves part (ii).

Corollary 9.6. If f\ and f2 are in R{7]^} <S>r K with uCh(/i) and vcb(/2) > 0,

then uch(/i/2 - 1) > min(uch(/i - 1), uch(/2 - 1)).

Proof Since fxf2 - 1 (f\ - 1 )(/2 - 1) + (/i - 1) + (f2 - 1), the corollary
follows from Lemma 9.5.

Remark 9.7. Of course, since urcrit is a valuation, Lemma 9.5 and Corollary 9.6 are

also true when applied to R{T^} ®r K, with tvcrlt and u^rit replacing uch and v'ch,

respectively.

Lemma 9.8. If f e R{T^} K, then vcb(f > max(urcrit(/), urhub(/) - s),
and the same is true when i;ch, tvcriI, and urhub are replaced by v'ch, v'r^, and u^hub,

respectively. Furthermore, urhub (/) > «ch(/) and v'rhJf) > v'ch(f).

Proof It suffices to prove the statements for uch applied to monomials / T~'h.
Then vrhub(f) 0 and ivcrit(/) i(rbub - rcrit). If i > Nx + u„-U then

fch(/) ~s< which is greater than i(rhub — 'cut) and nonpositive. If i < N\+ un-\.
thenuch(/) i (rbub—^crit)> which is greater than or equal to —s and nonpositive.

Lemma 9.9.

(i) Let /, g e R {7j } 0 r K such that f is hub-negligible and vcb(g) > 0. Then

fg is hub-negligible.

(ii) Let f. g e R {T~^ }<2)rK such that f is crit-negligible and vrctit(g) > 0. Then

fg is crit-negligible.

Proof. For part (i), since uCh(g) > 0, we have vr(g) > 0 for all r < rhub- Thus

vr(fg) Vr(f) + Vr(g) > Vr(f) > p/{p ~ 1 - U„r.

Part (ii) is similar and just as easy. C
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Lemma 9.10. If f — 1 + h e 1 + (g>R K with vch(h) ß > 0, then

Vchif'1 - 1) ß-

Proof We have f~x — 1 1/(1+/?) — 1 —h + h2 — h3 + •••. Now the result
follows from Lemma 9.5.

Lemma 9.11. Assume that N\ (p — \)un-\ — m, so that /*hUb > 0. Let

L(A?i+U„_i-l)/pJ L("n-i)//>J

/ := 1 + £ biTf/ + Y, PSb'T^'-
1=1 l l(Ni+un-i)/p]

with all bi G m. Let

L(A?i +u„_i-i)//>J
H := 1 + J] b\'pT^ + Y (P'bi)llpTfui

1 1 l f(N]+un-i)/p]

for any choice of pth roots of the coefficients. Then each term Cj T~l in I — Hp for
i > 1 satisfies

vCh(ciT~') > 0i + Vch^\

where

j _
\P-y-{-jpzr — îrcnt). i < Ni + un-1,

— "'hub — s). i>N\+un-i.p \P-
The same holds when, instead of taking I — Hp, we expand out I/Hp — 1 as a

power series in T~l.

Proof The terms in Hp — I are the cross-terms in Hp. We consider the two
cases separately. Note that the multinomial coefficient in any cross-term of Hp has

valuation at least 1.

Suppose i < N\ + un—\. Then we must show that

Vrait(ciT~l) > 1 + vch(I)/p - i/pun-i.

Each term in H can be written either as b^pT~l or as b]^p ps/p p~,(-rciit~rhub^T~Jt-

Note that v(bj > uch(/)/p. If no terms of the second form factor into the given
CiT~l, then the result is obvious. If at least one such term factors in, then

T—i\ ^ uch(f) S

Vr,Jc,T ') > 1 + + i (rcrit - rhub).
P P

Since 5 (N\ + ??«-i)(rcrit — ?"hub)> it suffices to show that

((All + lin-l)/p - 00"crit - ''hub) > i/pttn—i.
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Substituting in rcrit \/{p — l)w«-i andrhub m /Nzip — T)un-\, and multiplying
both sides by —pun-\, we are reduced to showing that

,/ »!-« \

Since N2 < mp, the right hand side is at most i — (N1 + un-\)/p (if it is positive),
from which the result follows.

Now suppose i > N\ + un-i- The we must show that

vrhub(ciT~') > 1 + Voh(I)/p - -(""hub + s) + 5.

At least one term of the form bj ps^pT^j0 factors into and all terms factoring
in have nonnegative valuation at rhub. So vrhub(ciT~l) > 1 + uch(/)/p + s/p. The
desired inequality follows immediately.

To prove the statement for I/Hp — 1, note that I/Hp - 1 (/ — HP)H~P.
By Lemma 9.10, we have vCh (H~p) — 0. Write (I/Hp — 1) diT~l. By
Lemma 9.5,

vMT~l) > min uCh(c,-T~J) > min 9, +
Vch^^

— Qt +
j<i J<i p p

Remark 9.12. If we take Ö, to be any number less than 1, then Lemma 9.11 also

holds for / e 1 + T~£] and urcrlt replacing uCh. In particular, if we assume I
has degree less than N\ + un-1 in T~], then we may define 0, (for i < N\ + un-\)
as in Lemma 9.11.

9.2. The underlying Hensel's lemma calculation. For each of Propositions 7.20
and 7.36, we get most of the way to a proof via an application of Hensel's lemma.
For Proposition 7.20, the necessary result is as follows.

Lemma 9.13 (cf. [24, Lemma 7.4(i)]). Let G e ^Crit,g> arid let J 6 1 + 7)."^m{T~^ }.
There exists a unique G' e and a unique polynomial I 1 + T~£m[rcrif ] of
degree < N\ + un-\ in T~^ such that

(mod Tc-(iVl+""-l)).

If J 1 (mod pß ,T~i[Nl+u"~i))for ß e Q>0, then vrcrit(G'/G - 1) > ß and

vrcJI ~ 1) > ß.

Proof By assumption we have

N\lm m

j=1 1=1

where xj e R is a lift of xj, where the Xj are a solution to (7.7) corresponding to g.
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We set
Ni/m m

g'= n Jj^xj+ej*
j= 1 =1

and where the are for the moment considered as indeterminates. We also set

L(JV] +u„-i-i)/pj
/:=1+ X!

/=l
for another system of indeterminates bi. Write

/-/ °°

-/ i + £c9r-f,
9=1

where c9 is a formal power series in (j,bi). One computes, using Vi(t£)
(Lemma 6.12), that

dci
I _ „ Vy-(9+l)f„ <7-1

3e.lo=fe/=° JjJ l=i
(9.1)

dc<?.
_ \L q pi,

db,
UJ=b'=0 ~ j0i 0 ^ pi

In particular, when q — 1 (mod m), we have

9^9
I q — 1

g77k=*,=o majx)

and otherwise dcq/dej — 0. The congruence

§-/=/ (mod rc;it(JVl+""-l)) (9.2)

corresponds to a system of equations in the indeterminates (j,b/), one equation for
each cqT~£ for q —1 (mod m) or q 0 (mod p), with 1 < q < Ni + un-\.
The Jacobian matrix Mcrit of this system of equations is invertible over R if and only
if its reduction is invertible over k. From (9.1) it is easy to see that this is true iff the

matrix from (7.11) is invertible (One obtains the matrix in (7.11) from the Jacobian

matrix by eliminating all of the columns corresponding to the b;, which are standard
basis vectors, along with the rows corresponding to equations for which p\q). The
matrix from (7.11) is invertible because we are assuming that g realizes the isolated
differential data criterion for (p,m,un-\,N\). By Hensel's lemma, we conclude
that (9.2) has a (unique) solution with j ,bi em, proving the first statement of the
lemma. In fact, by the effective Hensel's Lemma, the second statement holds as

well.
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The analogous result toward Proposition 7.36 is the following:

Lemma 9.14. Suppose un > pun-\. Let Gcrit e 7?Cnt,g> and GhUb £ ^hub,a, and let

JV|+w,j-i-l oo

J 1 + £ C«TcrZ + E P'C*Ttob
9=1 <7=JVi+w„_i

vv/r/? a// m ant/ lim^oo 0. There exists a unique G'CTit e $Crit,g> a unique
^hub G ^hub,a and a unique polynomial

L(lVi+W„_i-l)/pJ L("«-i)/pJ
/ := + E ^rc7if' + E

/ 1 / r(Al+»n-l)/pl

such that

J (mod T~l"). (9.3)
^crit^hub

Iffor some ß Q>o, we have v(cq) > ß for all q < un, then

Wcrit(^cnt/Gcrit — 1) > ß, vch(I — l)>ß, and vrhub(G'hub/Ghub - \) > s + ß.

Proof As in Lemma 9.13, we have

N\/m m

Gen. n
7=1 f=i

Furthermore, by Definition 7.29, we have

m-1 / y-JV2/m-l f-jlj-j f-e
„ FT / 1 ï ^7 1 hub \-n( P (l-a^7^)^/«-ij

with yy e /? (divide the numerator and denominator in (7.17) by Tbubm~x). Here,

we are thinking of as an integer given by taking some arbitrary lift of Çm

to Z.
We look for potential solutions for G'CIit and Gbub in the forms

Ni/m m

Ccrit fl n^- x'j I— Xj — ej (9.4)
7=1 I=i

and

m_1 / y^ty2/m—1 VI y-jt-p-j xf-(
' JF=W+ry. (9-5)

where the and yy are considered as indeterminates.
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Write
v-i I N\-\rUn — J 1 oo

-isya, 1+ £ c,T-tf+ X AC. (9-6)
Ohub<-rcrit „« 1 q=N\+un-\

where cq is a formal power series in (e7, yj,bi). By (9.6), the congruence (9.3)

expresses the cq relevant to ='-congruence for q < un in terms of formal power
series in the indeterminates (j,yj,bi). We take M to be the Jacobian of this

system of equations at 0. More specifically, let M be the Jacobian matrix (at e,

Yj bi — 0 for all j, I) of the following outputs and inputs: For the outputs, we
take the variables cq for q < un, where either q — 1 (mod m) or p\q. For the

input variables, we take the e7, the bi for pi < N\ + un-\, the yj, and the bi
for pi > N\ + iin-i-, in that order. The matrix M will be shown to be invertible
over R in Proposition 9.16. We conclude by Hensel's lemma that (9.3) has a (unique)
solution with j, Yj,bi e m. In fact, by the effective Hensel's Lemma, (e7), v(yj),
and v(bi) are all at least as large as m\nq<Un v(cq). Given the forms in (9.4) and (9.5),
this proves the lemma.

Remark 9.15. The reason we rescale some of the cq and the bi by ps is to force M
to be invertible. Our scaling of the cq motivates the definition of uch in §9.1.

The rest of this section is dedicated to proving that the matrix M in the proof of
Lemma 9.14 has entries in R and is invertible over R.

Let us calculate the entries of M, using the notation of the proof of Lemma 9.14.
To do this, we calculate the partial derivatives of the cq with respect to the e7, yj,
and bi at the point j yj bi — 0 (all partials calculated below are evaluated
at this point, and we suppress the point in the notation). For q — 1 (mod m), as

in (9.1), we have

3cq ynajx'j q < N\ +un-\.
dej ImajX?

1 p^"' ' rhub^ L q > N\ + un~\.
(9.7)

Also, we have

(9.8)
dcq _ j 1, q pl
dbi jo, q ^ pl.

To calculate dcq/dyj, first set Ghub,o and G(ub 0 equal to the £ 0 factors of GhUb

and Gj'lub, respectively. Then

r' \r^N2/m~\ ,T~j
hub.O _ j s t—'j 1 hub

Ghub.o (1 - crr-h1)^-! + pSC(Thub)
"

When this is expanded out as a power series in T"h~b, the coefficient of rh~b is

\ 7 1 \
where 0(ps) represents terms with valuation at least s.
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A computation now yields that

dcg

dyj

ps-(rcn,-rhuh)q £«-1 ^-(q+X)l^-j+N^rn-2) +
q < Ni + un-1,

E?."o + 0(rt), !i». + »«-!•
(9.9)

In particular, when <7 — 1 (mod m), we have

dcg

dyj

mps-(rciit-rhab)q ^aq-j («l-j+Ni/m-2^ + Q{pS)^ ^ q < ^ +^ >

(?"S-r2) + > A^l + Wn-1-
(9.10)

It is clear from the above formulas that the entries of M lie in R. Write

M
< Mi M2^
v M3 M4y

(9.11)

as a block matrix, with the columns of M\ corresponding to the variables xj and bi
for pi < N\ + u„-\, and the rows of M\ corresponding to the cq for q < Ni + w„_i.
Then one checks that M\ is a square matrix of size N\/m + [(At + w„_i — 1 )/p\
(cf. Remark 7.10), and M4 is square as well as will be seen in the proof of
Proposition 9.16 below. In particular, M is a square matrix.

Proposition 9.16. The matrix M is invertible over R.

Mi
of M has nonzero

Mi
Proof. It suffices to show that the reduction M — I——

y M3 M\
determinant. From (9.9), the valuation of dcq/hyj for q < N\ + un~ 1 is at least

^ - (Adt - rhub)q, which is (rcrit - rhub)(Ai + un-X - q) > 0. Also, 3cq/dbi
for pi > N\ + un-\ and q < N\ + un-i is 0 by (9.8). Thus M2 0. So M is

block lower triangular, and det(M) de^A/)) det(M4). But Mi is just the Jacobian

matrix for the system in (9.2), where it was shown that M1 is invertible over R. Thus

det(Mi) 7^ 0. So we are reduced to showing that M4 is invertible.
Each column of M\ corresponding to a variable b/ has a 1 in the row corresponding

to q pi and a 0 in each other position. Eliminating these columns and the rows
where l's appear, we are left with an {N^/m — 1) x (N2/m — 1) matrix M'A. The

entries of M{ are the reductions of dcq/dyj, where 1 < j < N2 — 1, and q ranges
from N1 + t/„_i to un — 1 over those numbers congruent to —1 (mod m) and not
divisible by p. By (9.10), after multiplying rows and columns by units, the entry
of M[ corresponding to (q, j is bought of as an element of c k.
We will view the binomial coefficients as integers, and show that the determinant is

not divisible by p.
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We will modify M'A, without changing its determinant. For the first modification,
moving from left to right, we subtract the j 2 column from the j 1 column.
Then we subtract the j 3 column from the j 2 column. We continue until we
subtract the j Nj/m — 1 column from the j A^/m — 2 column. This gives
a matrix whose entry in the (q. j) slot is except in the last column.

where the entries are For the second modification, we repeat this

process once more, except that we stop after subtracting the j N2/m — 2 column
from the j N2/m — 3 column. For the third modification, we repeat again,
stopping after subtracting the j A2/m — 3 column from the j — /V2/m — A

column. We continue repeating until the (A2/m — 2)nd modification, which consists

only of subtracting the j — 2 column from the j — 1 column. All in all, the j th
column gets modified N2/m — j — 1 times. This leaves us with a matrix whose entry
in the (q, y)-slot is (ylj). We apply the formula given on 115, p. 308] (the "alternate
expression" when b 0) to get that the determinant of this matrix is

Y\l<i<j<N2/m-l(bi —bj)
1 !2! • • • (N2/m — 1)!

'

where the è, are the values of q corresponding to our cq.
It suffices to check that the numerator in (9.12) is not divisible by p (in any case,

the denominator is not divisible by p because N2 < mp by Assumption 7.25). The

expression b\ — bj can only take on values m, 2m,..., N2 — m, as (un —m) — (N1 +
w„_i) N2 — m, and un — m and N1 + w„_ 1 are the least and greatest values of q,
respectively. By Assumption 7.25, we have N2 < mp, so the expression è,- — bj is

never divisible by p. We are done.

9.3. Completion of the proofs. The main task in completing the proofs is to turn
the I that occurs in Lemmas 9.13 and 9.14, and that is very close to a /?th power,
into an actual pth power. This will be done through a series of results. In each

case, we will state and prove the result relevant to Lemma 9.14. Then we will
state the analogous result relevant to Lemma 9.13, and mention which modifications
are necessary for the proof to carry through. As a matter of fact, there are more

straightforward proofs of most of the "Lemma 9.13 versions," but since we must
write the more complicated versions anyway, we omit the simpler versions to save

space.

Lemma 9.17. Suppose un > pun~\. Let Gcrit. G hub e ^hub,« respectively.
Let Je 1 4- r-1m{r-1} such that vCh(/ — 1) > 0. Let 0,- be as in Lemma 9.11.

After a possible finite extension of K and hub-negligible adjustment to J, there exist
G'criv G^ub e SCn\,g ' '^hub,a respectively, and a polynomial He 1 + r-1m[T-1] such

that if
J 00

(^crit ^hub / Gcrit G^f) H P
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then for 0 < i < un, there exists e > 0 such that

(min (wch(/ - 1) + v'ch(J - 1), (9, + e + Vth(p~1)),

uch(CiT~l) > < p\i or i —1 (mod m),

jmin ^uch(7 — 1), 0,- + + "ctl^ otherwise.

Ifv'ch(J — 1) > ß for some 0 < ß < p/(p — 1), then we can choose G'criv Gbub,

and H above such that vra.fG'cxJGcrit - 1) > ß, that vrhub(G'bub/Ghub - 1 >s + ß,
and that vch(Hp - 1) > min(/l, (p - l)rhub/p).

Proof Let GVt, G;ub, and

L(ATi — 1)//>J L("n-l)/pJ
/ := 1 + £ btT'f1 + J2 PSb<T*ub'.

1 1 l=[(N\+u„—\)/p]

be the unique solution guaranteed by Lemma 9.14. So (G'cxilGhub/GcritGhub)7 J
(mod T~l"). Set

l(N\+Un-\-l)/p\ \.{un-l)/p\
H:= 1 + J] b]lpT~i + £ (psb,)llpTbul

1 1 l=\(N\+un—p)/p~\

for any choice of /rth roots. Let L (GcA/Gcrit Ghub) 7 Then

(G'critGU/GCTitGhüb)HP (l) (ff?)

Now, Lemma 9.14 gives us that vcb(I — 1) > Ugh(/ — 1). Lemma 9.11 shows that, if

j un~ 1

T".
i l

then for all 0 < i < u„

vMT-') > 6i + v'ch(J - \)/p. (9.13)

Additionally, Lemma 9.14, combined with Corollary 9.6 and Lemma 9.8, gives us that

Uch(L — 1) > u^h(-7 i) > 0. Now,y/L-l (J-L)/L {J-L)(l + (L-l))"1
and vcb(J — L) uCh(/ — 1 — (L — 1)) > uCh(/ — 1) by Lemma 9.5(i). Using
Lemmas 9.10 and 9.5(ii), we have

Uch^-l) >uch(7-l). (9.14)
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On the other hand, by construction, J — L has no T~' term if i — 1 (mod m)
or p\i and i < u„. Expanding L 1 + (L — 1) out as a power series, and again

using Lemma 9.5, this implies

(r - 0 > vch(J -L) + Uch(L - 1) > vch(J - 1) + v'h(J - 1). (9.15)

Now, we note that 0; is a decreasing function of i. Letting c; be as in the lemma, and

using (9.13), this has the consequence that, for i < w„,

min (f ~ 1), Oi + g + l^Jp 1}). p\ioxi -\ (mod m),

«ch(ciT~l) >

min ^uch (j — l), 9i + + "th^ otherwise.

(9.16)
for some e > 0.

Combining (9.14), (9.15), and (9.16) proves the first part of the lemma. The
last statement about G'crit and Gbub follows easily from Lemma 9.14. Lemma 9.14
also shows that uch(/ — 1) > ß. Since 0,- is nonincreasing in i, and Hp and I
have degree less than u„ in T~l, Lemma 9.11 (along with Lemma 9.5(i)) shows that

vch(Hp — 1) > min(y0, 6Un-\). One calculates that 0M„-i (p — l)rhUb/P, and this
completes the proof.

Lemma 9.18. Let Gcrit e HCni,g- Let J e 1 + T~*m{T~^}. Let 0,- be as in
Remark 9.12. After a possible finite extension of K and crit-negligible adjustment
to J, there exist G'ctit e ~&cni,g and a polynomial He 1 + r_1m[r_1] such that if

J °°

Trr' Tc VHP
~ ^ ^ c' ^ '

\Gclit/Gclit)H P
f 1

then for 0 < i < N\ + un+\, there exists e > 0 such that

min (vrcJJ ~ 1) + v'rcJJ - 1), 0,- + e + %rllpJ °),
UrCn,(ciT~l) > p\i ori -1 (mod m).

min (gcJJ - 1). 0i + e + Vrrf °), otherwise.

Ifv'r (J — 1) > ß for some 0 < ß < p/(p — \), then we can choose G'cril and H
above such that

VrcAG'cJGcnt ~»>ß,
and that

vraU(HP - ^ mm(ß. (p - 1 )rciit/p).
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Proof. The proof is the same as that of Lemma 9.17, replacing Lemma 9.14 by
Lemma 9.13, Lemma 9.11 by Remark 9.12, Lemma 9.5 and Corollary 9.6 by
Remark 9.7, uch and v'ch by uycrit and v'r "hub-negligible" by "crit-negligible,"
omitting the second summations in I and H, replacing all w„'s by Ni + t/„_i's, and

omitting all mentions of GhUb and Gbub.

Lemma 9.19. Let 0 < a < p/(p — 1). Let Gcrit. GhUb £ Gcrit,g, ^hub,«» respectively.
Let J e 1 + T ~1 m {T ~ } such that uch J — 1) > 0. After a possible finite extension

of K and hub-negligible adjustment to ./, there exist Gjrit, Gbub e écrit,# • ^hub.a

respectively, and a polynomial He 1 + T~l mfT-1], such that

vch {(G'CTitGUGcrnGhab)HP ~ 0 - CT-

We can choose G'criv G'hub, and H above such that

Uch((G;itG;ub/GcritGhub)//' - 1) > min (v'ch(J - 1). (p - 1 )rhub/p).

Proof. We will build G'cril, Gbub, and H through successive approximation. Let 0,- be

as in Lemma9.11, and let rç, (p/(p— 1))0;. We make the following observations.

First, 6Un riun 0. Second, the tj, form a decreasing sequence. Third,
if uCh(CiT~l) > t)i for some c,- e K, then vo(ciT~l) u(c,) > p/(p — 1).

Fourth, if x > tit, then 0, + x/p > rji.
By the first observation above, we know that v'ch(J — 1) > rjj for some

0 < j < un. Let Gcrit>l, GhUb,i, and Hi be the G'cflV Gbub, and H guaranteed
by Lemma 9.17 (after making a hub-negligible adjustment to J), and set J\ :=
(GLtilG£ubjl/GcritGhub)#f • It follows from Lemma 9.17, Corollary 9.6, and

Lemma 9.8 that uCh(7i — 1) > 0. Thus uch(Ti) 0. Also, fchC-^i-1) 0 as

a consequnce of Lemma 9.10, so uch(///i — 1) uch((/ — > 0 by
Lemma 9.5(ii). Write J/J\ 1 + diT~'. For i > j and either p\i
or i —1 (mod m), Lemma 9.17 and the second, third, and fourth observations
above show that vo(diT~') > p/{p — \ For i < j, there exists e > 0 such that

(min (uch(/ - 1) + v'ch(J - 1), 0,- + e + "ch(^~~1)),

uCh(d{T~l) > < p\i or i —1 (mod in),
j min ^uch(/ — 1), 0; + e + otherwise.

If ^t := IZiel diT ' where I ç [j.oo) consists of those integers congruent
to 0 (mod p) or —1 (mod m), or greater than or equal to un, then A\ is hub-

negligible by Lemma 9.3(i) and Remark 9.4. Since uCh(/i) 0, Lemma 9.9(i)
shows that J\A\ is hub-negligible. So we may (and do) replace J with J — J\A\,
and we assume that di — 0 for i el.
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Since the 9j form a decreasing sequence, we have

v'ch - 1 j > min fuch(7 - 1) + v'ch(J - 1), 0y_i + e + ^

and

uch - 1^ > min ^uCh(7 - 1). #»„-i + e + ~^ •

For I > 1, define GL(/, G'hubl, and Hi inductively as the G'ctiv Gbub, and H
guaranteed by Lemma 9.17 with J/Ji-\ in place of 7 and Gcrit,/-i and Ghub,/-i
in place of Gcrit and Ghub (note that, since uCh(7/-i) 0 for the same reason that

i'ch(Ji) 0, Lemma 9.3(i) shows that the hub-negligible adjustment to J/Ji-i
required for Lemma 9.17 can be achieved by making a hub-negligible adjustment
to 7). Define

G' -, ;G'
j,= ;'"V (H,-H,)'

^crit^hub

so that
J_ J/Ji-i
Ji (GUiGLj/GUt-iGL^Hr

At each stage, we replace 7 with J — J[A[, where Ai is the part of J/7/ consisting of
terms of degree i in J-1, where j < i <un — \ and either p\i or i —1 (mod m).
As before, this is a hub-negligible adjustment. By Lemma 9.17, there exists e > 0

such that

(t" " ~ min Hl~ ') + "°h (T7 ~ '

P

and

"th {j, ~ ') -min ("a (ih ~ ') +f+•
Since rjj-\ (p/(p — l))0y_i, there exists some /y—i for which

Vj-1-
Replacing y by j — 1, we can repeat the entire process again. Induction now

shows that, after further hub-negligible adjustments to J, we get down to the case

y' l. That is, there exists l\ such that r/h(7/7/, — 1) > r)\. Replacing 7 with
7 — 7/j A/j as above, we obtain that v'ch(J/ Jix — 1) oo. In particular, setting G'cri(

and G'hub equal to G^ and Gbub/] respectively, and setting H (Hx •••///,),
gives the desired solution.
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To prove the last statement, note that Lemma 9.17 shows that all Hi satisfy
Vch(Hi - 1) > min(^h(7 - 1), (p - l)rbub/p). By Corollary 9.6, vcb(H - 1) has

the same property. Lemma 9.17 and Lemma 9.8 imply that vcb(G'crit/Gcri, — 1) and

vch(Gbub/Ghub) also have this property. Combining all this with Corollary 9.6 proves
the last statement of the lemma.

Lemma9.20. LetO <o < p/(p — \). Let GCT it e Gcrit,g. Let J e 1 + T,c~t1tn{Tc~t1}.

After a possible finite extension of K and crit-negligible adjustment to J, there exist

GL, e écrit,g and a polynomial He 1 + T^/mlT^1], such that

lVcrit ((Gérit/GCTit)HP ~ 0 ~ a'

We can choose G'.rit and H above such that vrcAt((G'ctiJGcvf)Hp — 1) >
min(u;crlt(7 - 1 ),(/>- l)rcrit/p).

Proof. The proof is the same as that of Lemma 9.19, replacing Lemma 9.17

by Lemma 9.18, Lemma 9.11 by Remark 9.12, Corollary 9.6 by Remark 9.7,
Lemma 9.3(i) by Lemma 9.3(ii), Lemma 9.9(i) by Lemma 9.9(ii), uch and Wch by Tori,
and uj.crit, "hub-negligible" by "crit-negligible," un by N\ + un-i, and omitting all

mentions of Ghub and Gbub.

Lemma 9.21. Let 0 < a < p/(p—1). Let J e l + T~lm{T~1}with vcb(J — 1) > 0.

After a possiblefinite extension of K and hub-negligible adjustment to J, there exists

J' e 1 + r_1m| T~l} fl IK such J' J, and J' has rbub-discrepancy valuation at
least ct. Furthermore, vcb(J' — 1) > 0.

Proof. Suppose the rhub-discrepancy valuation of J is at least op > 0. By
Lemma 9.19, after making a hub-negligible adjustment to J, there exist Gcrit, Gjrit,
Ghub, Gbub, and H (as in that lemma) such that

V'cb ((GCtGbub/GcritGhub)77f 01 >ct. (9.17)

For shorthand, write G' G^ritGbub and G GcritGhub- Also, by Lemma 9.19,

«ch ~ 1 - ß := min (vch(J ~ (P ~ IKub/p)- (9-18)

Equations (9.17) and (9.18) also hold with vrhub and in place of uch and v'ch by
Lemma 9.8.

By Corollary 6.16, since (G'/G)HP has infinite /"hub-discrepancy valuation, we
have vrhab(J/(G'/G)HP — 1) > min(cr, op). Thus

v'r (J ——— v' ((-—-— 1^ —-Hp\ > min(a, ao + ß).
• G J rhub \\(G'/G)Hp J G '~

(9.19)
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Now, replace all terms of J of degree not congruent to —1 (mod m) or 0 (mod p)
in T'1 with the corresponding terms of (G'/G)Hp. Since Â\((G'/G)HP) is

i/r-equivariant, (9.19) shows that our new J has rhUb-discrepancy valuation at least

min(o\ cto + ß) and lies in K. By (9.18), we still have uch(/ — Repeating
this process, we eventually obtain J with rhub-discrepancy valuation at least ct. This
is the J' we seek.

Lemma 9.22. Let 0 < a < p/(p - 1). Let J 6 1 + T~^m{T^}. After a

possible finite extension of K and crit-negligible adjustment to J, there exists
y' e 1 + r-1m{r-1} n K such J' =' J, and J' has r^-discrepancy valuation
at least a. Furthermore, iycnt (•/'- 1) > 0.

Proof The proof is the same as that of Lemma 9.21, replacing Lemma 9.19 by
Lemma 9.20, vch, urhub, v(h, and by vfcrit, urcrit, v'raft, and v'w respectively, "hub-
negligible" by "crit-negligible," and omitting all mentions of GhUb and Gbub.

We recall the main proposition to be proved:

Proposition 9.23 (Proposition 7.36). Suppose Ni — (p — l)u„_i — m (this is
consistent with Assumption 7.25). Let Gcrjt, GhUb £ 6/crjt;S-. f/hub,a> respectively. Let

r 6 [0, rhub) H Q, and let f t1~mk[t~m] have degree less than un in t~l, which we

regard as the reduction ofTr in Kr (§6.1). Assume f has no terms ofdegree divisible
by p. Let ß p/(p — 1) — unr. After a possible finite extension of K, there exist
G(riti Gbub e Dent,g ^hub,a respectively, and F e K with vr(F) 0 and [F]r f
such that

f iGcri'Ghub
1 - pßF (mod (Kx)^).

^crit^hub

Proof. We first remark that if A e K such that vr(A 0, then [pß A]r is unaffected

by hub-negligible adjustments to A. Essentially, this is the reason for defining hub-

negligible as we do.

Let F' be a polynomial in T~l of the same degree as / such that vr(F') 0,
that [F']r f, and that F' has no terms of degree divisible by p. Now,

«eh(Pß F') > min (ß - deg(/)(rhub -r)-s, ß - (Ni + un-i)(rcrit - r)).

Since deg(/) < un and r > 0, one calculates that uCh(pß F') is positive.
Choose a such that ß — (rhub — r) < o < p/(p — 1). By Lemma 9.21, after

making an adjustment to F' resulting in a hub-negligible adjustment to pß F', there
exists F" e p~ßT~lm{T~1} such that pß F" — pß F', that 1 - pß F" has rhub-

discrepancy valuation at least ct, and that vch( 1 — pß F") > 0.

Now, since 1 —pß F" has rhub-discrepancy valuation at least ct, it has r-discrepancy
valuation at least ct + (r — rhUb) > ß- By Lemma 6.15 (noting that [pß F']r, and

thus [pßF"]r, has no terms of degree divisible by p), we have that [pß F"]r contains
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only terms of degree congruent to —1 (mod m) in t~l. Since the same is true by
construction for [p^ F']r, we have [F"]r [p& F"]r [p^ F']r f.

Furthermore, Lemma 9.19 yields GFt,Gbub 6 ~8Cni,g, ^hub,a. respectively, and

H e 1 + r_1m[r_1] such that after making an adjustment to F" resulting in
a hub-negligible adjustment to p& F" (which does not change [p& F"]r / or
vr(pßF") ß), we obtain

"ch ((GçritGbub/GcritGhub)7/^ " l) ~ ^ (9"20)

By Lemma 9.8, (9.20) also holds when is replaced by Since the fraction
in (9.20) has /hub-discrepancy valuation > a, Corollary 6.16 shows that u£huh can

even be replaced by urhub in (9.20). We conclude that

Whub (^hHP-V-pßF"))>o.
\ VTcritWhub /

In particular,

Vr (^rit^hub HP - (1 - /F")) > a + (rhub -r)>ß. (9.21
V WcritWhub J

Finally, let F be such that (GF,Gbub/GCntGhub)Hp 1 -pß F. Since [F"]r f,
we need only show that vr(F) 0 and [F]r [F"]r. This follows from (9.21) and
the fact that vr (pß F") ß.

Remark 9.24. Being able to replace by vrilllb in (9.20) in order to clear
denominators is the essential reason why we need the concept of discrepancy
valuation.

Proposition 7.20, which we recall below, now follows easily.

Proposition 9.25 (Proposition 7.20). Let G e ^Crit,g. let r e [rhub. Frit) Fl Q, and let

f e t1~mk[t~m] be a polynomial of degree less than N\ + un-\ in t~l, which we

regard as the reduction of Tr in Kr (§6.1). Assume f has no terms ofdegree divisible
by p. Let ß (Vi + i<n-i )(Frit — r). After a possible finite extension of K, there

exist G' FCrit,i' and Fe K with vr(F) — 0 and [F]r f such that

c>
— 1 -pßF (mod (Kx)p).
G

Proof. The proof is the same as that of Proposition 9.23, replacing Lemma 9.21

by Lemma 9.22, Lemma 9.19 by Lemma 9.20, uch, ivhub, uch' anc^ vrhub by Wcri,.

tycrlt, v'r, and v'rcrjt, respectively, "hub-negligible" by "crit-negligible," choosing
ß ~ (Frit - r) < a < p/(p - 1), and omitting all mentions of Ghub and Gbub.
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