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The Yang—Mills «-flow in vector bundles over four manifolds
and its applications

Min-Chun Hong, Gang Tian and Hao Yin

Abstract. In this paper we introduce an a-flow for the Yang—Mills functional in vector bundles
over four dimensional Riemannian manifolds, and establish global existence of a unique smooth
solution to the a-flow with smooth initial value. We prove that the limit of the solutions of the
a-flow as @ — 1 is a weak solution to the Yang-Mills flow. By an application of the c-flow,
we then follow the idea of Sacks and Uhlenbeck [22] to prove some existence results for Yang—
Mills connections and improve the minimizing result of the Yang—Mills functional of Sedlacek
[26].

Mathematics Subject Classification (2010). 58E15.

Keywords. Yang-Mills flow, Sacks—Uhlenbeck functional.

1. Introduction

Suppose that M is a connected compact four dimensional Riemannian manifold and
E'is a vector bundle over M. For each connection D 4, the Yang-Mills functional is
defined by

YM(A: M) = f |Fal? dv.
M
where F4 is the curvature of D 4. In a local trivialization, we can express D 4 as
d + A, where A € I'(EndE @ T*M) is the connection matrix.
We say that a connection D 4 is a Yang—Mills connection if it is a critical point of
the Yang—Mills functional; i.e. D 4 satisfies the Yang—Mills equation

D%F4=0. (1.1)

Yang-Mills equations originated from the theory of classical fields in particle
Physics. It turns out that Yang—Mills theory has substantial applications in pure
mathematics, especially in dimension 4. In [3], Atiyah, Hitchin, Drinfel’d and
Manin established the fundamental existence result of instantons on §*. Uhlenbeck
[33, 34] established important analytic theorems for Yang-Mills connections on
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4-manifolds. Donaldson [7] successfully applied the Yang-Mills theory to four
dimensional geometric topology.

The Yang—Mills equation is a typical example of partial differential equations
involving gauge invariant of a group action. Besides its applications to geometry and
topology, the study of the existence of Yang—Mills connections is very interesting in
itself. Motivated by the seminal work of Eells—Sampson [10] on harmonic maps,
Atiyah and Bott [2] suggested to use the method of the Yang—Mills flow to establish
the existence of Yang—Mills connections. The Yang—Mills flow equation is

dD 4
—— =—-D%Fyu. 1.2
9 AT A (1.2)
with initial condition D 4(0) = Dy, where Dg 1s a given smooth connection on

E. In [8], Donaldson used the Yang—Mills flow to establish the important result
that an irreducible holomorphic vector bundle E over a compact Kéhler surface X
admits a unique Hermitian-Einstein connection if and only if it is stable. Without the
holomorphic structure of the bundle E, it is still open whether the Yang—Mills flow in
four dimensional manifolds develop a singularity in finite time. Struwe [30] proved
the existence of the weak solution to the Yang—Mills flow in vector bundles on four
manifolds, where the weak solution is regular away from finitely many singularities
in M x (0,00). Schlatter [24] gave the details for the blow-up analysis at each
singular point and the longtime behaviour of the Yang—Mills flow in dimension four.
If the Yang—Mills flow blows up at a finite time T > 0, the weak solution constructed
by Struwe [30] after the time 7 lies on the new vector bundle E. which might have
different second Chern number from the original bundle £.

The Yang—Mills functional in dimension four is conformally invariant, which is
similar to the conformal invariance of the Dirichlet energy of maps in dimension
two, so there are general expectations that those results, which hold for harmonic
maps from surfaces, should remain true in some sense for Yang—Mills connections
in dimension four, if the gauge invariance problem is treated properly. In their
celebrated paper [22], Sacks and Uhlenbeck proposed to study the perturbed energy
of amap u from M to N

E,(u) = f (1 + |dul*)%dv.
M

For o > 1, the functional E,(u) satisfies the Palais—Smale condition and therefore
it is not difficult to find critical points of E,. They then analyzed the limit of the
critical points when « goes to 1. In spite of the possible blow-up phenomena, several
interesting applications concerning the existence of harmonic maps were made. One
of the major goals of this paper is to develop a parallel theory for the Yang—Mills
functional in dimension four. Namely, we introduce the Yang—Mills «-functional

YMo) = [ (1 [Fa) o,
M
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The Euler—Lagrange equation for the functional Y My, is
B4 ((1 +|FA|2)°‘_'FA) — 0. (1.3)

A solution to the Yang—Mills «-equation (1.3) is called a Yang—Mills «-connection.
In order to show the existence of smooth «-connections, one maybe check the Palais—
Smale condition for ¥ M, and then prove the regularity of the weak solution of (1.3).
Instead, in this paper we introduce the Yang-Mills a-flow

94 w(d |Fa|l* A xFy)

A _D*Fi+@—1)
at A 1+ |Fql?

(1.4)

with initial condition A(0) = Ay. Then we apply the Yang—Mills «-flow to deform
any given connection to a smooth Yang—Mills «-connection. More precisely, we
prove

Theorem 1.1. For a given smooth connection Ay, there exists a unique global
smooth solution A4 (x, 1) to the evolution problem (1.4) in M x [0, 00) for o — 1
sufficiently small. Moreover, for any t; — 00, by passing to a subsequence, Ay (-, ;)
converges up to transformations to a limiting connection A% in C*(M) for any
k > 1, and the connection AS° is a smooth solution of (1.3).

Remark. Recently, L. Schabrun [23] proved that the solution of the Yang—Mills «-
flow converges to a unique limit AZO ast — oo.

To prove the global existence of the smooth solution of the Yang—Mills «-flow
is not easy since the Yang-Mills «-flow is not parabolic. For the local existence of
the flow, we modify an idea of Donaldson [8] to study a equivalent flow. The main
difficulty in proving the global existence is to establish the local solution of the flow
for a fixed time 1o depending on initial values (see Theorem 2.4). Due to the energy
inequality, the Yang—Mills energy of the solution to the a-flow does not concentrate
at any time 7 > O for each fixed « > 1. However, we cannot follow the same
proof of Struwe in [29] to control the norm H? of the curvature F since the extra
terms [, |[VF|*dv and [,, |F|* dv come out due to the complexity of the a-flow.
Instead, we work on the gauge-equivalent flow and prove that for any ¢ > 0, the
Yang-Mills a-flow has a smooth solution in M x [t t + o] for a fixed 1y > 0, which
depends on Y M, (A). so that we can extend the smooth solution to M x [0, 00) (see
Theorem 2.3).

Following an idea from [17], we apply the Yang-Mills «-flow to obtain a new
proof of the existence of a weak solution of the Yang—Mills flow, which might be

a different global weak solution from the one obtained by Struwe in [30], as in the
following.

Theorem 1.2. Let A, be the smooth solution of the Yang—Mills a-flow with the
same initial condition Aq for each o > 1. Then, there is a closed singularity set
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¥ C M x (0, 00) with finite 2-dimensional parabolic Hausdorff measure such that
¥ = XN (M x{t})is at most a finite set for any 7. There is a smooth bundle E over
M x [0,00) \ X with E[Mx{o} isomorphic to £ and a smooth connection A (¢) on
E|MX{,}\E, such that (1) Ax(2) is a solution of the Yang—Mills flow; (2) for each
compact set K C M x [0,00) \ X, there are gauge transformations ¢, over K with
¢y A converging smoothly to Ao, over K as @ — 1.

To prove Theorem 1.2, we establish a Bochner type estimate uniformly in & and a
local parabolic monotonicity formula for the Yang—Mills «-flow, which is similar to
one in [29] and [16]. Then we follow an idea of Schoen [25] (also see [29]) to obtain
a uniform estimate on | F4, | in &. However, there is a technical difficulty that we do
not have Bochner formulas for higher order derivatives of F4 ., so we cannot apply
the Moser estimate to obtain the unform estimates of higher order derivatives of F,, .
To overcome this difficulty, we obtain the uniform Sobolev norms of Vﬁa F4, forall
integers k > | by using the equation of F4, (see Lemma 3.6).

With the analytic tools developed in the proof of the previous two theorems, we
investigate further applications of the a-flow. Itis not hard to establish an e-regularity
result for studying the blow-up of a sequence of Yang—Mills «-connections. When
a blow-up phenomenon happens, we will study the change of the topology of the
bundle. More precisely, the original bundle £, on which the blow-up sequence lies,
is the connected sum of the weak limit bundle over M and the bubbling bundles over
54, Following the idea of Sacks and Uhlenbeck’s paper [22], we apply the existence
of smooth Yang—Mills «-connections of Theorem 1.1 to show

Theorem 1.3. If 73(G) is a free abelian group of rank r, then there exist at least r
different Yang—Mills G -connections over S*,

Remark. It is well known that any simple compact Lie group G has m3(G) = Z. So
the result is useful only for semi-simple compact Lie groups, for example SO(4).

Furthermore, we can apply the Yang—Mills «-flow to improve the minimizing
theory of the Yang—Mills functional on E. In [26], Sedlacek studied the direct
minimizing method for the Yang—Mills functional in £. More precisely, let D;
be a minimizing sequence in the given bundle £ over M. Using the weak
compactness result of Uhlenbeck [34], Sedlacek proved that D; weakly converges in
WL2(M\{xy,...x;}) to alimiting connection D, which can be extended to a Yang—
Mills connection in a (possibly) new bundle £ over M with the same topological
invariant n(E’) = n(E), which is an element of H?(M, 7,(G)). Because there is
only W22 control of the transition functions, one can not use the gluing argument
of Uhlenbeck in [34] to obtain a bundle map. Therefore, the relation between the
original bundle and the limit bundle E” (which may be different) is not quite clear.
It 1s known that the topology of a vector bundle over a 4-manifold is determined
by some 7 invariant, and the vector Pontryagin number (see the appendix in [26]).
By using the a-flow, we modify the minimizing sequence to obtain a better control
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and new minimizing sequence, which converges to the same limit in the smooth
topology up to gauge transformation away from finite singular points. Moreover, for
the modified minimizing sequence, a blow-up analysis is discussed and an energy
1dentity is proved.

Theorem 1.4. Let E be a vector bundle over M with structure group G. Assume
that D; is a minimizing sequence of the Yang—Mills functional Y M among smooth
connections on £, which converges weakly to some limit connection Do, by
Sedlacek’s result. There is a modified minimizing sequence D, a finite set S C M
and a sequence of gauge transformations ¢; defined on M \ S, such that for any
compact K C M \ S, ¢ D’; converges to D, smoothly in K, where D[ is gauge
equivalent to the connection D,. Moreover, there are a finite number of bubble
bundles E;,--+ . E; over S* and Yang—Mills connections Dy, Bl such that

l
lim YM(D;) = YM(Doo) + Y YM(D).
1 —=>00 j=1

This improves Theorem 5.5 of [26] because the convergence of ¢ D’; is smooth.
(See [18] for a similar discussion using Sobolev bundles and the weak convergence.)

Finally, we would like to discuss some potential application of the Yang—Mills
a-flow to the Morse theory of the Yang—Mills functional. It is well known that
the Yang-Mills functional in dimension four does not satisfy the Palais—Smale
condition. Many efforts have been made in this direction (see [32] and the references
therein). Following an idea in [22], one expects to study the limiting solutions of the
a-equations (1.3) as « goes to 1. It seems that the Yang—Mills «-flow provides a new
analytic tool to prove the existence of Yang—Mills connections. In Subsection 4.4, we
use it as the analytic tool to provide a new proof of the existence of the nonminimal
Yang—Mills connection on S*, which is due to Sibner, Sibner and Uhlenbeck [27].

The rest of the paper is organized as follows: In Section 2, we prove Theorem 1.1
and some other analytic results needed for the applications. In Section 3, we study
the limit of the «-flow as « goes to 1 and prove Theorem 1.2. In the final section, we
study serval applications of the a-flow.

2. Existence of the «-flow and its equivalent flow

2.1. Local existence of the a-flow. It is well known that (1.4) is not a parabolic
system and that this difficulty can be overcome by using a kind of Deturk trick.
Throughout this paper, let D,, 7 be a fixed smooth background connection.

Let Dy = D,oy + Ao be a given smooth connection in £.
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Following [29], we consider an equivalent flow

aD #(d|F5|* A *Fp)

— =-D*Fg+ (a—1) E D(D*a), 2.1)
I+ |Fp|

at

with D (1) = Dyer +a(t) and a(0) = Ayp. Then the equivalent flow is a nonlinear
parabolic system. By the well-known theory of partial differential equations, there
is a unique smooth solution of (2.1) defined on M x [0, T'| for some 7" > 0. By the
theory of ordinary differential equations, there is a unique solution to the following
initial problem:

d _
—S =—-So(D"a), 2.2
T o(D"a) (2.2)
M x [0, T], with initial value S(0) = 7. Here S(7) is a global gauge transformation
and / is the trivial one.

Setting )

D =(S"H*D,
we have (e.g. see [29], [14])
Fy=S"'FS, D(D*a)=Do(D*a)— D*aoD.

Combining (2.1), (2.2) with the above facts yields

d dS - dD _ dST!
—D = —oDoS! oS '+SoD
dt dro 08 "+ 3o dt ° toobe dt
_ d|\Frl2 A xFx
= S —D*F13+(o:—l)*( 5] - D))Sl
L+ |Fp|
#(d|Fa|* A *Fy)

= —DiFs+(@—1)

[+ [Fal?

This shows that D = (S~ 1)* D satisfies the Yang-Mills a-flow with D(0) = Dy in
M x [0, T] for some T > 0.

Next, we remark that the smooth solution of the Yang—Mills a-flow is unique.
In fact, let D; = Dyer + A; (i = 1.2) be two smooth solutions to the Yang-Mills
a-flow with A;(0) = Ap. By the theory of parabolic equations, there is a unique
local smooth solution of the parabolic system of second order:
d *
ES!' =_(Dref+Ai) [AiSi +DrefSi] (2.3)
with §(0) = /. By computation, we can check that the connections D; = S*(D;)
are two solutions to the modified flow (2.1) with the same initial value. Hence,
D_l and 152 are the same. Moreover, (2.3) is nothing but the ODE (2.2). By the
uniqueness of ODEs, we know §; and hence D; are the same.
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A similar method to prove uniqueness was used for the Ricci flow and also for the
Seiberg—Witten flow [15]. Therefore, we have shown that the a-flow has a unique
solution in M x [0, T") for some 7" > 0.

2.2. Energy inequality of the «-flow.

Lemma 2.1. Let A(7) be a solution to the Yang—Mills «-flow in M x [0, T) with
initial value A(0) = Aq. Foreach 0 <t < T, we have

2o ! 2 \a—1 04
[(1—|—|F|) dv+2af[(l+|F|) —
M 0 JM

2
dva’s:[ (14| F4,]*)* dv.
ds M

(2.4)

Proof. Note % = D% Then, multiplying (1.4) by (I + |F|*)*7'9,A and
integrating by parts, we have

d oF

— 1+ |FI))%v = 2 1+ [FEP1F —d
[ asirrran = aa [ (@ irret e S a
A

= 201[ (D*((l+|F|2)"_1F).—> dv
M ot

A

= -2 14 [FPET =

an( +IFP) \at

Then (2.4) follows from integrating over [0, ¢]. O

2
dv.

Lemma 2.2. Let A(7) be a solution to the Yang-Mills a-flow in M x [0, T). For
each0 <ty <t, < T, we have

"y Mo (A(0)).
(2.5)

[ (1+1F|2)‘*<r2)dvs[ (1 + |FP)*(t1)dv + C
Br(x)

2
Bop(x) R?

Proof. Let ¢ be a cut-off function supported in Bag(x) and ¢ = 1 on Bg(x).

d A
— | @*( +|FP»)%dv = 2a[ @2 (D*((1 + |F|>)* ' F), —
dt [y M ot

dA

+o(1 + |FIH)* ' F#Ve# =

2

dv

0A

_ 2 2va—1 | 747
< - [ casirre|g

+ (14 |FH)* Vo) | F|? dv.

The lemma follows from integration over [t1, t2]. ]
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We also need a similar result in the other direction.

Lemma 2.3. Let A(¢) be a solution to the Yang—Mills a-flow in M x [0, T'). For
each0 < t; <ty < T, we have

th—1
[ asirprea < [ QPR+ 025 Y ML)
Br(x) Bog(x) R

‘2 dA
+ 1+ an—l]__
fn [M( PRyt <

Proof. The claim follows from the above proof in Lemma 2.2. O

2
dvdt.

2.3. Global existence of the «-flow. In this section, we will show that the solution
of the Yang-Mills a-flow (for small @« — 1) exists in M x [0, T) forall T > 0.

Theorem 2.4. Let Do = D,.r + Ap be a smooth connection in E. Then there is
a smooth solution A to the a-flow (1.4) with initial value Ag in M x [0,1y) for a
constant zp > 0 depending only on Y M, (Dy).

We note that together with Lemma 2.1 and the uniqueness of smooth solution to
(1.4), Theorem 2.4 implies the global existence part of Theorem 1.1.

The proof involves higher order estimates for parabolic systems. For that
purpose, we resort to the modified flow (2.1) again. To start the proof, we need
the following lemma.

Lemma 2.5. Let D be a smooth connection on £ with Y M, (D) bounded, and let
D,y be some fixed reference connection on E. Then there exists a global smooth
gauge transformation s such that

|s*D = Dyey HW1~2“(M) =C

Here C is some constant depending only on D, and Y My (D).

Proof. Although not explicitly stated, the proof is essentially contained in the paper
[34] of Uhlenbeck. We briefly indicate how it follows from [34].

If the lemma is not true, then there exists a sequence of D; with Y M, (D;)
uniformly bounded such that for any smooth gauge transformation s;, we have

HS;‘Di_Drefuwl,za(M) > 0. (26)

It is shown in [34] that by passing to some subsequence, there exists s; such that
s¥ D; converges weakly in W2 to some Do, for p = 2a.

In the proof, Uhlenbeck chose some j sufficiently large and wrote s D; in local
trivialization oy () as

d + pg ' (1)dpa(i) + pg ' () Ala, i)pa i),
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Here we refer the reader to [34] to see the definitions of 04 (i), pe(i) and A(w,i).
Moreover, Uhlenbeck proved that

P (Ddpa(i) + pg ' (D) Al i)pali)

is bounded in WP uniformly in i. Although the local expression of D,/ in
the trivialization o4(j) has no explicit bound, it is independent of /. Hence
57 D;i — Dy.r is bounded in W L2 uniformly in i locally in the trivialization oy ().
Since s D; — D,.r is a tensor and we may show the same bound in og(j) for
B # «. We get a contradiction with (2.6) and the lemma is proved. O

With this lemma, we may assume without loss of generality that Ay in Theo-
rem 2.4 has bounded W 2% norm.

Proof of Theorem 2.4. Instead of (1.4), we shall discuss (2.1). By our discussion in
Subsection 2.1, we know this is sufficient.

For some ¢ > 0 to be determined later, the Holder inequality and Lemma 2.5
imply that there exist ro > 0 and Cy > 0 such that for all x € M,

f |Ao|* + | Vres Ao|” dx < &/2 (2.7)
B"() x

and
f |401® + |Vyer Ao|” dx < C1. (2.8)
M

Let {x; € M|i = 1,---, L} be a finite number of points in M such that { B,,(x;)}
covers M and for each i there are at most k different ;j’s ball B, (x;) with
By (xi) N By (x;) # @. Although L depends on &, it is important to note that
k is a universal constant depending only on the dimension.

Let D(t) = Dy.r + a(t) be the local solution to (2.1) defined on [0, T"). Since
a(t) is smooth, there exists a t; > 0 which is the maximal time in [0, T'] such that
foralli =1.--- L,

sup / ]a(t)]2 + erefa(t)‘zdx <e¢ (2.9)
0<t<n B,»O(x,-
and
2 2 it 2 2
sup / la(1)] +‘V,efa(f)| dx+[ f 'Vrefa} dxdt <2C;. (2.10)
O<t<ny J M 0 M

We shall find 1y depending on Y M, (D) and « alone (the exact value of £y is
determined in the process of proof) and prove that T > to, which concludes the
proof of the theorem. If not, then eithert; < 7 < tgorty = T < tg. It suffices to
show that neither case is possible.
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Before we give the details of the proof, we outline the idea of the proof. By
Lemma 2.5, we have (2.7) and (2.8) for the initial value a(0). Step 1 below shows
that as long as the solution exists, (2.9) and (2.10) must remain true for ¢ € [0, tp]
for some ¢y > 0 depending only on Y My (Dg). The condition (2.9) is a ‘smallness’
condition, which will enable us to prove higher derivative estimates for the nonlinear
parabolic system (2.11) of second order. This is done in Step 2 below.

Step 1: t1 < T < tp is not possible.

To study the evolution of a(t), we rewrite the flow equation (2.1) as

da

= Arera + (Vyeratta + attatta) — D;‘efF,ef (2.11)

+( — l)w(FD)#(erfa + a#V,.ra + atatta + Ve Frer),

with the initial value a(0) = Ay, where (Fp) is a bounded function depending on
Fp. For any i, let ¢; be a cut-off function supported in By, (x;) with ¢; = 1 on
B, (x;). For simplicity, we write ¢ when it applies to all ¢;.

Multiplying (2.11) by a and using Young's inequality, we have

d
—[ [alzdv+f |V,efa|2dv
dt M M

I
5—/ ]V,efalzvarC(a—l)[ |erfa|2dv+C/ la|*dv+ C. (2.12)
2Jm M : M

By our choice of #1, (2.10) and using the Sobolev embedding from W2 to L*, we
have for t < 1y,

d |
_] |a|2dv+—/ IVrefalsz EC(a—l)f
dt M DY M

Multiplying (2.11) by A,.ra, we have

2
vfefa\ dv + C.

d
—/ IVrefalzvar/ |Apesal? dv
dt Jum M
1
2 /um M

+/ (IVyeral?lal* + |a|®) dv + C. (2.13)
M



Vol. 90 (2015) The Yang-Mills a-flow 85

By Holder’s inequality and the Sobolev inequality, we obtain

lal®dv < / la|® dv
[M IZ Br()(xi)

1/2 1/2
3 f m ( f lalgdv)
P BI'(] (-xl') BI'() (-xl')

et
< CSZ[ ]V,efa‘2]a|2+|a|4dv
I(](-xl
2 4
< Ce[ W,efa} la|” + |a|” dv
M
<

Csf ‘V,.efa‘2 |a12dv + C.
M

Similarly,

[M |vrefal2|a|2dv < Zf ‘Vrefa‘zla|2dv

1/2 1/2
4
<) ja|* f Viera a’“)
: (LI'() (xl) ) ( B’.() (x'r) | ’ ‘

. CSZ/

Cs[
M

Using integration by parts, we have

[M \Vrefa~ a’v<[ \Arefa\ dv+C[ ]V,efa\ dv,

which implies

refa —I—‘V,efa[ dv

I()(-xl

IA

Vrefa' + [Vrefa[zdv

f {Vrefar dvsf |A,efa‘2dv+C.
M
In summary, by choosing @ — 1 and & small, we have
d 2 1 2
c/_f Ia]z—l-}V,efa] dv+—/ fV,efa} +-
' Jm 4 Jm

fort e [0,1,]. Integrating the above inequality yields that there exists 7y > 0 such
that (2.10) remains true for t1 < 1.

2
erfal dv<C
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For (2.9), we need a local version of the above computation. Multiplying (2.11)
by qbiza and using Young’s inequality, we have

d 1
[ alerav s [ 19apetao
<Cla— 1)/ V2, ral?¢f dv+C. (2.14)
M

Here we have used the bound on |V¢;| and [, |a|4 dv fort < t;. Multiplying (2.11)
by q.’JizArefa, we have

d 1
| Veegalsav 2 [ 18,eal9? v
tJm 2 /m
SC(a—l)[ |erfa|2¢,?dv+/ (|Vreral®lal?*¢? + |al®¢?) dv + C
M M

2
+C/M|v,efa| Vi |* dv. (2.15)

By integration by parts, we have

2,
4 Jm

where we have used (2.10) fort < t;.
We can deal with the main nonlinear terms as before.

f]a]6¢12dv = Cg[ JV,ef(cpaz)’2+902|a[4dv
M M

2 2
vfefa\ pidv < fM|A,efa!2¢,?du+ch\v,efa| (¢? + |V |P)dv

= f |Aperal® p2dv + C.
M

IA

CS/M<|V¢i|2 +¢2)lal* + 92 |al® |Vyeral* dv

IA

Cs/ $2 |al* + ]V,efa|2dv +C
M

and

f¢%'a‘2]vrefa\2dv = CS[ ‘Vref(ﬁbivr?fa)‘z+¢izlvrefa'2dv
M M

< Cefsb?
M

[n summary, for r < 1, we have

2
Vf‘efa1 dv +C.

d
—[ P (|al* + |v,efa;2)dv <C.
dt [y
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Therefore, by choosing #, sufficiently small, we see that both (2.9) and (2.10) remain
true for 11 < ty. By our definition of #y, this shows 1y < T < ¢ 1s not possible.

Step 2: 11 = T < ty is not possible.

As pointed out before in Step 1, we now show thtat (2.9) and (2.10) together with
(2.11) imply higher order estimates up to 7', so that the solution can be extended
beyond T.

For that purpose, we consider the evolution equation of a. Let ¢ be a cut-off
function in time. Precisely, ¢(t) = 0 fort < t;/4 and ¢(t) = 1 fort € [t1/4,11].
Multiplying (2.11) with ¢? and applying the L” estimate (see Theorem 9.1 of [19];
pages 341-342), we obtain for p = 4,

3 32
H</? aH Wy (M x[0,t1]) SGE=1L pr Vrefa L?(Mx[0,t1])

+ C l¢*Vreratal Lpagugon)

+ C | ¢ attatta “LP(MX[O,tl]) +C.
We denote sz oA by the space of functions whose space derivatives up to second order
and first order time derivative belong to L?. The L? norm of ¢2d,¢a is bounded by
(2.10), which is why we assume p = 4.

By choosing @ — 1 sufficiently small and using Young’s inequality, we have

3/2
|¢%a] w2 mxion) = € ”W”z-*”(Mx[O,n]) +C “wzvrefa”L3P/2(Mx[o,t|]) +C.

Recall that M is covered by B, (x;) and fBrO () |a]4 dv < Ce?. For simplicity,
we write B; for B, (x;). An interpolation theorem of Nirenberg (Theorem 1 in [20])
implies that

1/3

2/3
wrisy 10125 + € lalscs,y -

lpallpz08,) = C “‘PE'Vrzefa!

This implies that

p
f I(paIBPdUSCepf }gp3Vf'efa) dv + C.
B; B,

1

Hence,

5] 151
fflqoa|3”dv < [ Z[ pal dv
o JM 0o /B

51 2
Cspf [ [@3erfa' dv + C.
0 M

IA
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That is
g 2 3
loalzsmrntonn = C8 | Ver @D o + €
Similarly,
[o2%,eral s < ce[v2 0% "
¢ Vref L3P/2(M x[0,t1]) — ref v LP(Mx[0,]) '

The proof is the same, except that we use another interpolation inequality

2/3 1/3
L7 (B)) ”a”Lfi(B’.) +C I’a'|L4(B,') :

”quvrefa”L3P/2(Bi) = G ”‘PBV,ifa

By choosing & small, we obtain an W,;""1 bound on a for p = 4, which allows us to
apply the estimates for linear parabolic system for higher order estimates. In fact,
the parabolic Sobolev embedding theorem (Lemma 3.3 of [19]; page 80) implies that
@?d,pa isin LP(M x [0, 1,]) for any p > 1. We then repeat the above argument and
use the parabolic Sobolev embedding again to see that V,, ra is Holder continuous.
The higher order estimates now follow from Schauder estimates and (2.11).

O

2.4. Convergence for 1; — oco. We now complete the proof of Theorem [.1 by
considering #; — oo. We first claim that we have some gauge transformations o;
such that the 0" (A(t;)) are uniformly bounded in any C ¥ norm. To see this, let 7o be
as in Theorem 2.4 and set s; = t; —to/2. Consider the solution A(t) to the modified
flow (2.1) with initial value /f(s,—) = A(s;). The proof in Step 2 of Theorem 2.4
in fact established a C¥ estimate for /i(zl-), which is gauge equivalent to A(t;) by
the discussion in Subsection 2.1. Therefore, there is a subsequence which converges
smoothly up to gauge transformations. By similar argument above, we have uniform
a bound on VK F(x, 1) for any k. Due to (1.4), we have a uniform bound for ‘?;;AA as
well. Hence, there is C > 0 independent of ¢ such that

) 94 |7
(—[ (1+|FP)* | =| dv =<C.
as M ds
Lemma 2.1 then implies that
94 |?
limf —| dv =20
=00 [ar at

Hence, the limit obtained above is a Yang—Mills «-connection. This completes the
proof of Theorem 1.1.
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2.5. Stability of the modified flow. The results in this subsection are prepared for
later applications. Since we shall use the Yang-Mills «-flow as a deformation in the
space of connections, we need to show that this flow depends at least continuously
on its initial value in some chosen topology.

Theorem 2.6. If D; = D,,r + A;(i = 1.2) are two initial connections satisfying
I4illcksary < K,

then by Theorem 2.4, there exists 7o > 0, which now depends on K and the solution
A; (1) to the modified flow (2.1), which is defined on [0, o] and satisfies 4;(0) = A4;
and

[ 4illck8axo.r) < C(K),

Moreover, for any € > 0, there exists §(K) > 0 such that if

HA] — AZIlC’\'-ﬁ(M) f Sq

then
|A1(2) — Az(f)“ck.ﬂ(M) = B
fort € [0.10].

Proof. The proof of the first part is essentially contained in the proof of Theorem 2.4.
At that time, we didn’t have good control over the initial value, hence a cut-off
function in time was used to produce higher order estimates on M x [tg/2,ty]. For
our purposes here, it suffices to remove the cut-off function ¢ in Step 2 of the proof
there.

The proof of the second part follows from theory of linear partial differential
equations and is perhaps well known. Both A; and A, satisfy the modified Yang—
Mills flow, which for our purposes here is written as

dA

‘)zi = AA; + (0 — 1) P(A;. VA)#VZA4; + 0(A;, VA;)).
C

The exact form of P and Q is not important for us. It suffices to know that P and Q
are smooth functions of 4; and V A;. Subtracting the two equations, we have

04y — Ay

= AA1— A7)+ (@ - DP(A1, VAD#VE(A) — As)

+ (P(A;,VA)) — P(A3, VA))#V? A,
+ Q(A1, VA1) — Q(A2, VAy).
There are smooth functions R and S of A i and V A; such that
041 — A2

= A=Ay + (@ = DP (AL VANEV(A) = 4y)

+  R(A;.VA; VZA) (A1 — A3) + S(4;,VA;, V> 45)(VA; — VA3y).
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If we take the above as a linear parabolic system for A; — A», then (1) the system is
strictly parabolic in the sense of Petrovskiy (see page 4 of [11] by noting that P is
always bounded and hence the principle part is a small perturbation of the Laplacian)
and (ii) the coefficients are bounded in the C*~2¢ norm.

For the strictly parabolic linear systems in the sense of Petrovskiy, Eidel’'man
([11], pages 243-244) constructed the heat kernel Z explicitly. Moreover, the
solution to the linear system is expressed as the convolution

(A1 — A)(x.1) = me A5 0 Z(x.1: v, 0)dv.
Therefore

IA1r = Azllcoarxqoon = CK) [|A1(0) = A2, 0) [ coqary -
We can now apply the Schauder estimate to see
[A1( 1) — A2 Dlleksary = 1141 — Azllcr8pax(0.10])
< C(K)||41(0) — A2(, 0) || ck.8(ar) -

This proves our claim. O

3. Convergence of «-flow solutions

In this section, we study the convergence of the a-flow solutions as « goes to 1.
We follow the same idea as in [17]. The key ingredients in the proof are a Bochner
formula and a monotonicity formula, which are well known techniques but should
still be computed for our new equation.

We start with the Bochner formula.

3.1. Bochner formula and the uniform bound of F. Let A(¢) be a solution of the
Yang—Mills alpha flow; i.e.

0A N *((VF, F) A xF)
N = _D*F 42(—1 , (3.1)
ot == +|F)?
where D = D,y + A. We recall that the curvature F of D satisfies
oF VF,F)AxF
F pp*F+2a—1p*Y ) - ), (3.2)
ot 1+ |F]

For each point p € M, let ¢’ be a normal frame of 7M and w' the corresponding
orthonormal basis of the cotangent bundle 7*M. Thenat p € M,

F = ZFU(L)i /\(.l)j.
i<j

At p € M, we can assume that Ve! = 0 and Vo' = 0.
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In order to derive a Bochner type formula, we need
Lemma 3.1. Let
¢ = (VF, F) = gro*.

Then at p € M, we have

4 4
x(@AxF) =Y ¢ Fjo.

i=1j=1
Proof. At p € M, we have

F = Flza)l/\wz—{—Flga)l/\a)3+F14a)1/\w4

+ F23a)2 A (1)3 + F24a)2 A (1)4 + F34a)3 AN (1)4.
Applying the Hodge star operator *, we have

#F = F12w3/\a)4—F13a)2/\w4+F14a)2/\a)3

+ Fol Aot — Fuo! Aw? + Fyuo! Ao’

Hence

3 3

eAxF = +¢1F12w1 A @ /\w4—(p1F13a)l /\a)z/\a)4+901F14a)1 Aw? A
+<p2F12w2 Awd Aot - (p2F23a)1 Aw? Aot + q02F24a)1 Aw? Ao’
+(p3F13(1)2 Awd Aot —(p3F23a)' Awd Ao —+ (p3F34a)1 Aw? A

+q04F]4(1)2 A3 Aot — (p4F24a)l Aw? Aot + g04F34w1 A w? Aot

Applying the Hodge star operator again, we have

(@ AxF) = (p2F12+ @3F13 + 04 Fra)o!

+ (—@1Fi2 + @3 F23 + @4 Fag)w?

+ (—¢1F13 —@2F23 + <p4F34)a)3

+ (—@1F14 — 2 F2q — 3 Fag)0?
4 4 |

= 2D ¢iFyo
i=1j=1

This proves our claim. O

Lemma 3.2. (Bochner type formula 1) When & — 1 is sufficiently small, there is a
constant C such that

Fij. Fii)
F

d 2 ( 2 2 2
iy 11—V | Gy + 2 =D E) Ve, 1PV ) +IVFP < CIFE (L +IFD,

(3.3)
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Proof. Recall that we use a local normal orthonomal frame {e; } and its dual {w; | at
p. Noticing the fact that V,;e/ = 0 at p € M, we have

V*V|F|? = Zvej AR = _Zve,vejmz

and
Z 2 FF)_ZZV F.V, F+ZZ Veie; F).

Let A = DD* + D*D denote the Hodge Laplacian with respect to the connection
D. The well-known Weizenbock formula is

AF =V*VF + Fo(Ric Ag+2R) + F#F.

Here Ric is the Ricci curvature of M, R is the curvature operator, and (Ric A g +
2R) is a linear mapping from 2 forms to 2 forms. We refer to Theorem (3.10) of [4]
for the exact statement and the proof. Since we are not interested in the exact form
of the last term and it is quadratic in F', we denote it by F#F'.

Using Bianchi’s identity DF = 0, we have

—(DD*F,F) = (V, V. F + F#F — F o (Ric Ag + 2R), F).

For simplicity, we set

(Fij. Fui)
bi; = 2(x — ‘ ,
ij ( )1+ I
Then we have
i
TP = Y (G bV |FP) (3.4
a 2
= 2(F. = F) =2 (Vi F.F) =V, (bijve,,-|F|)
OF .
_ 2<F = + DD F)+(F,F#F—Fo(ch/\g+2R))

—2|VF? = Vi (byVes IFP).
By Lemma 3.1, we have

(@ AxF) = Zgoi Fijw’.
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Let f(|a|) denote a function , whose absolute value is smaller than a constant
multiple of |al; i.e. | f(a)| < C|a| for a constant C > 0. Then at p, we have

A xF D A xF
pX@rxl) - DOWAREN |y 4 |FP) A (g A %F)
1+ |F| l + |F]
(¢i Fij)® A ! 2 |1
= : + SUVF|" —)
1+ |F|? | F|
go,-;kFU-a)k/\a)j 5 1
= + S(VF" =)
14 |F? |F|
which implies
(@ A xF ik \Fijs Frj
(D ((P 2),F> _ @l,k( ij 2kj)+f(|VFl2).
1+ |F| 1+ |F|

On the other hand, we have at p

Ver (biVes JFJZ) =V (4(a - 1)%%‘)%) (3.5)
e BT
> 4o — 1)(1)*1(—":\%, F)—C(oz —1)|VF|?.

Since p is an arbitrary point of M, we may combine (3.2), (3.4) and (3.5) to get
(when o — 1 small),

0
2
| F 2= Ve, () + bip)Ve; [FI?) +|VF|
<C|FPP—(F,Fo(RicAg+2R)). (3.6
Since the manifold is compact and the curvatures are bounded, the lemma follows

trivially from (3.6). We shall use this shaper estimate later to prove a gap theorem
for Yang—Mills a-connections on S*. O

As a consequence of Lemma 3.2 , we have

Lemma 3.3. (Bochner type formula 2) For each o« > 1, let A be the smooth solution
of the Yang—Mills a-flow and F := F4 the curvature of A. Then for a—1 sufficiently
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small, we have

{Fij, Fri)

1+ |F|?
<CU+I[FP*(U+]|F) (3.7

%(1 +|F*)* =V, ((5ij +2(@—1) Ve, (1 + |F|2)“)

for a constant C > 0.
Proof. In fact, one sees

9 L O|F?
(1 F 2\« = 2ya—1 717 1
(L IFP) = a(U+ [FP) —
and

Ve, (1 +|FI)* =a(l +|F)* 'V, |F%.

For simplicity, we set

(Fij. Fii)
aji = 6;j +2(a—1)—.
J J 1 + lFlz
Then we have
Ve (aijVe, (1 +[FI)*) = aVe (a1 +|FI})*7'V, |[F[?)

= a(l +|Fa/)* 'V, (@ij Ve, FI?)
+a(a —1)(1 + |F[2)a_2aijve,- IFIZVEJ'IF[?‘-

By Lemma 3.2, we obtain
0
S = Ve (ai Ve, (14 [F))

[0
= a(l+[FP)* [EW = Ve, (@i; Ve, |F|2)]
—a(e = D(1+ |F[})* 2a;; Ve, | FI*Ve, | F|2.

< CA+[FP)*FPQ+|F).
This proves our claim. O
3.2. Monotonicity formula. The global parabolic monotonicity formula for har-
monic maps was first established by Struwe in [28], and for the Yang-Mills flow
in [S] and [13]. Next, we will derive a local parabolic type of monotonicity for the

Yang-Mills «-flow as similar to one in [16].
Let i (M) be the injectivity radius of M. For zg = (x¢.f9) € M x Ry, we write

Tr(zo) ={z=(x,t):tg—4R* <t <ty— R*,x e M} .
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When there is no ambiguity for zg, we write 7g only.

If we take the normal coordinates {x’} in Bimy(x0), dv = /g(x)dx and the
Euclidean backward heat kernel to the (backward) heat equation with singularity at
Zo 18

B 1 |x — xo|?
R ] (e ) R

As before, we write G(x,t) when zg is obvious.

For a small Ry < i(M) and some fixed xo € M, let ¢ be a cut-off function
supported in Bg,(xo) with ¢ = 1 on Bg,/2(xo). Assume that A is a solution of the
a-flow (1.4) in M x R. For any zg = (xo,%) € M x [0, T], we set

®4(R, A; zg) = R** 2 f (L +|F(2)|H)* ¢*(x —x0) Gz, (2) Jgdx dt. (3.8)
Tr(zo)

Lemma 3.4. (Local Monotonicity) Let A be a regular solution of the «-flow (1.4).
Then, for zg = (xo,%9) € M x (0,00) and for any two numbers R;, R, with
0< Ry < Ry < Ry, we have

Dy (R, A;20) < Cexp(C(Ry — R1))®u(R2, A; 29) + C(R5 — RT)YMy(Ao).

Proof. Although the main idea of the proof is similar to one for the Yang-Mills flow

in [16], the proof becomes much more involved, so we have to give more details
here.

Since the computation is local, we choose normal coordinates {xi } around xg
and assume without loss of generality that ) = 0 and xp = 0.

In (3.8), we set x = RX and f = R?f to obtain

Dy (R, A:zg) = f R* (1 4 |F2(x,1)* ¢>(R¥) G(3)V/g(R¥) d 3 |

T,

Wheredf = d)zdf
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Then we compute

d
ﬁ(pa(R7 A, ZO)

d
—/ — [R‘""[l + [F2(R%, R?D)]% $2(RF) V/g(R%) ]G(z)dz
T,
:4aR4a_1[ [1+ |F|>(R%, R*D)]* ¢>(RX)\/g(RX) G(Z)d:
T
+oeR4"‘[ [[1 + |F2(R%, R2D]* 3%
T,
d .
x = | FP(RE. K1) *(R¥) \/g(RjE)G(E)] dz
X
+ aR* f [[1 + |F|*(RX, R*D)]* '2RT
T
d ;
x = |FP(R%, R*T) *(R%) V3 (RT) G(Z)] dz
o & P [ 2 0 o & =
+/T1 R*[1 + |F|?(R%. R?D)] xkh—k(¢2\/§)(Rx)G(z)dz
=h+L+1+14.
In order to estimate /; and /,, we note that in local coordinates, we have
1 . .
F = _Fydx' ndx’.
2 .

Let Vy « F = IV 4k Fijdx' A dx/ be the gauge-covariant derivative of F with

5 G BF
respect to a%k satisfying V 4 o« Fij = 5% + [Ax, Fijl = 2 T Fsj — X Iy Fis.
Since A is compatible with the Riemanman structure we have

9 Fp = (vA o Fiydx A dx! Fidx! A dx™) .
axk 2 ‘
In local coordinates, the Bianchi identity DF = 0 is equivalent to
Vaxk Fij = Vg i Fij = Vg i Fr-

Using the Bianchi identity, we have

1 , .
\Flz = EXk ((VA,x" ij — VA,xj Fki)dx’ Adx?, F;mdxl /\dxm>

= (Vs F Fip)dxd A dx?, Fidx! A dx™) =4 FP

ak

—(xkFSj indxi Adx?, Fimdx' A dxm>,
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where V . (xkaj) = 86, (xkaJ) + [A;, xka]] — xkaSFS is the gauge-
covariant derivative of x* Fy; j withrespect to 775 -. Changing back to (x, 1), we have

het = ekt | (1+|F|2)“—‘[4<»F|2+1)+ LR P e
TR

_ aR4°’_3] [(1 + |F |2yt
Tr
%[44+ (Vg (F Fij)dx' ndx?, Frpdx! ndx™) |62 G g | d=
—aR4“‘3f [(1 + | F|P)e!
TR
x (xKFyTEdx! Adx!, Fidx' A dx™) ¢7 G g | d-
Note that

D*[(1 + |FI))* ' Fl = —¢"'V [0 + |[FI)* ! Frpldx™.

Then using Stokes’ formula, we have
/ (14 |F?)* ! <fo (xka‘,-)dx" Adx!, Fiadxt A dxm> $*G Jgdz
Tr
_ 2] (1 4 |F|?)*! (vx,- (xk Fe)dx! g”F,mdxm> $2G /T dz
Tr
- zf (xkajdxf, D*[(1 + ]F|2)“_1F]> P> G Jgdz
Tr
. G
(1+ |F[%)*? (xkajdx-’, g’lF,gmdxm> 2 /g W2
TR dx
2va—1 [k i il m a¢
4| (a+4|FP (x Fijdx? . g Fimdx )¢ 26 Jedz.
TR dixt

Using the fact that
G xi
axi 21

agij

dxk Thk

< Clxl,

|gij(x) —di;| < C]xlz’ ’

we have

i + I > 2aR*3 K Feidx?, D*((1 + |F2)*'F)) ¢2 G Jgdz
J

T

e aR*@3 : (1 +'F‘Z)a—llxigikajdxj‘Z’ ’G¢ \/_dZ
R
4
—CaR4“—3f (1 + | F2)%(1x[242 +1xnw+',—‘,¢ ) G JEdz.

TR,
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To estimate /3,we note that the «-flow (1.4) is equivalent to

1+ 1FP 00 = 0 (1 4+ FPF)

Then using Stokes’ formula, we have
0
I3 =2aR** 3 [ (1 +|FP* "1 —|F?¢*G Jgd:
Tr dt
4a—3 2ya—1 0A 2
Tr
4o—3 * 2yo—1 04 2
= 4aR t{D* [+ |FIP)*'F]. —) ¢° G Vg dz
Tr ot
4a—3 2ya—1 04 il m
—4aR t(1+|F|7) —, 2" Fjmdx
Tr al

=4aR4°‘_3jT 1| (1 + |F|»)*~ l| 12¢ G Jgd:

) v

_ 2aR40l—3 (1 4+ IFIZ)O(—] (?ﬂ
Tr ot

Lt Fypd x™ >¢2G Jgdz

0A .
_4aR4°‘_3f 1(1 +|F|2)°‘_‘(§. g Fpdx™ >2¢—G Jgdz.
Tr

Using above estimates and also Young’s inequality, we obtain

d
ﬁCD(R A=L+L+13+ 14
[ a4 x'
_aR4ﬂ! 3] ‘[\(1+\F\2)a_1 \2__x_glfFlmdxm
Tr ar |t

2
> G Jgdz

N}

—CR (U [FPY (292 + x|V + = d) +1t|IVe1*) G g dz.

Tr

where C is a constant depending on the geometry of M. We know that
R'x2PG<CU+G), R 'x*G<C(1+G) onTg.
Moreover, since V¢ = 0 for [x| < Ro/2, we see that
(IxIIVél +1t]IV|I))G < C  on Tk.

Combining these estimates with Lemma 2.1, we obtain

dd_RCD(R A)> —CP(R;u, A) — CRYM,(Ap) .

The claim for ® follows from integrating the above inequality in R. ]
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3.3. The e—regularity and convergence.
Lemma 3.5. There exists a positive constant £g < i (M) such that for a solution A

1/2
to (1.4), if for some R with 0 < R < min{eo, "%~} the inequality

R““—ﬁf 1+ |F>)*dvdt <
Pr(x0.t0)

holds, we have
sup  |F|* <CR™*,

P%R(X()J())
where the constant C depends on M and the bound of YM, (Ay).

Proof. Without loss of generality, assume that (xg,7p) = (0, 0). For simplicity, we
setr; = %R. As in [25], we choose ro < ry such that

(g — P ™™ sup(1 + |F12)“ = max |:(r1 — )t sup(l + lFIz)ajI ,
O=r=r| P,

P"()

and find (x;.7;) € Py, such that

eo := (14 [F[})¥(x1.11) = sup(l + [F[*)“.

Pro
We claim that
eo < 2% (ry —ro)~*. (3.9)
Otherwise, we have
P —e_ﬁ g 110
0 0 == 2 .
Rescale
B(X) = po A(x1 + poX,t1 + pgi) .
and

epy 1= (pg + | F|H)* = pg® (1 + | F|?)~.

Then we have

I = ¢p,(0,0) < supey,(¥,1) = pe®  sup (14 |F(x,0)])"

P] Pﬁ()(xlstl)
ry —ro —4a ry —ro 4a
SPS“( 5 ) ( g ) S (1+|F(x,.0))"
r|+rQ
ry —ro\ 4«
Spga( 12 O) (r1 — ro)* eg = 2%,

with Py := {(%.7) : (%.7) € B1(0) x [—1, 1]
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This implies that )

|Fg|> <16 on Py.
Combining this with Lemma 3.3, we have

(FBi;. FBii) < )

d
)Ve e
pa+ |Fgl? "

(ge‘;” — @Bf ((81']' + 2(x — 1)
) (Fij. Fii)

=p2t | (A + |FP)* =V, | 6ij + 2( — DLV, (1 + |F|?)™

P2 [at( + PP = Vo | G + 2 = DLV, (4 IFP)

SCC’pO, in]s1~

where the constant C depends on i (M) and sup,.cs | R;m|. Then Moser’s parabolic
Harnack inequality yields

I = e, (0.0)<C f

€p dXdf = Cpga_6[ (1+|F|>)*dvdt. (3.10)
Py Ppo(x1,t1)

Taking 0 = 2pg and noting that zy = (x;.11) € Pryand o + rg < g, we apply
Lemma 3.4 with Ry = 5, Ry = Ro = %R to obtain

pg“—ﬁf (1 4+ |F>)*dvdt (3.11)
Pﬂ(] zr)
<C / o 2(1 + |F1?)* Gy, 4y +202) @ dv dt
T(T (X] stl +202)
< Cf RY¥2(1 + |FI?)* G, 4y 4202y 9> dv di
T%R(xl,ll-i-ZaQ)

+ CRYM,(Ao)

<CR*™ [ (+|F»)*dvdt + CRYMy(Ag) < Cep.
Pr

2
where we used the fact that fort; +202 —R? <t < t; +20% — 54— and x € Bgr(x;),
there is a constant C such that

G 3 = : ex (— (x = x1)” )<CR‘4
w420 =i+ 202—0)2 P\ 4@ +202-0)) =

Letting £¢ be sufficiently small, (3.11) contradicts (3.10). Therefore, we have proved
the claim (3.9), which implies

.
sup (1 + |F[?)®* < (—l)—4a(r1 —Fg) Veg = IR,
PRr/a 2

This proves Lemma 3.5. O
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With the curvature bound obtained by Lemma 3.5, we may obtain higher order
derivative estimates of F.
Lemma 3.6. Suppose that A is a solution of the flow equation (3.1) on some
parabolic ball P,(xg, tp) and that

sup |F| <C.
Py (x0,t0)

Then for each k, there is a constant Cy such that
sup ‘V"F\ < C(k).
P2 (x0.t0)
Proof. Assume that r = 1 and write P, for P,(xg,fp). Recall that F satisfies

oF N x((VF, F) A xF)
— =—DD*F +2(a—1)D —
ot 1+ |F|

By the Bianchi identity and Weizenbock formula, we have

*((VF.F) A xF)
1+ |F|?

JoF
E:AF+2(0[—1)D + F#F + Rmi#F, (3.12)
where A is the covariant Laplacian and Rm is the Riemannian curvature of M. The
proof is by induction. Let ¢ be a cut-off function supported in B; with ¢ = | on
B3,4. Multiplying both sides of (3.12) by ¢ F and integrating over Bj, we have

O |F dv +f
B

1 d

~— <,02|VF]2a’v§C(oz—l)f 2 |VF|*dv + L,
2dt B, B

where £ contains all ‘lower order terms’.

In the above equation, it includes .fB. ¢? |F|3 dv and fBl @ lFl2 dv, which are
bounded, and [ [Vg|¢ |[VF||F|dv, which arises in the integration by parts. We
shall see that

Lgnf @? |[VF|*dv + C. (3.13)
B
In fact,
f Vol |VF||F|dv < C + n[ @2 |VF)*dv.
Bi Bl
By choosing @ — 1 and n small, we conclude that

f IVF|*dvdr < C.
P34

We may choose a good time slice on which the space integration of
IVF[? is bounded. Instead of further shrinking the neighborhood, we assume
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fPl |IVF|*dvdt < C and -an IVF|? (-,.—1)dv < C, which is the starting point for
the next step of induction.
Applying V on (3.12), multiplying by ¢*V F and integrating over By, we have

ld/ 4 3 4192 |2
—— " |VF| dv+/ " |VF| dv
2dt B B ‘ ‘
< C(a—l)f <p4|V2F|2+<p4|VF|4dv+£.
B

The lower order terms (still denoted by £) which arise from switching the order

of covariant derivatives, integration by parts and interchanging V and % can be

controlled by nfBl o* [VF|* + ¢4 ]V2F|2 dv + C as before. For example,
/ |V2F||VF||V(e"H|dv < cf |p*V2F| |9V F||Ve|dv
By By

- ,7/ o IVE* + 0% |[V2F [ dv + C.
B

Thanks to the boundedness of F', we have

fga4|VF]4dv = fgp“(VF,VF)NF]zdu (3.14)
31 31
< c/ ¢4rv2F||VF|2dv+Cf IVo|® [VF]? dv
B B,
1
< _f ¢4|VF|4+C+C[ o* |V2F|* dv.
2 B B\

By taking o — 1 small, we have that fP%/zt |V2F | dvdt is bounded, due to the

boundedness of [ IVF|* (-, —1)dv.
For k > 2, we give an indication of how the above process works. By a similar
computation,

ld 2 2
-4 V’CFI 2 f ‘V”‘F’ d
2di B,w’ o Y

l
<Cla-1) @ (Z]—[ |V“!F|bi) L £
1 i=1

Here the summation ) _ is over all possible (a;, b;) satisfying (1) a; = 1,--- [k + 1,
bi € Nwithi = 1,--- ./ for some / € Nand (2) Y!_, aib; = 2(k + 1). The sum
of those terms with Zle aib; < 2(k + 1) are denoted by L.
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By Young’s inequality, we have

k+1

l .
f @ Z 1—[ |Va,'F|bf dv <C Z[ o ‘V'.F\Q(AITH) "
B, )

We now claim that foreachi = 1---k, we have

. 2k4D ‘ 2(k+1)
[ e |VIF| dfof e |VITIF| T dv+ C + L.
B| B]

The claim can be proved by induction from i = 1, which is essentially (3.14).
Fori > 1,
) 2(k+1) ' ) ) 2k+1) 5
f e|VIF| 7 dvs< C/ @ |V VTR |VIF] T Tdv+ L.
B, B
. 20kt , 2(k+1)
577/ gofVIF] ! dv—i—nf @’V’_IF] =t dv
B, B,

_ 2(k+1)
+C,,/ o |VITIF| T dv+C + L.
B

By the induction assumption and choosing 7 small, we see that the claim is true. []

Once we know that the C¥ norm of the curvature is bounded in some parabolic
neighborhood, it is natural to expect a good ‘gauge’ in which the connection form is
bounded in C¥*1. This will be the parabolic analogue of Uhlenbeck’s gauge fixing
theorem. The precise statement and the proof of such a result will be interesting in
its own right. For our purposes, since we have all C* bounds and the connection is
a solution of a parabolic equation, we can reduce the following result to its elliptic
counterpart.

Lemma 3.7. Let D(r) be a solution to the Yang-Mills a-flow defined on B x [y, 13].
Assume that
sup
Bx[ty,t3]
Then there is a trivialization (independent of 1) in which D(1) = d + A(t) and all
derivatives (space and time) of A(r) are bounded.

ka) < C(k).

Proof. For t = 1 fixed, we may apply Uhlenbeck’s gauge fixing to find a
trivialization such that at least all C¥ norms of A(¢;) are bounded (see Lemma 2.3.11
in [9]). We can now use (3.1) to see that %—‘f is bounded for B x [t1, t;]. The Newton—
Leibnitz formula
'9A
A(t) = A(ty) +/ —ds
¢y Ot
then implies that A(r) is uniformly bounded in M x [t;, t,]. If we take derivatives of
(3.1) both in space and time, by noticing that the right hand side involves only F, we
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know that %’% are bounded on B x [t1,;]. By using the Newton-Leibnitz formula
again, the space derivatives of A are uniformly bounded on B x [t;,1;]. Since A
is bounded, one can argue inductively that both covariant derivatives and the partial
derivatives are bounded. [

We now prove Theorem 1.2.

Proof. Let Ay be the smooth solution of the Yang—Mills a-flow in M x [0, oc) with
the same initial value Aq for each @ > 1. The concentration set X is defined by

¥ = ﬂ {z e M x[0,00) : liminfR4“_6/ (1 + |Fq,|P)*dvdt > 801
a—1 Pr(2) s
0<R<RM

for some g9 > 0. It is standard to show that ¥ is closed. The same argument as in
[17] also yields that for any two positive ¢; and 75, P2 N (M x [t1.122])) is finite,
where P? denotes the 2-dimensional parabolic Hausdorff measure. Moreover, for
any t € (0, +00), X, = X N (M x {t}) consists of at most finitely many points.

For a point zo outside X, there is a constant R > 0 such that for sequence of
a — 1, we have

R4°‘_6/ (1 4+ |Fa ) dvdt < e.
Pr(zo)

Then applying Lemma 3.5, we know that F4, is uniformly bounded in « inside
Pgrja(zo).

Lemma 3.6 and Lemma 3.7 then imply that there is a trivialization on Pg/2(zo)
such that A, (¢) is bounded in any CX norm. We then choose a sequence of such
neighborhoods { P;} covering M x [0, 00) \ X. Denote the transition functions by
cri‘j.. The C* bound of al.‘j. follows from those of AY.

By taking a subsequence, we may assume that o7} converges to 0j; and A to A;
smoothly as & goes to 1. The o;;’s define a bundle £, over M x [0, 00) \ X and the
A;’s define a connection D of E . Since the convergence is strong, we know from
the evolution equation of AY that A4;(7) is a solution to the Yang—Mills flow. ]

Before we conclude this section, we would like to make some remarks. Both are
related to the singular set 3.

Remark 3.8. Let 7 = inf(, s)ex ¢ be the first concentration time in Theorem 1.2.
We may follow from the argument of Theorem 1.3 in [17] to show that 7" is the same
as the first singular time 7" of the Yang—Mills flow.

As in [17], one may ask what more we can say about the singular set . For the
general case, not much is known. However, we do know something for a minimizing
sequence.
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Precisely, we have

Proposition 3.9. Let D; be a minimizing sequence of Y M (-) among all smooth
connections of the bundle E. Then we choose a subsequence of @; — 1 such that
YMy, (D;) < YM(D;)+ V(M)+Il, where V(M ) denotes the volume of M. Denote
by D;(t) the a;j—flow solution with initial value D;. If we consider i — oo, then
the concentration set X as defined above satisfies

!
¥ = U {pj} x(0.00).
J=1
Proof. By the same proof of Theorem 1.2, the singular set X has the following form:
¥ — ﬂ %z e M % [0,00) : liminfR4°‘_6[ (1 + |Fp, )% dvdt > &9y .
0<R<Rpy o= Pr(z)

For completeness, we give a proof of the finiteness of £, = £ N (M x {t}). Let

X }_’}.21 be any finite subset of ;. By the definition of X, we know

a;—1

liminf R4“"_6f (1 + (FD,.(,)(Z)“fdudz > £
Pr(x;.t

for any R < Rjps. Let R be small positive number such that Bg(x;), i = 1,--- ./,
are mutually disjoint. Hence, for « close to 1, we have

R_Zf (1 +
Pr(x;.t)

because R is small and « > 1. Summing over i yields

t
ICEOSR_Zf / (1 +
t—R2JM

By Lemma 2.1, [ is bounded by a uniform bound of the total energy Y M(D;) and
€0, which implies the finiteness of ;.

For any 14 > 13 > 0, since D; is a minimizing sequence, by our suitable choice
of «; — | we have

2
F Yidvdt > ggRY™% > Cey,

[),‘(1)‘

2
)i dvdt.

F/),(/)

VM) + YM(D;) + ,1 > YMa (Di) > Y Ma, (Di (1))

Y

YMy, (Di(t4)) = V(M) + YM(D;).

where we have used Lemma 2.1.
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By Lemma 2.1 again, we have

14
: B oy
.llmf /(l—i—‘FD,.(,)l y=d
1—=>00 t} M

Moreover, the convergence is uniform with respect to f3 and 4. For any 1,1, > 0,
if (x.1;) ¢ X, we will show (x.1) ¢ X either. Since (x,7;) ¢ X, we have some
r1 > 0 such that for a subsequence (for simplicity, we still denote the subsequence

by i),

2

D;
d——(—t) dvdt = 0. (3.15)

dt

&0

[ sy <
Brl (x) 4
Let ¢ be some cut-off function supported in B, (x). Then

d
‘—] o2 (1 + {FD,. 2)‘”’dv
dt M

dFp.
= l[ a,-(pz(l + IFDf z)ai_l(FDf' a—Dr)dU\
M [
20 D* 2y —1 dD;
S/M ;9 (D; ((1 +|Fp, ) FD,.), —
- aD;
1 2001 + | Fo, )% Vol |, | Btl‘dv
< a;jp-(1 + ‘FD,.» )% o dv
M {
1/2
2 21 |9Di :
+C aip*(L+ |Fp, )% | —=—| dv
M dt

, 1/2
yeurl \FD,|2dv) .

. (f o 'V(ﬂ]z(l + }FD’.
M

The term in the last line above is bounded by a constant depending on ry but not on
i . Therefore, if we integrate from ¢y to 73 and let i — oo, we have, thanks to (3.15),

lim [ @21+ |Fp,|})% (t3)dv < e0/2.
M

I—00

Hence, by taking every t3 € [t — rl-z, i+ rlz], we have (for some subsequence which
we labeled by i)

lim rfa"ﬁéf (1+ |FDI.|2)°"'dvdr < &y.
Pr,'(xaIZ)

i—00

Therefore (x, 72) is not in X and the proof is done. [
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4. Applications

In this section, we study the applications of the Yang Mills a-flow and the Yang
Mills a-connection produced as the limit of the flow. The outline is as follows:
in Subsection 4.1, we will prove the e-regularity estimate for smooth Yang Mills
a-connections. In Subsection 4.2, we will recall some facts about the topology
of bundles and prove Theorem 1.3. In Subsection 4.3, we discuss a minimizing
sequence of Y M(-) and prove Theorem 1.4. Finally, we show how the Yang—Mills
a-flow can be used to obtain a nonminimal Yang—Mills connections over S4.

4.1. An e-regularity lemma. This is an analogue of what Sacks and Uhlenbeck
called ‘main estimate’. It is necessary for the blow-up analysis. Please note that
we use the a-flow to obtain a Yang—Mills «-connection as the limit as t; — oo. It
follows from Theorem 1.1 that the «-connection is smooth.

Lemma 4.1. There is ¢y > 0 such that if D is a smooth a-Yang—Mills connection
defined on B; with -[Bx [F|2 dv < 8%, then in some trivialization with D = d + A,

lAllck sy ,0) < CEI I F L2y -

Although we can prove it directly, we show a parabolic version, from which
Lemma 4.1 follows obviously.

Theorem 4.2. There is some &; > 0 such that if D(¢) is a smooth solution to the
a-Yang-Mills flow on P; = By x [—1,0] and

sup f |F|*dv < &2,
te[—1,0] Y By
then

sup  sup
t€[—1/4,0] By /2

ka} < Clh).

The proof is omitted because it is rather well known and follows the same method
as in Lemma 3.5. It suffices to use the first Bochner formula (3.3). Moreover, the
same method can be used to prove a stronger result by choosing a different blow-up
factor. We need the following for the blow-up analysis

Theorem 4.3. There exists 1 > 0 such that if D(¢) is a smooth solution to the
o-Yang-Mills flow satisfying

sup f |F[2a’v SE%,
[to—R2,t0] B R (x0)

then we have

sup |F| <
B 2(x0)x[to—R?/4,t0]
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where

g:=  sup f |\F|>dV.
te[to—R2,t9] Y Br(x0)

Proof. By scaling and translation, we may assume that R = 1, xo = 0 and 19 = 0.
Set
Pr(x,t) ={(x".t")|x" € By(x) and t —r?> <1t <t}

It is supp, , | F'| that we want to estimate. Find (xy, 1) in Pj/, such that

1
[Fl(x1n) = 5 sup |F].

P2
[t now suffices to bound f; := |F| (xy, ). If we are lucky, then we have
sup  |F| < 16f. (4.1)
Piya(xy,t)

If not, we can find (x2,173) in Py4(xy, f1) such that
|F|(x2.12) = 16f;.
By induction, we claim that after finitely many times, we have k € N, such that
|F| (v 1) = 16571 fy

and
sup  |F| < 16|F| (xg.tx) = 165 f,.
P1/4/\' (x/\'vtk)

In fact, if we write d p for parabolic distance, then we have

1

dp (Xt ) (Xk—1.k—1)) < =y

Since (xy.71) is in Pyja, we know (xg, fx) € Psyq for all k. However, F is smooth

in Py and hence supp, | F'| is bounded.

We do a scaling and translation on Py gk (X, 1g) to get A such that

sup |Fz| <16 and |Fz](0.0) =1 4.2)

1 ~1/2
1/

and

sup f )Fg'dege.
[=/1/16,01/ B 1,2

I
17y
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Applying (4.2) to Theorem 4.2 and noticing Lemma 3.2, we have
d 2 2 2
| Fal" = & |F5"+ C[Fg[™

; _ 3. iz : :
Consider g(x.1) = e~ ¢! \F§| which is a subsolution to the heat equation. By
Theorem 4.2, we know f7 is bounded by a constant. Hence

0
j;fl/ll(ij,;?

By Mean Value inequality for linear heat equation,

0
g(x,t)dxdt < Cf [ ‘Fg‘z (x,t)dxdt.
/]1/2 —f1/16 /B

Ji2

=

1S
4

I =g(0,0) < Cf, e,

which finishes the proof of this lemma. O

4.2. Connected sum of vector bundles. We recall some topological facts about
vector bundles (principal bundles). Let G be a connected compact Lie group. There
is a topological space BG, which is called the classifying space of G, and a G-
bundle £G with BG as its base, which is called the universal bundle, such that for
any G—bundle E over M, there is amap f : M — BG such that E is just the pull
back bundle f/*(E G). Moreover, the isomorphism classes of G-bundles are in one to
one correspondence with the homotopy classes of maps from M to BG. Therefore,
the classification of bundles is equivalent to the classification of continuous maps
from M to BG.

The topology of BG is closely related to that of G. Since EG is contractible, the
exact sequence of homotopy groups implies that

miv1(BG) = 7 (G).

Moreover, it is known that for all connected Lie groups G, m;(G) is a finitely
generated abelian group, m2(G) = 0 and 73(G) is a finitely generated free abelian
group. An invariant of the classifying map f(hence of E) related to m1(G) is
called an 7 invariant. It was defined via Cech cohomology in [26]. In particular,
if 7,(G) = 0 or M = S*, then 7 is always trivial. There is another invariant
called the vector Pontryagin number related to 73(G). For our purposes, we shall
restrict ourselves to the case M = S* below. Hence, it is nothing but an element in
m4(BG) = 3(G) = 7.

To define the connected sum of bundles, let us consider two bundles E; over M;
fori = 1,2. Pick any p; € M; and let B; be a small ball around p; such that
E;|p, are trivial bundles. We obtain two manifolds with boundary M; \ B; and two
bundles Ei|pm;\p;- We identify dB; with orientation taken into account to obtain
the connected sum M = M,;#M,. Such an identification is uniquely determined
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topologically. We still need an identification of E;|[sp,. Although they are trivial
bundles over S3, there are many different bundle isomorphisms between them.
Among those isomorphisms, there is a natural one. E;|yp, admits a trivialization
inherited from the trivialization of E;|p,. By identifying the two trivializations,
we obtain the natural isomorphism and a bundle E over M, which is called the
connected sum of E; and E,. Since we will always consider connected manifolds
M, the definition is independent of the choice of p; and the size of (small) B;. We
remark that M#S* = M for any closed 4—manifold M .

It is well known that when we consider the convergence of a sequence of Yang—
Mills connections on bundle £ with bounded energy, blow-up occurs. In fact, the
same discussion works for a-Yang-Mills connections, or any other sequence of
connections as long as we have the e-regularity and a total energy bound. This results
in a weak limit on some different bundle £’ and finitely many bubble connections
on E; over S* fori = 1---1. The point is that £ = E'#FE#---#FE;. This follows
from the removable singularity theorem of Uhlenbeck and some analysis on the neck
region, which we briefly recall as follows.

Assume for simplicity that there is only one bubble. That is A;, after gauge
transformations, converges on M \ B to the weak limit A’, and after scaling, A; (B . o
1

converges on Bg to the bubble connection A. Since § and R can be arbitrary, A" is
defined on M \ {p} and A is defined on R*. The removable singularity theorem
claims that in fact A’ and A are smooth connections of E’ over M and E over S*.
Topologically, there are different ways to extend a bundle over M \ {p} to M. This
amounts to the choice of a trivialization of E|yp, (up to topological equivalence).
There is one naturally dictated by the converging sequence A;. By the e—regularity,
if we restrict A; to Bs \ Bs/» and scale to B, \ By, itis a connection with arbitrarily
small curvature (in any norm). This decides a trivialization (see Lemma 2.4 in [33]).
Similar analysis works for the bubble connection on Baj,; g \ B, g.

To see that E is the connected sum of £’ and E, it suffices to show that the
trivialization of £ on Bgs \ Bs/> and B,y g \ By, g agree with each other. This is
related to how the bubble tree is constructed. If one follows the process of Ding and
Tian [6], we know that the energy of the A; restricted to B, \ B, /> are smaller than
any given &1 for t € [24; R, §]. For each ¢, the smallness of energy and e—regularity
implies a choice of trivialization. As t changes from 2Ag to §, we see that the
two trivialization can be continuously deformed to each other. If one follows the
construction of Parker [21], we have the total energy over the neck region B\ B2, r
is small (see (1.3) and (1.6) in [21]), say smaller than ;. Using the trivialization over
B>, r \ Bgr., we may extend the connection to Br with a controlled amount of the
energy. We can do the same at the infinity to obtain a smooth connection over S*
whose energy is smaller than a multiple of £;. Hence, the bundle must be trivial and
it implies that the two trivialization agree with each other.
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The proof of Theorem 1.3 depends on the following lemma, which is well known.

Lemma 4.4. Leta;.a; be two elements in 73(G) and E; and E; be the correspond-
ing bundles over S4. If E = E{#E,, then E corresponds to the element a; + a5 in
J'l'_v,(G).

Proof. The key proof is to clarify the correspondence between homotopy class of
maps from S? to G and the bundle over S*. This can be done via the clutching
functions.

Let S* be the unit sphere in R> with coordinates xi.--- , xs5. Let Sj\‘[ be the north
hemisphere given by {xs > 0} and S; be the south hemisphere. We also identify
the equator {xs = 0} by S3. For any G bundle E over S, its restrictions to both
hemispheres are trivial. Hence, we may choose the trivialization on both Sf{, and
S;‘. The topology of E is encoded in the gluing map 6 : S° — G, which we call
a clutching function. It is obvious that the isomorphism class of E corresponds to
homotopic class of clutching functions 6.

Next, we study the connected sum of bundles in this setting. Let £, and E, be
two bundles over S* as assumed. By abuse of notations, we may write a; and a»
for the clutching functions of E; and E, respectively. In doing connected sum, we
identify the trivialization on the south hemisphere part of £ with the trivialization
on the north hemisphere part of E,. Hence, the new bundle is glued from three
pieces. The central one is a trivial bundle over §3 x [0,1]. If we remove the
central piece, we see the clutching function of the new bundle is a; - a» (Lie group
multiplication).

[t remains to see that the homotopy class of ay - as is just the sum of ¢, and a5.
In fact, we may pick a map homotopic to a; (or a,), still denoted by a; (or az),
such that its restriction to a neighborhood of south (or north) hemisphere is the unit
of GG. Then, by the definition of group structure of m3(() (as given on page 341
of Hatcher’s book [12]), the homotopic class of a; - a» is the sum of @; and a» in
7T3(G). Il

We now prove Theorem 1.3.

Proof of Theorem 1.3. Recall that G-bundles over S* correspond to the homo-
topy classes of maps from S* to the classifying space BG of G, and that
m4(BG) = m3(G). Assume the theorem is not true. Then there are at most

r — 1 G-bundles which admit Yang—Mills G —connections. Let ay,--- ,a,—1 be
elements in 74(BG) corresponding to these G-bundles. By our assumption, there is
a € m4(BG) which is not generated by {ay,--- ,a,—1}.

Let E be the bundle corresponding to a. Pick any smooth connection on E.
Consider the a-flow starting from it. Theorem 1.1 gives a Yang—Mills a-connection
Aq for each o > 1. Since E is not a trivial bundle and S* is simply connected, A,
cannot be flat. Take the limit as « to 1.
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If the convergence is strong, then we find a Yang—Mills G-connection, which
contradicts the choice of a. If not, the bundle £ splits into a connected sum of
Ei,...,E;over S%, and each admits a Yang—Mills G -connection. By our assumption,

Ei(i =1,--- 1) corresponds to one of a;.--- ,a,—;. Moreover, by Lemma 4.4, the
fact that £ is a connected sum of E;,---, E; implies that ¢ is a combination of
dy, -+ .ar—1 in m4(BG) = m3(G). This is a contradiction to our choice of a. L]

4.3. Minimizing sequences of Y M (-). In this subsection, we prove Theorem 1.4.
For a closed 4—manifold M and the G-bundle E, let m(E) be the infimum of
Y M(A) for all G —connections A of E.

First, let us show a general result which has nothing to do with the blow-up.

Proposition 4.5. If E = E'#FE#---#E;, where E’ is a bundle over M and E; are
bundles over S*, then

!
m(E) <m(E') + Zm(E,—).

i=1

Proof. For simplicity, consider / = 1. If suffices to show that for any ¢ > 0 and
any two connections Dy and D, of E’ and E, respectively, we may construct a
connection D of E such that

YM(D) <YM(D;)+ YM(D3) + e.

(This is exactly Lemma 5.7 in [18]). For completeness, we also give a proof here.

Given any smooth connection D; and a trivialization of the bundle over some ball
B, by multiplying by a cut-off function, we may assume that D; is flat in a smaller
ball at the expense of any small change of the energy. More precisely, for any ¢ > 0,
there is a § > 0 and we have another connection D! such that

(1) D; = D; outside By;
(2) D; =d on B{g/z',
(3) |[YM(D))—YM(D;)| <e.

Indeed, if D; = d + A; on B, due to the smothness of {1,; there exists § > 0
such that if we scale Bs to By, D; becomes d + A; with || A; | - as small as we
need.

Let ¢ be a cut-off function: ¢ = 1 on B, \ B3/2 and ¢ = 0in By. Consider a
new connection d + ((pA It agrees with d + A outside B3> and is d in B. We
scale d + (¢A;) back to B, and denote the new connection by D!. It remains to
see that the change in the energy is small. Due to the scalmg invariance of energys, it
suffices to check that any C¥ norm of F = d(A;) + [pA;, ¢ A;] is small on Bs.

Fix p € M and g € S*. By the above construction, we may assume that in

Bs(p) and Bg(q), there is a trivialization such that the connection is just . Via the
stereographic projection, D is a connection over R*, which outside Bg is nothing
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but d in some trivialization. We further scale it down to assume that R = §/2. We
can now obtain a new connection by gluing D" on M \ Bs/> and D; on Bg. Since
there is no energy at all in the overlap domain, the lemma is proved. [l

We then consider a minimizing sequence. For a given bundle £, let D; be a
minimizing sequence with

lim YM(D;) = m(E).

i—00

Since D; is smooth, we can find «; close to 1 such that
1
YMy, (D) = YM(D;) + V(M) + T

Let D;(t) be the solution of the «;-Yang—Mills flow from D; and set Dl’- = D;(1).
Then,

1
YM(D;}) + V(M) <YMy, (D) < YM(D;) + V(M) + .
i
This implies that D7 is another minimizing sequence.

In order to do the blow-up analysis for D/, we need the following e—regularity
result,

Lemma 4.6. There exists £ > 0 such that if B,(x) C M satisfies

lim sup/
i—00 Br(x)

2
dv <&,

FDI_

i

then
k
[V5; 7o,

( < Cr %2,
CO(B,4(x))

Proof. The proof relies on Theorem 4.2 and ¢ will be determined by £; and the
energy bound for our minimizing sequence.

By our choice of «;, we have
2\ %i 2
) —(l—!—‘FD;’)dv:O.

2
limsupf (1+’FD<‘ )4 — 1dv < 2e.
B (x) :

i—00

lim (1 + 'FD;

i—oo Jp

Hence,

The local energy inequality (Lemma 2.3) implies that there exists o > 0 depending
on the total energy and ¢ such that for /i sufficiently large,

sup f (1 + |Fp,|)% = 1dv < 3.
B2 (x)

te[1—or2,1]
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Therefore,
sup f ‘FD,.(,)lz dv < 4e.
te[l—or2,1]1 Y Bry2(x)
Sete = %81 and the proof follows from Theorem 4.2. |

Now we can do the well-known blow-up analysis for D;. If there are nontrivial
bubbles and E = E'#E#---#E;, then

/
m(E) = lim YM(D)) > m(E') + Zin(Ei).

i=1
This together with Proposition 4.5 will imply the energy identity:

Proposition 4.7. Let D; be a minimizing sequence of the Yang—Mills functional
among all smooth connections of the bundle £ over M. Then, there exist bundles
E" over M and Ey,---, E; over S for some [ > 0 and Yang-Mills connections
D! and D,.---, Dy such that

!
lim YM(D;) = YM(D.)) + Y _YM(D;).
1 —>00 im1

Next, it remains to study the relation between the limit connection D’ and the
weak limit D, of Sedlacek [26].

We try to prove that the two limit (two Yang—Mills connection on two smooth
bundles) are globally the same up to gauge transformations. This is the best one
could hope for.

Let S be the union of energy concentration sets, both for D; in the Sedlacek limit
and for D! above. Let {U?} be an open cover of M \ S. We shall consider three
bundles.

(1) The original one where the minimizing sequences and their «-flow lies on is
denoted by E.

(2) The weak limit bundle, E, where the weak limit of D; lies. In the paper of
Sedlacek, it is given by transition functions. However, it is convenient to think
of it as an abstract bundle, with a set of trivialization.

(3) The strong limit bundle, £5, where the weak limit of D! lies.

For each D;, there is a trivialization eﬂ in which D; = d + A'?, where H A‘,.8 ’

1s bounded. g‘.By

i

wl.2
will denote the transition functions, by which we mean
ef’ = g:.BVe?/. (4.3)

!
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There is a trivialization ¢? of E 1 when restricted to M \ S, in which the weak limit
Do =d + Ago. We denote the transition functions by g#?, which means that

P = gPrer. (4.4)

The convergence of the minimizing sequence D; on £ in [26] can be reformulated
as follows. By part ) of Theorem 3.1 in [26], we have

B
”A" a Ag"”wt2 -0

By part c) of the same theorem, gfy converges to g#7 weakly in W14,

Remark 4.8. This convergence was shown to be weakly W !+2 in [26] and was shown
to be strong by Isobe in [18].

There is a bundle map (pI‘-B : Elys — (E1)|ys by identifying trivialization e;-s
and e# . The above convergence can be written as

lwf)* Do - D, me(m 0. 4.5)

In [26], (pf and go,.y cannot be fitted together to get a larger bundle map. However,
we have the following relation between them.
Let v be any vector of E|; 5~y ». Suppose that

V= 56;3 = g}Byﬁeiy.
By definition of v and (4.3), (4.4),
‘Pzﬁ (v) = vef (4.6)
— gﬁyﬁer
= gl e])
= o] (6”7}  vel)
- gBVgiyﬂgal?/(v).

The relation (4.6) will be important for us later.
Next, we describe the strong convergence of D; to D ,. We know there is a
sequence of bundle maps o; from E|pr\ s to Ez|ps\s such that

Hgi*D:vo - D:{“ck(x) — 0

for any compact K in M \ S. For any f8, we have

Hai*Dc;o - D;”ck(Uﬂ) — 0. (4.7)
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By our construction, we know

| Di = DI .2 — 0.
Hence,
”(wf)*Doo =0 Degl| 1 rmy > ©
That is
| Poo = iy DY, om0 (4.8)
where n? = 0} © ((,0;6)_1 is a bundle map from E |5 to Ez|ys.

We claim that nfg converges to nB in weak W12 topology and Do, = (nﬁ)"‘D’oo

on UB. To see this, consider the meaning of (4.8) in trivialization eP and fﬁ. (Here
P is a trivialization of £, on U#.) Since Do = d + Aoo and D =d+ A, we
have

”Aoo — (sl-_lds,- +Si_]A:>osi)”L2(Uﬂ) <(C.

Here s; is the map nfj in a trivialization. Hence s; is bounded in W !-2 and our claim

follows. Moreover, although the convergence is only weakly W'2, n# is smooth
since it maps smooth connections to smooth connections.

We next claim that n# and n” agree over U® N U?. Hence, this gives a global
bundle map 1 from E[a\s to E2|pr\s. To see this, it suffices to check that

lim o7 0 ()™ = lim 0; 0 (¢/) 7"
1 —>00 1—>00

Due to the smoothness of n# and 57, it suffices to check the above for a dense
By
to

set of x € UP N UY. Thanks to (4.6) and the W 1#* weak convergence of g;
gﬁy (Theorem 3.1 in [26]), we have a dense set W such that for x € W and any
v € (Eq)x, we have

(@)™ (W) = () () — 0.

Because o; is a linear map and o; lies in G C SO(r) (r is the rank of E), we have
1im a7 0 (pf) ') — 01 0 (p)) ' () = 0.
1 —>00

Now we have a bundle map n defined on M\ S satisfying n* D = D,. Finally,
since Do, and D/ are smooth connections, 7 extends automatically to a global
smooth gauge transformation with n* D, = D. In fact, locally on B \ {0},

Aoo = n Ny + 0 ALy,

which implies 7 and all its derivatives are bounded on B \ {0} since A and A/ are
smooth over B.
Hence, we finish the proof of Theorem 1.4.
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4.4. Another approach for Min-Max of the Yang-Mills functional. It is well
known that the Yang—Mills functional in dimension 4 does not satisfy the Palais—
Smale condition, which caused great difficulty in applying Morse theory to show the
existence of a nonminimal critical point. In 1989, Sibner, Sibner and Uhlenbeck [27]
proved the existence of nonminimal Yang—Mills connections on the trivial SU(2)
bundle over S*. They used the fundamental relationship between m—equivariant
gauge fields on §4 and monopoles on hyperbolic 3—space H? as presented by Atiyah
[1]. If we identify S* with R* U {oo} by stereographic projection, we may introduce
the following coordinates

(2.0, (x,y)) — (zcos b, zsinb, x, y) € R*,
Hence, one can define a U(1) action on S* by
qg(0")(z,0,(x.y)) = (z.0 + 0'(mod27m), (x, y))

and leaving other points in S* not represented by this coordinate system fixed.
Let {IA]A/;} be a standard basis for su(2) and s(0) = eimf(m > 2) be a
homeomorphism from U(1) to SU(2). A connection D is called an m-equivariant

connection if

g()*D =s(0)"' o D os(6)

forall & € U(1). Denote the set of all m-equivariant connections of the trivial SU(2)
bundle over S* by M.

The authors of [27] followed a construction of Taubes [31] to find a non-
contractible loop of connections DY (y € S') of m-equivariant connections in M,
satisfying

YM(DY) < 8rm. (4.9)

The connections in Lemma 2 of [27] are in W 1°°, but by approximation, we can
assume that they are smooth and (4.9) remains true. Since they are smooth, we know

YMy (DY) < 8rm + wy

for sufficiently small &. Here wy is the volume of g4,

We can now apply the Yang-Mills a-flow to the loop. The a-flow preserves
symmetry, so that the flow stays in M. By Theorem 2.6, we obtain a deformation of
the circle in M. We then claim that we obtain a nontrivial Yang—Mills «-connection
Dy with YMy(Dy) < 8mm + wy. Otherwise, the flow will converge to the flat
connection for any y € S', which will result in a contraction of the loop to a single
point in M. This is not possible.

The energy of these Yang—Mills «-connections D, has a uniform lower bound.

This is a generalized gap theorem similar to the result of Bourguignon and Lawson
[4].
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Lemma 4.9. There is k > 0 depending only on G such that any nontrivial Yang—
Mills e-connection D, on S* satisfies

YM(Dy) > k.

Proof. Recall that we have proved a stronger Bochner formula (3.6) than stated in
Lemma 3.2. For our purpose here, 3, | F |* vanishes and the Ric A g + 2R is just the
4 times of the identify map on 2—forms. Hence,

—Ve; ((&j + bij) Ve, |F|2) <C|F|>-3|F).

when o — 1 is small. Multiplying both sides by IFl2 and integrating over S*, we

have X
[\VIFF\ +|F|4scf IF|®.
sS4 S4

By the Sobolev inequality and the Holder inequality, we obtain

(o) "= o) (L)

This implies that F is identically zero if the energy is small. O

Now, we may pass to the limita — 1. Note thatx < YM(Dy) < 87w m. The rest
of the proof goes just like Theorem 1 in [27]. If the convergence of Dy 1s strong, we
obtain a nonminimal Yang—Mills connection on the trivial SU(2) bundle over S*. If
not, the energy bound 87t m implies that either the weak limit or one of the bubbles is
a nontrivial Yang—Mills connection on the trivial S U(2) bundle (hence nonminimal),
because the energy is not enough for two nontrivial bundles.
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