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Triangulation of refined families

R. Liu

Abstract. We prove the global triangulation conjecture for families of refined p-adic rep-
resentations under a mild condition. That is, for a refined family, the associated family of
(¢. I')-modules admits a global triangulation on a Zariski open and dense subspace of the base
that contains all regular non-critical points. We also determine a large class of points which
belongs to the locus of global triangulation. Furthermore, we prove that all the specializations
of a refined family are trianguline. In the case of the Coleman—Mazur eigencurve, our results
provide the key ingredient for showing its properness in a subsequent work [15].
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1. Introduction

In the seminal work [25], Kisin proved the Fontaine—-Mazur conjecture for Galois
representations attached to finite slope, overconvergent cuspidal eigenforms. The
most significant part of his proof is showing that the dual of these representations
satisfy the property that their restrictions on a decomposition group of p have
nonzero crystalline periods on which the crystalline Frobenius acts via multiplication
with the Up-eigenvalue. Furthermore, he conjectured that this property should
characterize the Galois representations coming from finite slope overconvergent
p-adic modular forms. This beautiful result inspired many important subsequent
developments. In p-adic Hodge theory, Colmez introduced the notion of trianguline
representations reformulating this property in the framework of (¢, I')-modules over
the Robba ring [13]; the notion of trianguline representations plays a key role
in his construction of the p-adic local Langlands correspondence for GL2(Q)).
In the direction of Bloch—Kato conjecture, Bellaiche—Chenevier [1] and Skinner—
Urban [33] applied some (different) variants of Kisin’s result to construct elements
of Selmer groups by deforming certain p-adic representations on eigenvarieties.
More recently, Emerton [16] established the local-global compatibility of p-adic
Langlands for GL,/Q. As an application, he confirmed the conjecture of Kisin.
Nowadays, it is widely assumed that the condition of being trianguline at the
places above p characterizes the Galois representations coming from finite slope
overconvergent p-adic automorphic forms. In addition, it is conjectured! that for a
family of p-adic representations arising on eigenvarieties, the associated family of
(¢, I')-modules admits a global triangulation on a Zariski open and dense subspace
of the base that contains all non-critical points.

The main objects of this paper are families of refined p-adic representations. This
notion was first introduced by Bellaiche—Chenevier [1] for p-adic representations of
Gal(Q »/Qp) to encode the properties of families of Galois representations carried

ISee for instance [1, §4].
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by eigenvarieties. In this paper, we first generalize this notion to Gal(@p/K)-
representations where K is a finite extension over (Q,. For technical reasons, we
will assume throughout that our refined families are arithmetic families of p-adic
representations, not just pseudocharacters as in Bellaiche—Chenevier’s original
definition. The main goal of this paper is to prove the global triangulation conjecture
for such families under a mild condition. Namely, we will prove that a family of
refined p-adic representations admits a global triangulation on a Zariski open and
dense subspace of the base that contains all regular non-critical points. We also
determine a large class of points which belongs to the locus of global triangulation.
Furthermore, we will show that the specializations of refined families are all
trianguline. Finally, as an application, we explicitly determine the local behavior
of the family of p-adic representations carried by the Coleman—Mazur eigencurve.

Our approach is largely inspired by Kisin’s method of interpolating crystalline
periods [25]. The first major step is to show that for a weakly refined family, the de
Rham periods always coincide with the crystalline periods on which the Frobenius
acts via multiplication with the prescribed eigenvalue. Furthermore, both of them
form coherent sheaves on the base. To this end, we significantly refine Kisin’s
construction of finite slope subspaces by removing the “Y -small” assumption. The
value of this refinement is that it allows us to interpolate periods over all affinoid
subdomains of the base, not only, as in the case of Kisin’s original construction, over
Y -small affinoid subdomains.

The second major step is to show that for a given refined family, the crystalline
periods of its exterior powers give rise to the desired global triangulation. Firstly,
it is not difficult to see that the set of points by which the crystalline periods of
exterior powers of the family give rise to a triangulation of the specialization, which
1s named as the triangulation locus of the family, is an analytic subspace of a Zariski
open subspace of the base. Therefore, to prove the global triangulation conjecture, it
reduces to show that the triangulation locus contains all regular non-critical points.
We achieve this by combining the results of the first step and a result of Bellaiche—
Chenevier on descent [1].

Indeed, by the recent works of Bellovin [6] and Kedlaya—Pottharst—Xiao [24],
one knows that for an arithmetic family of p-adic representations over a rigid
analytic space, the de Rham periods and crystalline periods on which the Frobenius
acts via multiplication with an invertible function always form coherent sheaves
on the base respectively. On the other hand, as mentioned above, we prove in
this paper that for a weakly refined family, the de Rham periods always coincide
with the crystalline periods on which the Frobenius acts via multiplication with the
prescribed eigenvalue. This fact is a special feature for the eigen-families of p-adic
representations, and turns out to be important for applications to eigenvarieties. For
example, it follows that for the dual of the family of Galois representations carried by
the Coleman—Mazur eigencurve, the de Rham periods coincide with the crystalline
periods on which the Frobenius acts via multiplication with the U,-eigenvalue.
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This fact plays a key role in our subsequent work with Hansheng Diao proving the
properness of the Coleman—Mazur eigencurve [15].

Last but not least, we should point out that after the work of this paper was
finished, some of our results were also obtained by other authors. In [18], Hellmann
proves that the families of Gal(Q »/Qp)-representations carried by eigenvarieties for
definite unitary groups over imaginary quadratic fields admit global triangulations as
in our case. His strategy is to construct a map from the eigenvariety to the moduli
space of (rigidified) trianguline (¢, I')-modules. In [24], Kedlaya—Pottharst—Xiao
establish the finiteness of cohomology for arithmetic families of (¢. I')-modules. As
an application, they show that an arithmetic family of p-adic representations that
is densely pointwise refined in the sense of Mazur admits a global triangulation
over a large subspace of the base. More recently, in his thesis [7], John Bergdall
applies the techniques of [24] to refined families and gives a new proof of our result
that the triangulation locus contains all regular non-critical points in the case of
Gal (@p/(@p )-representations.

In the following we will explain the main results of the paper and the idea of
proofs in more detail.

1.1. Finite slope subspaces. We fix a finite extension K of QQ, in @p, and fix a
uniformizer rg of K. Let Gg = Gal(@p/K). Let K¢ be the maximal unramified
extension of (O, contained in K, and let /' = [Ky : Q,]. Let £ be the Galois closure
of K in @p, and let Hx be the set of (0 ,-embeddings of K into @p (hence into E).
Fora K ®q, E-module M, set

M =M ®keq,E (K ®k, E)

for any t € Hg. We may identify M with @repy, M.. For any m € M, let m,
denote the projection of m onto M.

We now assume that X is a rigid analytic space over £, and let Vy be a family of
p-adic representations of G g of dimension d over X. Suppose the Sen polynomial?
for Vx is TQ(T') for some Q(T) € (K ®q, O(X))[T]. For r € Hg, following
the notation introduced above, Q(T), denotes the projection of Q(7) onto the
t-isotypic component of (K ®q, O(X))[T] = K ®q, O(X)[T]. Leta € O(X)*
be an invertible rigid analytic function on X. We define finite slope subspaces of X
with respect to the pair («, Vy) as follows.

Definition 1.1. For such a triple (X.a, Vx), we call an analytic subspace?® X s C X
a finite slope subspace of X with respect to the pair («.Vy) if it satisfies the
following conditions.

(1) Forevery integer ; < Oand t € Hg, the subspace (X 7,)o(;), - Which denotes
the complement of the vanishing locus of Q (). on X sy, is Zariski open and
dense in X 7.

2See Definition 2.24 for the definition of Sen polynomial.
3In this paper, the terminology “analytic subspaces” refers to Zariski closed rigid analytic subspaces.
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(2) For any morphism g : M(R) — X, where R is an E-affinoid algebra, if g
factors through X¢(;), for every integer j < 0 and 7 € Hg, then it factors
through X s, if and only if the natural map

f—o* =
.k K ®k, (Dly(g"(Vx)? = @T=! S DE/ (g (k)T (LD

rig
is an isomorphism for all sufficiently large » (indeed for all n > n(Vg))4.

The above definition is a (¢, I')-module theoretical interpretation of Kisin's
original definition of finite slope subspaces except that we relax the assumption
on g. That is, we do not require that g is «-small in the sense of [25, (5.2)]. Tt
is not difficult to see that our finite slope subspace X s, (assuming its existence and
uniqueness) coincides with the one introduced by Nakamura [31] which generalizes
of Kisin’s finite slope subspaces to finite extensions of QQ, (see Remark 4.14).

The idea for introducing finite slope subspaces is to cut out the maximal analytic
subspace X sy of X such that Q (/). 1s not identically O on any component of X r,
for any j < 0 and t € Hg, and for any affinoid subdomain M(S) of X, the natural
maps

K ®k, D—rrig(VX|M(S)ﬂX_f's)(pj = I=1 o 5" (Vi lmes)nx )/ )T

(1.2)
are isomorphisms for all sufficiently large k. As it was already pointed out by Kisin
[25, (5.5)(5)], the Y -small” assumption in [25, Proposition 5.4] is due to some
technical obstacle to solve a certain Frobenius equation over the relative crystalline
period ring. We get over this difficulty by using the relative extended Robba ring
which is much bigger than the relative crystalline period ring and sufficient to solve
this equation.

Theorem 1.2 (Theorem 4.10). The rigid analytic space X has a unique finite slope
subspace with respect to the pair («, Vy).

More importantly, we will prove that if k is bigger than the valuation of « in §,
then (1.2) is an isomorphism. This result is crucial for later applications to refined
families.

Theorem 1.3 (Theorem 4.12). Let M(S) be an affinoid subdomain of X rs. Then for

any n > n(Vs) and k > log

Il o~ ! |sp where the spectral norm is taken in S, the
K

natural map

f: A= +1 r
K ®x, DY, (Vi |ms)? == = OF" (Vx [ms)/(*)
s an isomorphism. As a consequence, the presheaf M(R) +— D:riﬂ(VXIM(R))"J ! =a,I'=1
where M(R) runs through all affinoid subdomains of M(S), is indeed a coherent
sheaf on M(S).

4See §2.3 for the definition of the functor Dji—l-‘”.
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We denote by 7] ( Vs)¢” =¢T=1 this coherent sheaf, and by @FL( Vx . )¥ /=a,r=1

the coherent sheaf on X s, obtained by gluing the sheaves QEQ( VS)"’f =&,L=1 for dll
affinoid subdomains M(S) of X .

1.2. Rank 1 (¢, I')-modules and trianguline representations. Fora K¢ ®q, Ko-
module M, set

Ms = M ®kye,, ko (Ko ®ky.0 Ko)
for any o € Gal(Ko/Qp). We may identify M with &4 ecu(k,/q,)Mos. Then for
any m € M, let my denote the Ms-component of it. Now let § be an affinoid algebra
over Ko, set Sk, = S ®q, Ko. Let ¢ € Gal(Ky/Q)) be the arithmetic Frobenius.
Using the canonical isomorphism

SK“ = l—[ S¢,i
0o<i<f-—1
for any a € S we equip Sk, with a I ® ¢-semilinear action ¢ by setting
@(xX1,X2,...,° Xr) =(a@xsp 1. Xp ..., X f_2).
Let D, denote this ¢-module. The ¢-action on D, satisfies gpf =q @ 1.

Let K’O be the maximal unramified extension of (0, contained in K (i p> ). Recall
that one may identify B::g![( with the Robba ring RK{’ over K, (see [2, §2.6]).
Equip ’RK() with the induced actions of ¢ and I'. Let 9(5’) be the set of
continuous characters § : K* — S§*. For any § € 7(S), we attach to it a
rank 1 (¢, ')-module Rg(5) over RK()@?@,)S as follows. 1If §|px is trivial, we
set Rs(8) = Ds(ny) ®sy, (RK(/,@@,,S); here Dg(x,) 1s equipped with the trivial
[-action. For general §, we may write § = 4’8" so that §'(rg) = 1 and 8”\@2 is

the trivial character. By local class field theory, §’ can be viewed as an S*-valued
continuous character of the Weil group of K; it extends to a character of Gk by

continuity. We set Rg(§) = D! (5’)®R ~ SRg((S”). For any (¢, I')-module Dg
= ) p

rig A()®C-‘
over RK(')®<Q';;S’ set Dg(8) = Ds ® Rs(3).

RK(/)®QPS

Definition 1.4. For § € .?(S), arank 1 (¢, ')-module over RK(/)(@;_,,S is called
of type § if it is isomorphic to M ® sk, Rs(8) for some locally free rank 1
Sk,-module M equipped with trivial - and I"-actions. We call a (¢, I')-module Dg
over 'RK(') @)Qp S triangulable if it admits a filtration

0 = Filp(Ds) C Fil1(Ds) C --- C Fily—(Ds) C Filg(Ds) = Dg
by (¢. I')-submodules over RK(I)@S such that each successive quotient
Fil; (Ds)/Fil;—1(Ds)

is of type 4; for some §; € ,77(5); any such a filtration (Fil;(Ds))i<i<q 18
called a triangulation of Dg, and (§;)1<j<4 are called the parameters of this
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triangulation. We call a locally free S-linear representation Vs of G trianguline

T,(VS) is triangulable.

if the corresponding (¢, I')-module D,

1.3. Refined and weakly refined families. From now on, let X be reduced.
For any x € X, let V) denote the specialization of Vx at x. The following
definitions generalize Bellaiche—Chenevier’s notions of refined and weakly refined
families [1, §4.2.3] to p-adic representations of Gg3. As previously mentioned,
we will define our refined and weakly refined families to be arithmetic families
of p-adic representations, not just pseudocharacters as in Bellaiche—Chenevier’s
original definitions.

Definition 1.5. A family of weakly refined p-adic representations of Gg of
dimension d over X is a family of p-adic representations Vy of G g of dimension d
over X together with the following data

(1) d analytic functions ky.....kz € K ®q, O(X),
(2) an analytic function F € O(X),
(3) a Zariski-dense subset Z of X,

subject to the following requirements.

(a) For every x € X, the generalized Hodge-Tate weights® of V. are, with
multiplicity, k1 (x), ..., kqg(x).

(b) If z € Z, V. is crystalline.

(c) If z € Z, k1(z) is the biggest Hodge-Tate weight of Dyr(V;), for every
T € Hg.

(d) Foreach z € Z, Dy(V:) has a ¢-submodule over Ky ®q,, k(x) which is
isomorphic to D Meen g tlrg) 1G0T

(e) For any non-negative integer C, let Z¢ be the set
{ze Z,k1(2); —kn(z) > C,Vn e {2,..., d}, v € Hg}.

Then Z¢ accumulates at any z € Z for all C.

(f) There exists a continuous character y : O — O(X)™ whose derivative at 1
is —k1 and whose evaluation at any z € Z is the character

X 1—[ T(x) "1

teH g

’Note that the Hodge-Tate weight of p-adic cyclotomotic character is normalized to be —1 in [1];
this is opposite to our normalization.
SWe set the generalized Hodge—Tate weights to be the roots of the Sen polynomial.
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We may also view y as a continuous character from K™ to O(X )™ by setting
y(mg) = 1. By twisting Vy with ¥y~ !, we may suppose k; = 0. In this case, we
have the following result.

Theorem 1.6 (Theorem 5.3). The finite slope subspace of X with respect to the pair
(F.Vyx)is X itself.

Definition 1.7. A family of refined p-adic representations of G g of dimension d
over X is a family of p-adic representations Vy of Gk of dimension d over X
together with the following data

(1) d analytic functions k1, ....kg € K ®qg, O(X),
(2) d analytic functions Fi, ..., F; € O(X),
(3) a Zariski-dense subset Z of X,

subject to the following requirements.

(a) For every x € X, the generalized Hodge-Tate weights of V, are, with
multiplicity, «y(x), ..., Kq(x).

(b) If z € Z, V is crystalline.
(¢c) f z € Z,thenk(2); > k2(2)r > -+ > kq(z2), for any T € Hg.

(d) For each z € Z, there exists a refinement of V, such that the associated
ordering of the ¢/ -eigenvalues are

(Hr(m"'“’fﬂ(:) ..... Hrm)"d‘”fm:)).

TEHK T€HK

(e) For any non-negative integer C, let Z¢ be the set

{ZEZ.[K}(Z)I—K_](:)t[>C.VI,Jg{l ..... i}
[I|=|J|>0,1+# J,t €Hg},

where k; = Zie] ki. Then Z¢ accumulates at any z € Z forall C.

(f) Foreach I <i < d, there exists a continuous character y; : O — O(X)”
whose derivative at 1 is —k; and whose evaluation at any z € Z 1s the

character
X = n r(x) i@

TEHK

Foreach 1 </ < d, letqa; = ]—['l=1 Fjand n, = ]—[j-=1 xi. Let é; be the
continuous character §; : K™ — O(X)™ defined by §; (rx) = «; and 5,-[01_ = Wi
It is straightforward to see that A' Vy is weakly refined with £ = «; and y = n;.
Thus by Theorem 1.6 and Theorem 1.2, foreach | <i < d, we get a coherent sheaf
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of crystalline periods @:irg((/\i VX)(ni_l))“’f:"""r=I on X. The main result of this
paper is the following theorem (see Theorem 5.42 for a more precise version). Here
for any O(X)*-valued character ¥ and x € X, we denote by W(x) the evaluation
of W at x.

Theorem 1.8. The families of (¢, I')-modules

: 1o —a = ;
@:irg((/\l Vx ) (n; P = QKo®0x Qrii’g(m)

forall 1 <i < d give rise to a global triangulation of Vx on a Zariski open and
dense subspace of X with parameters (8; /8;—1)1<i<a. Furthermore, the locus of

global triangulation contains all x € X such that ng(Vx) admits a triangulation
with parameters ((8; /8i—1)(x))1<i<q and satisfies

dimg, D!

ri

ATV g T TSt =

foreveryl <i <d —1ando € Gal(Ko/Qp). In particular, the locus of global
triangulation contains all regular non-critical points.

1.4. Triangulation loci of refined families.

Definition 1.9. Let Vy be a weakly refined family. For x € X, we say x is saturated
for the family Vy if the following two conditions hold.

(1) Forany o € Gal(K(/Q)). the coherent Ox-module QL(VX(X_l))ﬁ'/ =k =i
is locally free of rank I around x.

(2) The image of %L(VX()(_I))“’/:F’F:l in ng(Vx(x_l(x))) generates a

rank 1 saturated (¢, [')-submodule.

We denote by X the set of saturated points, and call it the saturated locus of Vy.

Using Theorem 1.3, it is not difficult to show that X is a Zariski open and
dense subspace of X. For a refined family Vy, the saturated locus X, is defined
to the intersections of the saturated loci of the weakly refined families A’ Vy for all
1 <i <d. Tt follows that X is a Zariski open and dense subspace of X .

Definition 1.10. Let Vy be arefined family. The triangulation locus of Vi is defined
to be the set of x € X such that the (¢. I')-modules

; _ Pz, The
ZIAAN VTN == @ k@, 0 Diiy (1 ()

forall | < i < d give rise to a triangulation of DIQ(VX). That is, there exists a

triangulation (Fil; (D}, (V¢)))1<i<a of D}, (Vy) such that

1 s Iy T 1 .
DAV =TT @ kg, 0y Dig(i(x)) = A (Fil; (D] (Vi)

foralll <i <d.
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It is obvious that the locus of global triangulation is contained in the triangulation
locus. In fact, it turns out that they actually coincide. That is, a refined family admits
a global triangulation on the triangulation locus.

Proposition 1.11 (Proposition 5.40). The triangulation locus forms a reduced
Zariski closed subspace of Xg. Furthermore, for any affinoid subdomain M(S) of
the triangulation locus, the sequence of (¢, I')-modules

] — -f: : =
(DL (A Vx )7 =T @ k@, s Dy (1) 1<i <

Up

gives rise to a triangulation oiji‘,(VX |p(s)) with parameters (8; /8i—1)1<i<d-

To cut out the triangulation locus, we view the associated family of (¢.I)-
modules as a family of vector bundles over the relative half-open annulus X x
10 < v,(T) < r} for some r > 0. For a general base X, it is difficult to deal with
vector bundles over such a relative annulus. We get over this difficulty by restricting
the family of vector bundles on a closed annulus v,(T) € [r/p”.r], where r is
sufficiently small, over X. We then cut out the triangulation locus and construct the
global triangulation over this closed annulus. Finally, we use the Frobenius action to
extend the global triangulation over the closed annulus to a global triangulation of
the original family of (¢, I')-modules.

Therefore, to prove the global triangulation conjecture, it finally reduces to show
that all regular non-critical points belong to the triangulation locus. As mentioned
before, we prove this using a result of Bellaiche—Chenevier on descent [1, §3.2].
On the other hand, although the global triangulation can not be extended to the
whole base (because of the existence of critical points as pointed out by Bellaiche—
Chenevier [ 1, Remark 2.5.9]), it turns out that the specializations of refined families
are all trianguline.

Theorem 1.12 (Theorem 5.45). For any x € X, Vy is trianguline.

1.5. Application to the eigencurve. Let C be the eigencurve associated with an
absolutely irreducible 2-dimensional residual representation of Gal(Q/Q) which is
p-modular in the sense of [11]. Let o € O(C)™ be the function of U ,-eigenvalues,
and let « : C — W be the map to the weight space. We normalize « in such a way
that if x is a classical eigenform of weight k, then k(x) = k — 1. Let

€ (Z/NZY* x 7}, — O(C)"

be the nebentypus-weight character (cf. [11, §3.1]). That is, the diamond operators
act on overconvergent eigenforms parametrized by C through e.

Following [25], let V¢ be the dual of the family of p-adic representations of Gg
on C interpolating the Galois representations attached to classical eigenforms. That
is, for any x € C and prime / not dividing pN, the characteristic polynomial of the
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geometric Frobenius at / on Vy is
X% —a;(x)X +€(x) =0,

where a; denotes the /-th coeflicient of the g-expansion. Let Z be the set of
classical points z € C such that V; is crystalline with distinct crystalline Frobenius
eigenvalues. Coleman’s classicality theorem then ensures that Ve is a weakly refined
family together with k; = 0,k = —«, FF = « and Z. The following theorem
completely determines the local behavior of V.

Theorem 1.13 (Theorem 5.48). Forany x € C, the coherent slzeaf(ﬁ:;“( Ve ye=Fl=1

=]
is locally free of rank I around x unless k(x) = 0 and dim DcryS(V;“)“’zF(") = 2.
In particular, V* is crystalline in this case. If X is not of this form, it is not saturated

if and only if it satisfies one of the following two disjoint conditions.

(1) The weight k(x) is a positive integer and v,(F(x)) > k(x). As a
consequence, Vy belongs to .° NNV in the sense of [14]; hence V,
is irreducible, Hodge—Tate and non-de Rham. Furthermore, the image of
i—’c(x)(fﬁJr (Ve?=FT=1 generates a rank 1 saturated (¢, T')-submodule in

rig

D, (V).

(2) The weight k(x) is a positive integer and v,(F(x)) = «(x), and Vy has
a rank 1 subrepresentation V| which is crystalline with Hodge—Tate weight

—Kk(x). Furthermore, in this case, the image of @:irg(Vc)‘sz'rzl n D::Q(Vx)

: : KEX)isF s ) ; L : t /

is k(x) - t*“e" where e’ is a canonical basis ofDrig(Vx).
In case (2), if x € Z, then it is critical. Hence it is decomposable. Suppose
Ve = Vi & Vo where V| has Hodge—Tate weight 0 and V, has Hodge—Tate weight

—k(x). Then the image ()f_@T (Ve)o=F.I'=1 j D! (Vi) is k(x) - IK(x)ez where e is

‘g rg

a canonical basis of DL,(VZ).
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Notation and conventions. Let v, denote the p-adic valuation on C, normalized as
v,(p) = 1. Let |-| be the corresponding norm defined by |x| = p~¥»(*). Fix a finite
extension K of @, in C,,. Let Ok be the ring of integers of K, and let 7 g be a fixed
uniformizer. Let vg denote the p-adic valuation on C, normalized as vk (7rg) = 1.
For any valuation v (norm | - |) and a matrix A = (A;;), we use v(A) (resp. |A]) to
denote the minimal valuation (resp. maximal norm) among the entries.
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We may view any continuous character of O% as a continuous character of K*
by pulling back via the projection K* — Q% determined by 7. We may further
view it as a continuous character of Wg, which denotes the Weil group of K, via
the local reciprocity isomorphism W2 = K> where a geometric Frobenius element
maps to k.

We choose a compatible sequence of primitive p-powers roots of unity (£, )n>0,
ie. each ¢, € @p is a primitive p”-th root of 1, and they satisfy 8£+1 = g, for
alln > 0. Fix ¢ = (g9,€1,...) to be Fontaine’s p-adic exp(2zi). For a finite
extension L of Q, in Cp, let L, = L(g,) forn > 1,and let Lo = UpenLn. Let Lj
be the maximal unramified extension of Q) in Loo. Let Hp = Gal(@p/Loo), and
let 'y = Gal(L/L). Denote ' by I' for simplicity.

We normalize the Hodge-Tate weight in a way that the p-adic cyclotomic
character has Hodge-Tate weight 1.

Let K be the maximal unramified extension of K in C, and let ' = [Ko : Q,].
Forany 0 € Gal(Ky/Q)), let H, be the set of T € Hg such that its restriction on Ky
iso.

Forr > 0, put p(r) = pp—_rl. Forn > 0,letr, = p" '(p—1). Fors > 0, letn(s)
be the maximal integer n such that r,, <.

For an affinoid algebra S, we denote by Og the unit ball of S. For a topological
group G and a rigid analytic space X over Q. by a family of p-adic representations
of G of dimension d on X we mean a locally free coherent O y-module Vy of rank d
equipped with a continuous Oy -linear G-action. When X = M(S) is an affinoid
space over (Q,, we also call a family of p-adic representations of G on X an S-linear
G-representation. If M(R) C M(S) is an affinoid subdomain and Vg is a family of
representation on M (S), write Vg for the base change of Vg from S to R. Finally,
for every x € M(S), we write V. to denote the specialization Vg ®g k(x).

2. Preliminaries

2.1. The (¢, I')-module functor. Let S be an affinoid algebra over (@, and let Vg
be a finite locally free S-linear representation of Gg. The (¢, I')-module functors

Dk(VS) and D:L.lg’ x(Vs) are constructed in [4] and [22]. However, both of these

works do not really verify that DI((VS) and DI:Q,K(VS) are ¢-modules in the sense
that they are isomorphic to their ¢-pullbacks respectively. This small gap will be
filled in this subsection. We follow the notations of [4] and [22], and refer the
reader to them for more details. Recall that Berger—Colmez show that the ring
K(O"]®Z,, Os together with the cyclotomic character y : Gg — Zj, satisfy the Tate—
Sen axioms (see [6, APPENDIX D] for a detailed exposition about Tate—Sen axioms)
for any ¢; > 0,¢2 > O and ¢3 > ﬁ [4, Proposition 4.2.1, Proposition 3.1.4].
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For any finite extension L of Q,, n € Z and s > 0, let AT denote the subring

_”(AEP Sy of AT (see [2, §1.3] for the definitions of A}:’ and AT%). The
following result then follows from [4, Proposition 3.3.1].

Proposition 2.1. Ler T's be a free Og-linear representation of G of rank d. Let L
be a finite Galois extension of K so that G, acts trivially on Ts/ pk Ts, where k is
an integer such that val(o'l]( p%) > ¢y 4+ 2¢5 + 2¢3. Then there exists an integer
o, S
n(L) > 0 such that forany n > n(L), Ts Qo (AT’pT ®z,0s) has a unique sub-
p—1 p—1
" T p Ta . ) .
A:n’ ®z,Os-module D " (Ts) which is free of rank d, fixed by Hy, stable
under Gk, and has a basis which is c3-fixed by Ty, (that is, for each y € Ty, the
matrix W, of y with respect to this basis satisfies val@1]( W, —1) > ¢3), and satisfies

.‘.

~ —1
7 (Ts) ®.. AN &z, 05) = Ts ®os A7 &2,05). (2.1)

AL n® I’O

Corollary 2.2. Keep notations as above.

TI’ 1 Ts +, p=1
(1) We have D, ", |(Ts) =D} (Ts) ® N (A, 01 ®z,0s).
A.I’ n ®ZPOS

(2) By enlarging L and n(L), we may have

t 251 _1 1 ;‘
DLn+1(TS)—§0 (D

T)® o1 (Ah'82,05).
Apn" ®2,0s

Proof. Let Dy and D, denote the right hand sides of (1) and (2) respectively.
By (2.1), we first see that
3, =1 ~ Tt r—1 ~
D] ® F. f’ 1 (A Tp ®Z,;OS) — TS ®OS (A Cp ®Z[)OS)'
AL n+l ®~.V
T, !’;1
Moreover, it is straightforward to see that D satisfies all the properties of DL 11(Ts)

T”'

given by Proposition 2.1.  We therefore conclude Dy = D, ",

(Ts) by the
uniqueness of DTLL‘fn+1(Ts). This proves (1).
To prove (2), we enlarge L and n(L) so that Proposition 2.1 holds both for

(c1.c2,¢3) and for (cy, 2, ¢ = pe3). We first see that

¢(D2) Bp1r-1g, o (ATP71®;,05) = Ts ®os (AT771®7,05).

It follows that

~ —1 ~ p=l
D> ® t.251 1 (AT’pT®ZPOs) = Tg ®OS (AT’IP ®ZpOS)-

AL n+1 ®“I’
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p—l
Let e be a c5-fixed basis of DL’,H” (Ts). Itis then straightforward to see that the basis
p—1
@ !(e) of D, is at least ¢3-fixed. We therefore conclude that D, = D:n’H (Ts) by
p—1
the uniqueness of D, " (Ts). |

In the rest of the paper, following the convention of [4], we fix some constants
c1 > 0.¢2 > Oand ¢3 > 2% such that ¢; + 2¢3 + 2¢3 < v,(12p). Now let Vs
be a free S-linear G g-representation of rank d. Choose a free Og-lattice 75 in V.
Since the G g -action is continuous, there exists a finite Galois extension L of K such
that G carries T into itself; hence Ts is G -stable. We may enlarge L so that G,
acts trivially on Ts/12pTs. We also assume that Corollary 2.2(2) holds by further
enlarging L and n(L).

For any ¢ € Gk, it follows that g7y is also a G -stable Og-lattice of V.
Moreover, G acts trivially on gTs/12p(gTs) as well. By the uniqueness of
DTL’i_l/p(gTS), we get

D)2V (gTs) = gD} 2717 (Ts).

Using the fact that Ts and gTs are commensurable, we therefore deduce that

Dz’ﬁ_l/”(Tg) and gDz’ﬁ_l/p(Tg) are commensurable. This implies that the sub-

S-module Dz”:l/p(TS) ®og S of Vs ®oy (X”" @:p Og) is independent of the
choice of T and G g-stable for any n > n(L). For s = r,(1), we set

Tl _ Lymtp—1/p 1.8 S Hg
D¢’ (Vs) = ("B (D% ) (Ts) 8, rrunrg, o BL ®0, )

which is equipped with a Ik -action. By [4, Proposition 2.2.1] and [4, Lemme 4.2.5],
there exists an s(L/K) > 0 such that if s > s(L/K), then D}'S(VS) is a locally
free B}‘Y(@@,,S—module of rank d. Let n(Vs) = max{n(L).n(s(L/K))}. and put
s(Vs) = rnvs).-

Remark 2.3. By Corollary 2.2(2), we see that for any integers 1y,n, such that
n(L) <np.ny <n(s),

nj T.p—1/p ) tisies
QD (DL,nl (TS)) ®AT.I'HI @T,p (95 BL ®QI’S

L

=
p

— or2(pte-1/p ‘
=9 (D (TS)) ®A+J”2§

L,nz I

T8 3
- BL ®o.S. (2.2)

4 N

Thus one can replace n (L) with any integer n such that n(L) < n < n(s) in the
construction of D}'S(Vg).

If S — R is a map of affinoid algebras over Q,, we set Vg = Vs ®s R.
The following theorem slightly refines [4, Théoreme 4.2.9] in the case of affinoid
algebras.
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Theorem 2.4. For any s > s(Vg), the locally free B}’S @)QPS-module D}’S(VS)
is well-defined, i.e. its construction is independent of the choices of Ts and L.
Furthermore, it satisfies the following properties.

(1) The natural map D}’S(VS) ®

isomorphism.

NTSSA o ~Tas y
B @, S B ®q,S — Vs®q,Bg is an

(2) The construction is compatible with base change in S.

(3) The construction is compatible with passage from K to a finite extension L,
. o T‘!S — T’S SR T,SA
ie. D" (Vs) = Dg (Vs) ®B—;("X®Q)[;S B;"®q,S.

(4) Foranys' > s, DL’S’(VS) = D};{’S(VS) ®B}s@[ B}S ®@/)S

Proof. The statements (1) and (3) are already proved in [22, Theorem 3.11] (which
in turn is an easy consequence of [4, Théoreme 4.2.9]). The assertion (2) follows
easily from the construction. For (4), let T's and L be as above. It follows that

D-’L-:S(VS) = ('DH(L)(DII:I L{{p(r )) ® 8 l””)@— O B-;:s@QpS
Zp

for any s > s(Vg). This implies

DI (Vs) = DI (Vs) ® B ®g,S.

B;"‘@;IPS
By (3), we get

DI (v B ®q,S =Dk (V. B'®¢, S

K(S)®!\ ®Qp K(S)® L®QP'

®q,S B': ®g, S

We conclude by taking the H g-invariants on both sides. O

From now on, we assume s > s(Vg) unless specified otherwise.

Proposition 2.5. We have (p(D}’S(VS)) C D}’ps(Vg) and the natural map
e(DF (Vs) @5 5, BK 80,8 — D™ (Vs)

1s an isomorphism.
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Proof. Let Ts be a free Og-lattice of S, and let L be a finite Galois extension
of K such that Tg is Gp-stable, and G acts trivially on Ts/12pTs. By
Corollary (2.2)(1), we get

¢(D}" (Vs)) ®y15, 5, B B0, S)
pAl

_ L T.5 5
gﬁ(gﬂn( )(DL n(L)(TS)) & 1'fn(L)g og (BLS®Q,,S))

ap

T.ps S
®BT\§; S.0 BL ®@PS
n(L)+1 P ® e B‘rps® S
=@ ( Ln(L)( S)) n(L)® 9 O340 Qp
Torn
n(L)+1(DLn(L)(Ts))® ri,,(ng Osq(p (A r (L)+l OS)

2
® *’n(LH—l@ﬁ Og B,"®q,S

(L)+1 7 fora+1 5
q)n (DL n(L)(TS)® ;'/r((IL))jej Og AL n(L)+1® /’OS)
T.p5 5
®AW;-"H(L)+IA BL ®@1)S

®zpOs

n— 1
_ a)+1 w5 1,05 5
=9 (DL,nI(jL)+l (Ts)) ® T. "H(L)—ng Og BL ®QPS

=D 1P (vg).

The last step follows from Remark 2.3. By Theorem 2.4(3), we may rewrite the
above equality as

T,S T»Ps S — T’ T PS &
(p(DK (Vs)) ®B}'V§-up5,<ﬂ BL ®Q,,S = DKPS(VS) ®B;\:p.v® B ®W,S
We conclude by taking H g-invariants on both sides. l

We set D" ¢ (Vs) = D’ (Vs) Oyl550, s (B’ ®q,S). We put

Bj{'é@ps = US>OB1]_(’,S®@I)S. B—'[-(@QPS — US>0§}S®QPS

and

—~.

i S — T = T =y _ s =
Brlg,K®QpS — US>0Brlg,K®QI7S. Bl’lg,K®Qf’S — US>0B K®Q—)PS

g,

We then set
] ~ 1,
D} (Vs) = D (Vs) BB B, 5 B, 80,5 = Ussrs) Dy’ (Vs)
and

. T
D!, x(Vs) =D (Vs) ®, s ®0,S = Uszsvs)Dls ¢ (Vs).

@ S Br[w
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By Proposition 2.5, we see that DE(VS) and DIE x (Vs) are stable under ¢ and
isomorphic to their @-pullbacks respectively That is, the natural morphisms
0, (D (Vs)) — DK(VS) and ¢ (D%K(VS)) — Dan Vs) are isomorphisms.
Thus Dk (Vs) is a (¢, T')-module over B] ®@,,S in the sense of [22]. (See Re-
mark 5.21 for the relevant discussion about D K(Vs) )

Remark 2.6. In the case when Vg admits a G g-stable free Og-lattice Ts, we further
have that the (¢, I')-module D}(VS) is globally étale in the sense of [27]. In fact,
if L 1s a finite Galois extension of K so that G acts trivially on Ts/12pTs,

;_

AL(Ts) = Uszsrpy ("B (D)7 (Ts)) ® . g, 05 AL 82,05)7K
is a locally free AE@ZP Og-lattice of DL(VS) which satisfies
AL (Ts)) = AT(T
¢ ( K( s)) K( L3
Corollary 2.7. Leta € DLPy (Vs). If p(a) € DEPy (Vs), thena € DY ¢ (Vs).

Proof. Let Ts be a free Og-lattice of Vg, and let L be a finite Galois extension
of K so that G, acts trivially on Ts/12pTyg. By its construction D}:’S(VS) is a free
BF@Q,,S module of rank d. Let ey, ..., ¢4 be a basis, and write a = Zd_] a;e;
with a; € Bl 7s ®@pS Since DL x(Vs) = (DTSL(VS))HK it reduces to show

ng,

thata € DT L(VS) By Proposition 2.5, ¢(ey), ..., @(ey) form a BT ®@, S-basis
of DZS(VS) Hence ¢(a) = Z,_, @(a;)p(e;) belongs to Dl oy L(VS) if and only if

@(a;) € BZgPL@)Q,,S for all i. The latter is equivalent to a; € Brl L®@/»S forall i.
This yields the desired result. U

2.2. Sheafification of the (¢, I')-module functor. Following [22], we extend the
(¢.I")-module functors to finite locally free S-linear representations as follows.
From now on, let Vg be a locally free S-linear representation of G g of rank . We
choose a finite covering of M(S) by affinoid subdomains M (S,)..... M(S,,) such
that Vg, is free over S; foreachi. Let s = max;<j<mis(Vs;)}. By [22, Lemma 3.3]
and Theorem 2.4, for any s > sg and 1 </ < m, the presheaf QIJZ‘S(VSI.) R —
D;'{‘S(VR,. ), where M(R;) runs through all affinoid subdomains of M (S;), is indeed
a sheaf for the weak G-topology of M(S;) (hence extends uniquely to the strong
G-topology). We glue the sheaves fﬁ;r(’s(VSi) forall 1 < i < m to form a sheaf
.@};’S(VS) on M(S), which is independent of the choice of the covering. It turns
out that 7 S(VS) is the sheaf associated to a finite locally free B Sc@@pS module
DT *(Vs) [22, Proposition 3.6]. It is straightforward to see that D]L (Vs) is equipped
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with a natural I'-action, and the construction Vg D *(Vs) satisfies the analogues
of the assertions of Theorem 2.4.

We then define the functors DT( K(Vg) pf x(Vs) and D’ x(Vs)asin §2.1. The
sheaf property for @T (VS) and Proposition 2.5 ensure that D}( V) 1s isomorphic
to its ¢-pullback. Hence Dt x(Vs) and DT x(Vs) are (¢, I')-modules over B}-(@QP A

!'10

and Bri"’K®Qp S respectively.
Note that for any affinoid subdomain M(S”) of M(S), one may proceed the above
constructions for Vs using the covering M(S;) N M(S’)..... M(S,;) N M(S’). In

particular, one can define Dm (Vsr) forany s > sq.

Definition 2.8. For any s > s, define the presheaves QT x(Vs) and ¥ K(VS)
the weak G-topology of M(S) by setting

D50 (Vs)(M(S) =Dy (Vsr). 2], (Vs)(M(S")) = D}, x(Vs')

for any affinoid subdomain M(S”) of M(S).

Proposition 2.9. Both ﬁT SK(VS) and ﬁm (Vs) are sheaves for the weak G-
topology of M(S), and lzeme extend umquel) to the strong G-topology.

Proof. We first show that /7 SE, K(VS) is a sheaf. This amounts to checking the sheaf
condition for finite coverings of affinoid subdomains by affinoids. Recall that

Dk (V)M(SN) = D ¢ (Vsr) = DI ¢ (V) ®yrs 5 s B k8¢,

for any affinoid subdomain M (S’) of M(S). Since D;:fK(VS) is a finite locally free
B::g K@)QPS-module, it reduces to show that the presheaf M(S’) BJr AK@) '
is a sheaf on the weak G-topology of M(S). By definition, BZE x 1s the Fréchet
completion ofB}'(’S with respect to the set of valuations {vul(o”]},zs. Forr > s, let
B%rl be the completion of B}’s with respect to max{val®"1 val®s1y It follows that
T 3 [s,r]
Brig,K _P_IT_I_BK :

r

Using a Schauder basis of S, we deduce

Bl ®g,S = limBy 1%, S. (2.3)

r

Therefore, it suffices to show that the presheaf defined by M(S') — BL: r]®\t,, 5 is

a sheaf on the weak G- -topology of M(S); this follows from [22, Lemma 3.3].

Note that the presheaf ﬁl K(Vs) is the direct limit of the sheaves fT K(VS)
in the category of presheaves. ‘In general, the direct limit of sheaves in the cateﬁory
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of presheaves is not necessarily a sheaf. However, using the facts that the coverings

; - : .8 1,82 i 8
are all finite and the connecting maps Qrig‘}((Vg) - Qﬁg’}((Vs) are injective for all

§1 < §2, it is straightforward to check that the direct limit of the sheaves _@I;K( Vs)
in the category of presheaves is indeed a sheaf.

Theorem 2.10. The constructions DZ’;K(VS) and DZgHK(VS)farﬁni{e locally free
S-linear representations Vs have the same properties as for finite free S-linear
representations given in §2.1.

Proof. We choose a finite covering of M(S) by affinoid subdomains such that
the restriction of Vs on each piece is free. The theorem then follows from
Proposition 2.9. O

The following lemma will be used in §4.
Lemma 2.11. Let a € Djig,K(VS) anda € S. If ¢""(a) —aa € D:E’:};S(VS), then
a €D’ (Vs).

Proof. Puth = ¢™(a)—aa. Suppose that a € Dji:j;((VS) for some s’. If s > 5, we
getp"(a) = b+ aa € DE‘QS‘/K(VS). It follows from Corollary 2.7 and Theorem 2.10
that a € D:E;SII/((VS) for s” = max{s’/p™.s}. We then conclude a € DT'SK(VS) by

iterating this argument. - 0
Definition 2.12. Let X be a rigid analytic space over Q,, and let Vy be a locally
free coherent Oy -module equipped with a continuous Oy -linear G g-action. We
choose an admissible covering of X by affinoid subdomains {M(S;)}ie;. We then
define the sheaf V;Q’K(VX) by gluing the sheaves ﬁjig_K(VS,.) for all i € [; this
construction is independent of the choice of the covering { M (S;)}ier.

2.3. Localization maps. Recall that Fontaine’s p-adic 27/ is defined as t = log|e].
We equip K,[[f]] with the induced Fréchet topology via the natural identification
Knull1]] = KL'. We define K, ((1))®g,, S as the inductive limit of (¢ 7 K,,[[1]])®q, S.
Recall that for any n > n(s), there is a continuous I'-equivariant injective map

)
Us :B} — K, [[1]].
which extends to a continuous ["-equivariant injective map
L, B

g, K Knl[t]].

[t is defined as the composite

—n
4 == n

f.s ~ Rt P B +
By' c B - B"7 " c Bt C By;.
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and it factors through K, [[t]] (see [2, §2] for more details about ¢, ). In particular we
have ¢,4+1 0 ¢ = t,. The map ¢, induces a continuous ["-equivariant map

Bng F®0,S = Ki[[l]|®qg, S
We define
D" (Vs) = DI g (Vs) ®y:

rng

< ®0p Sitn Kn[[t”@);pS)

and
(ff’-’(VS) = r]é K(VS)® +‘ @ S£ (K (( )®@I7S)'

it is clear that Ddi,f' (Vs) = DI; "(Vs)|l /I]. We denote by ¢, the natural map

DYk (Vs) — D (vs).

and call it the localization map. It is straightforward to see that ¢ : B:_v BZEP ;
induces a K,[[t]]-linear morphism an Kn(vs) > DI, Knt1 (Vs) which induces an
isomorphism

n +’KH
D (Vs) @ ki Kna[1]] = Dy " (Vs).
We define DX (V) = DX (V) /(¢). Finally, we define
Dc—lll—iK”(VS) = Un>n(v)Dd,t '(VS)~ (_||f(VS) = Un>n(s)Dd.1 (VS)

D§n(Vs) = Unzn(s) Dsen (Vs).

Convention 2.13. When the base field K is clear, we omit K in all of these functors
for simplicity.

By their constructions and the base change properties of (¢, I')-module functors,
the following proposition is obvious.
Proposition 2.14. The functors DJE[?" and DY, are compatible with base change.

Let ¢ = ¢([¢] — 1)/([e] — 1). The following proposition is a generalization of
[26, Theorem 4.3].
Proposition 2.15. Let k be a positive integer. The following are true.

(1) The localization map ,, : D::::S(VS) — DIITH(VS) induces an isomorphism
Dl (Vs)/ (9" (@)* = DI (V) /(%)

(2) The natural map ]_[,pn(s) il ”E T(Vs) — ]_[n>n(s) DI,‘-"(VS) induces an
isomorphism

DIS(Vs)/(*) = [] D& (Vs)/(th).

n>n(s)
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(3) The natural map ¢ ”0 (VS)/(I ) — DIEPS(VS)/(["‘) is given by

((@n)n>n(s)) = ((an—1 )nzn(s)+1) under the isomorphism of (2),

Proof. For (1) and (2), since D::’;(VS) is a finite locally free BT K®QpS -module, it
reduces to show that

B ¢ ®0, )/ (" () = (Ku[l1]|®g, $)/(5) (2.4)
and
(B &0,9)/(5) = [] Kallt®0, )/ (). (2.5)
n=>n(s)

We first show them for § = Q. By [2, Proposition 4.8], for f € BrIE ko Hen (f) if
and only if ¢"~1(gq)| f. Note that ||, (¢" "' (¢)). We thus deduce that the map

B /(6" () — Kalll])/ (1)
is injective. Furthermore, it is an isomorphism for £k = 1 by [2, lemme 4.9]. It
follows that it is an isomorphism for any k. Since 1 = ]—Inzn(s)(qo”_l(q)/p) in
BJr , x» we further get

Bl o /(%) = B /0" (q) = [ Kall))/(5)

n>n(s) n>n(s)

We claim that the exact sequence

0— (¢" ' (@)BL = BL > B /(0" (@) — 0

rig, K rig

splits as complete Fréchet spaces over (Q,,. Note that the quotient BJr K/(go q))
is a finite dimensional (Q,-vector space. We choose a section ()f the Q-linear
map Bjif BT SK/(go” (¢))*. and denote its image by U. Note that for any
r > s, val'®7 is indeed a norm on BT . Since every finite dimensional normed
Qp-vector space is complete, we deduce that U is a closed Fréchet subspace of
le 5K By open mapping theorem for Fréchet spaces [32, Proposition 8.6], the map

" l(q))kB“K eU — BJr b K is an isomorphism of Q,-Fréchet spaces. This
proves the claim.

The claim yields the following exact sequence

0= (" (g)*BI’ ¢ Bq,S — B ¢ ®q,S — B /(6" (4)")®q, S — 0:
hence
(B ¢ ®0,9)/(0" () = B /(0" (9)")®0, S
> K, [[1])/ (%) ®q, S = (Ka[[1]1®g, S)/ (1),

yielding (2.4). We get (2.5) by a similar argument. We get (3) immediately from the
fact that (41 0 ¢ = 1, forall n > n(s). U
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Note that gof acts Ko-linearly on Dt (VS) We extend the ¢ I _actionto K ® s

DL(VS) K-linearly. For s > s(Vs) and n > max{n(Vs).n(s)/f}, we set

tnx - K ®k, DI (V) — D+ I (vs)

rg

as the K-linear extension of ¢ r,. Recall that every closed ideal of B:_SK 1s principal
[20, Theorem 2.9.6]. It follows that every closed ideal of K ®g, BT.'S is principal.
Thus the closed ideal t;’IK((I)) of K ®k, BT o K 1s principal; we ﬁx a generator

gn.x of it. It follows that ¢, x induces an 1.somorphlsm (K ®k, B rig K /(qn ) =
K, [[t]]/(t%). Again, the closed ideal N, (g, x) is principal; we fix a generator g of
it.
Proposition 2.16. The following are true.

(1) The ideal (qn.x) is a prime factor 0f(<,0f”_1 (g)).

(2) The map t, g induces an isomorphism

(K ®k, DL’ (Vs)/ (gt x) = D" (Vs) /(%)

foranyk = lands <ry,.

(3) We have 97 ((qn.k)) = (qn+1.K)-
(4) Forany k = 1, the natural map

[1enx : K ®x, DL (Vs) = [ D" (V)
Sn=n(s) fnz=n(s)
induces an isomorphism

(K ®x, DL (Vs))/ (k) = [ Dai" (Vs)/(15).
fn=n(s)

(5) The valuation of (pf(tK)/IK, which is viewed as an element of K ®k, B},
is 1; here we put the valuation of mg in K ®k, BL to be 1.

Proof. By Proposition 2.15(1), ¢ ¢, induces an isomorphism

(K ®x, DI (Vs)) /(9" (@)%) = K ®x, Dj;"" (Vs)/(15)

The map K ®g, DnE (Vs) — DItf"(VS)/(rk) is then just the composite

K ®k, D (Vs) = (K ®k, DI (Vs))/ (97" (@)F)
~ K ®k, D" (Vs)/(t%) — D" (Vs) /(%)
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This implies the first two statements. We deduce (3) from Proposition 2.15(3). Note
that the ideal (7x) is the product of all (g, k) which are mutually prime by (1).
We then deduce (4) using a similar argument as in the proof of Proposition 2.15(2).
For (5), we choose a generator 1 s € B;’;K of the closed ideal N, (¢/""'(q)). B
Proposition 2.15(1), (2), it is straightforward to see that

g1
[]#' ) =.

1=0

This yields that gof(tf)/rf belongs to (Bi: X C BL and has valuation 1 as

@(r) = pt; hence its valuation in K ®g, B } is equal to the ramification index
e = [K : Qp]/f. After a suitable base change, we may assume that K is Galois
over Ky. A short computation shows that

[[otx) =@y

o€Gal(K/Ko)

as ideals of K ®k, BI* . It follows that

rg,
o/ (0(tx))/o(ix) € (K ®k, B}, ) C K ®k, By

for each o € Gal(K /Kjp), and their product is ¢/ (t r)/1 s up to a unit of K ®, BJ;(.
Since they all have the same valuation, we conclude (5) by the fact that ¢/ (1 £ty

has valuation ¢ in K ®kg,, B;(. O

2.4. The sheaf (7" (Vs)/(tF)F.

Definition 2.17. Define the presheaves 7 f "(Vs) and fﬁ(;; "(VS)/(I") on the weak
G -topology of M(S) by setting

(D" (Vs N(M(S") = D" (Vsr), (D" (Vs)/ (DM (S") = D" (V) /(1F)
for any affinoid subdomain M(S’) of M(S). Define the presheaves

Ta(Vs) = lim 75" (Vs) and  Z45(Vs)/(1F) = lim 2" (Vs)/ (%)

n—>00 n—oo

where the transition maps on any affinoid subdomain M (S’) of M(S) are the natural
Ky[[r]]-linear morphisms D" (Vs)) — DX"*'(Vs) and D" (Vs)/(tF) —
D" (V) /(¢%) introduced in §2.3.

Proposition 2.18. The presheaves (ﬁjl_," (Vs) and @;}(Vs) are sheaves for the weak
G-topology of M(S), and hence extend uniquely to the strong G -topology.
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Proof. As in the proof of Proposition 2.9, by the base change property of the functor
D;}’”, it reduces to show that the presheaf

M(S') = K [[1]]®q, S’
1s a sheaf. The latter is clear. O]

Lemma 2.19. Let G be a topologically finitely generated group. Let A be a
commutative Hausdoff topological ring, and let M be a finite A-module equipped
with a continuous A-linear action of G. Suppose B is a commutative Hausdoff
topological ring with a continuous flat morphism A — B. Then (M ®4 B)¢ =
M% ®4 B.

Proof. Choose a finite set of topological generators g..... gn of G. Consider the
exact sequence
0—- M s M — Sl M

where the last map is m — @7_,(g; — 1)m. Since B is flat over A, tensoring up

with B, we get

0—>MO®@4B—>M®4B— &™ .M ®4 B.

i=1
This yields the lemma. O

Convention 2.20. Let X be a rigid analytic space over (Q,. Let G be a group, and
let M be a presheaf on X equipped with a G-action. We denote by M @ the presheaf
on X defined by MY (U) = M(U)® for any admissible open subset U of X .

Proposition 2.21. The following are true.

(1) The presheaf _@(;ﬁ-’"(VS) /(t%) is a locally free coherent sheaf.

(2) The presheaf 7;.( Vs)/(t*) is a sheaf.

(3) The presheaf(_@cm-’" (VS)/(tk))F is a coherent sheaf.

(4) The presheaf (74:(Vs)/(t* )T is a sheaf.
Proof. By the previous lemma, (1) implies (3). By the same argument as in the proof
of Proposition 2.9, (1) implies (2) and (3) implies (4) respectively. Thus it suffices
to prove (1). Note that DI[?"(VS»)/(II‘) is a locally free S’-module of finite rank for

any affinoid subdomain M (S’) of M(S). We only need to show that @(};’"(Vg)/(rk)
satisfies the sheaf properties. The latter follows from the fact that the presheaf

M(S') — (Kalll®q, ")/ (t¥)

is a sheaf as in the proof of Proposition 2.9. U



Vol. 90 (2015) Triangulation of refined families 855

We also denote the sheaf @(E(VS)/(I) by Dsen(Vs).

Definition 2.22. Let X be arigid analytic space over @, and let Vx be a locally free
coherent Oy -module equipped with a continuous Oy -linear G g-action. We choose
an admissible covering of X by affinoid subdomains {M(S;)}ie;. We then define
the sheaf 7. (V) (resp. Z;(Vx)/ (%), Zsen(Vx)) by gluing the sheaves ;- (Vs,)
(resp. @;}(Vgi )/ (%), PDsen(Vs, ) forall i € I this construction is independent of
the choice of the covering { M (S;)}ies.

We need the following result in §5.

Proposition 2.23. If S is torsion-free, then both

(DX (V) /("N and (D (Vs)/ (%)) /(DL (Vs)/(t* )T
are torsion-free S-modules.

Proof. Since DI;"(VS)/(rk) is a finitely generated locally free S-module, it is
torsion-free by the assumption on S. So (DI,?"(VS)/(I"‘))F is torsion-free as well.
On the other hand, for s € S,a € DIt"(VS)/ k) and y € I', if y(sa) = sa, then

y(a) = a because y acts trivially on S and an (VS)/(fk) 1s torsion-free. This
yields that (D(];"(VS)/(I"‘))/(Ddlf (Vs)/(t k)T is a torison-free S-module. ]

2.5. Sen operator. Let Vg be a free S-linear representation of Gk of rank d.
Let 7s and L be as in the construction of D}(VS) and let n > n(Vs). By its
construction, the module ng Vs) is free of rank d over L, ®q, S. Furthermore,
for any y € I'p satisfying n(y) = n, we may choose some L, ®q, S-basis of
' (V) so that the matrix M}, of y under this basis satisfies |M,, — 1| < 1. We then

gLn
define logy € Endy, gy, S(DSUI(VS)) by setting
1 — )™
]Ogy - — Z %
m=>1

The convergence of the right hand side follows from the condition [M, — 1| < .
Since 'y, is a I-dimensional p-adic Lie group, the operator

® =logy/log, x(y) € Endp, g, S(Dsm(VS )
is independent of the choice of y; hence it is well-defined. Note that
élu’I'](V ) _ Sen(VS) ®Kn

and y carries DSel (Vs) into itself. Hence we may view ® as an element of
EndK”®QPS(DSen(VS)) Furthermore, since I' is commutative, ® commutes with I";
hence its characteristic polynomial has coefficients in (K, ®q, ST =K ®qg, S.
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Definition 2.24. Let X be a rigid analytic space over (, and let Vx be a locally free
coherent Oy -module equipped with a continuous Oy -linear G g-action. We choose
an admissible covering of X by affinoid subdomains {M(S;)};es such that Vg, is
free for each i € I. We glue the operators ® € End Koo®q, Si (Psen(Vs, ) for all
i € [ to obtain an operator ® € EndKoog;._pOX (Zsen(Vx)): this is independent of
the choice of the covering. We call ® the Sen operator for V.

We also glue the characteristic polynomials of ©® € EndKOO@,:_p 5, (Psen(Vs;)) for

alli € I to get an element of (K ®q, O(X))[T]: this is independent of the choice
of the covering, and it is called the Sen polynomial for Vy.
Remark 2.25. By their constructions and base change property of Dgg,. it is clear
that the notions of Sen operator and Sen polynomial compatible with base change.
That is, given a morphism f : X’ — X of QQ ,-rigid analytic spaces, the Sen operator
and Sen polynomial of f*Vx are naturally isomorphic to the pullback of the Sen
operator and Sen polynomial of Vy via f respectively.

The rest of this subsection is a (¢, [')-module theoretical interpretation of
[25, (2.3)-(2.6)].

Proposition 2.26. Let Vg be a finite free S-linear representation. Then for any
n > n(Vs), both H(T, Dg.,(Vs)) and B\, D3, (Vs)) are killed by det(©).

Proof. Let L,y be as above. Since HT,, D¢, (Vs)) and H'Y(TL. D¢, (Vs)) are
computed by the complex

0 — D§, n(VS) —> D¢, (Vs) — 0,

Sen

both of them are killed by y — 1. Thus both of them are killed by ®; hence both of
them are killed by det(®). This yields the desired result since H°(T". Dq.,(Vs)) €
HT,.DE: (Vs))and H'(I',D?_(Vs)) is a quotient of H'(I'y. Dg.,(Vs)). ]

Sen Sen

From now on, let Vs be only locally free over S.

Corollary 2.27. Forany k > | and n = n(Vs), the natural map
(D" (Vs)/ ()" — (DL, (Vs)'
has kernel and cokernel killed by ﬂ::ll det(® +1i1).

Proof. Since (.@(fiLf"'(VS)/(I"))F and (9 Sen(VS))r are coherent sheaves, by restrict-
ing on a finite covering of M(S), it suffices to treat the case that Vs is free over S.
It then suffices to show that the natural map

(D" (Vs)/ ()T — (D" (Vs) /(e )T

has kernel and cokernel killed by det(® + i/) for each i > 1. By the short exact
sequence

0 — DE, (Vs(i)) — DL (Vs)/(rH) — DL (Vs) /(t') — 0,
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we get the exact sequence

0 — (D2, (Vs())T = (D" (vs)/ @)t
— (D" (Vs)/(t' )T — H'(I, DL, (Vs(i))).

We thus conclude from Proposition 2.26 and the fact that Sen operator for Vs (i) is
O+il. ]

Proposition 2.28. Keep notations as above. Then there exists a finite Galois
extension L' of K containing L such that ©/(y" — 1) is invertible on DY, (Vs) for
any y' € T'ps.

Proof. It suffices to treat the case that Vg is free. Let y € I'f such that y(y) €
I + p"Zp. It follows that y acts L, ®q, S-linearly on DL”(VS). Thus for any

Sen
: k

positive integer k, the matrix My,,k of yPA is just Mf . Therefore we may choose a

sufficiently large k so that |My,,k —1| < p~!. Let L' be a finite Galois extension of K

sothat Tz, C (y”"). Then forany y’ € I'z/, we have My =1] < [M,x —1] < p L

It follows that .

P
|m + 1|

forany m > 1. Letu = >, (1 —y)"/(m + 1). It follows that the matrix of
u — 1, which is

—1

|((My: — D)™ /(m + 1)| < <p

> (= My)™ [ (m +1).

m>1

has positive valuation. This yields that u is invertible. Hence ©/(y'—1) = y(y') " 'u
is invertible. -

In the following, we further suppose det(®) = 0, and write det(7/ — ®) =
TQ(T) for some Q(T) € (K ®q, S)[T]. Put P(i) = ]—['j_:lo Q(—j) for every
integer i > 1.

Proposition 2.29. If /' : S — R is a map of affinoid algebras over Q,, for each
n > n(Vs), the natural map

(DE. . (VsNT ®s R — (D, (VRO (2.6)

Sen Sen

has kernel and cokernel killed by a power of f(Q(0)). In particular, if f(Q(0)) isa
unit, this map is an isomorphism.

Proof. Write Q(T) = !‘-1:_01 a; T". First note that Q(0)® = 0 in End(Dgen(Vs))
by Cayley’s theorem. Hence

O(D5,,,(Vs)) S ker(Q(O)|Dg,,(Vs)) and  Q(O)(Dg,(Vs)) S ker(©|Dg,, (V).

Sen Sen
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By the equality ap = Q(©®)— 21—1 a; 1), we deduce that both the kernel and
cokernel of the natural map

ker(©|Dg,,(Vs)) @ ker(Q(O)|Dg,(Vs)) —> Di,(Vs)

Sen

are killed by ap = Q(0). Hence the natural map

(ker(®[Dg,,,(Vs)))ay @ (ker(Q(O)|Dg,, (Vs)))ay —> (Dge, (Vs )ay (2.7)

1s an isomorphism. By the same reasoning, the natural map

(ker(®[D5, (VR))) f(ag) ® (ker(Q(O)|DS,(VR))) f(ag) — (DSen(VR)) f(ap)

is also an isomorphism. Consider the following commutative diagram

ker(®[Dg,,(Vs)) ®s R f(a,) @ ker(Q(O)|Dg,,,(Vs)) ®s R r(ag) — D5y (Vs) ®@s R y(ay)

| |

(ker(O[Dg,,(VR))) rap) ® (ker(Q(O)|DS,,(VR))) f(aq) (D% (VR)) f(a)

where the upper map, which is obtained by tensoring up (2.7) with R over S, is an
isomorphism. Note that the right map is an isomorphism because D¢ (-) is functorial
in Vs. We thus deduce that both the natural maps

ker(®|Dg,,(Vs)) ®s R f(a,) — (ker(O[D5, (VR))) f(aq)

and
ker(Q(®)[Dg,,(Vs)) ®s R fiag) — (ker(Q(O)|Dg,(VR))) f(ap)

are isomorphisms. Let L be a finite Galois extension of K given by Proposition 2.28.
[t then follows from Proposition 2.28 that

ker(®|DZ (Vs)) = (D (Vs)) L

and -
ker( ()leLn(VR)) = (DsLn(VR)) Ly

Note that (Dgen(VS))F (resp. (DsLn(VR)) ) is the image of the endomorphism

on (Dgen(VS)) n (resp. (Dgen(VR))rL?: ). We therefore conclude immediately that
the natural map

F -
Sen(VS) F ®s Rf(a()) — (Dgen(VR))f?ﬂ())

is an isomorphism. 0
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Corollary 2.30. If f : S — R is a map of affinoid algebras over Qp, for each
n > n(Vs), the natural map

(D" (Vs)/(t*NT ®s R — (DL (Vr)/(tF )T

has kernel and cokernel killed by a power of f(P(k)). In particular, if f(P(k))isa
unit, this map is an isomorphism.

Proof. Consider the following commutative diagram

Dyt (Vs)/(*NT @5 R pepwy — Ogi" (VR)/ (N (p iy

|

(Dgen(VR));(P(k))'

(DZ (Vs)T ®s Rrcpiy)

The bottom map is an isomorphism by Proposition 2.29. The left map and right map
are isomorphisms by Corollary 2.27. Hence the upper map is an isomorphism; this
yields the desired result. 0

3. The extended Robba ring

3.1. Definitions. Let B be a Q,-Banach algebra with |B| discrete. Set v(x) =
—log ,(|x[) for any x € B.

Definition 3.1. For any interval I C (0, 00), let Rg. be the ring of Laurent series
f = Zai Ti
i€Z
for which a; € B and v(a;) + si — ocoasi — *ooforalls € I. Forany s € 1,
define wy : RL — Ras

ws(f) = mig{v(af) + si}

and the norm | - | on Rg, as
|f1s = maxtja;|p~'} = p7 D).
i€z
We denote R(Ig’r] by R’y for simplicity. Let R}E’r be the subring of R, consisting
of elements with {v(a;)}iez bounded below. Define w : R%‘I’r — R as

w(f) = min{v(a)}.
i€Z
Let Ri‘;” be the subring of Rgd’r consisting of f with w(f) = 0. Wecall Rp =

Ur>oR' the Robba ring over B, and call RY = U,~oR’ the bounded Robba ring
over B.
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Definition 3.2. For any interval / € (0, c0), let ﬁg be the set of formal sums
J = Za,-ui
i€eQ
with a; € B satisfying the following conditions.

(1) Forany ¢ > 0, the set of i € (Q so that |a;| > ¢ is well-ordered (i.e. has no
infinite decreasing subsequence).

(2) Foralls € I,v(a;) + si — oo asi — $o0, and inf;eq{v(a;) + si} > —oo.

These series form a ring under formal series addition and multiplication. For any
s € 1, set wy :RIB——HRas

wy(f) = inf {v(a;) + si}
i€Q

and the norm | f |5 on ﬁg as

| fls = supfla; | p~*'} = p~s\).

ieQ
We denote 73(1;”] by 73;3 for simplicity. Let ﬁt;l’r be the SIEPring of 73"3 consisting
of elements f with {v(a;)};eq bounded below. Define w : ’ngl’r — R as

w(f) = rl,réiég{v(ai)}-

We call 7%3 = Ur>07’€% the extended Robba ring over B, and call 7~€}§J = Ur>07~é'}3
the extended bounded Robba ring over B.

We refer the reader to §3.3 for more discussion of the extended Robba ring.
Remark 3.3. Since | B| is discrete, it follows from condition (1) thatinf;egiv(a;) + si |
(hence also sup; g tfa;[p~*'}) is attained at some i € Q.

We equip ’Ré (resp. ﬁg) with the Fréchet topology defined by {w;|ses: then
RIB (resp. Rg) is a complete Fréchet algebra over Q@ ,. Furthermore, in the case that
I = [a, b] is a closed interval, ’Ré (resp. Ré} is a Banach algebra over (@, with the
norm max{wg,, wp . We equip Rt)’;’r (resp. R%i'r) with the norm max{w, w, }; then
R;j’r (resp. R;;d’r) is a Banach algebra over Q.

Definition 3.4. Let £ be the ring of formal sums f = Zie@ aju’ witha; € B
satisfying the following conditions.
(1) Foreach ¢ > 0, the set of i € (Q such that |a;| > ¢ is well-ordered.
(2) The set {v(a;)}ieq 1s bounded below and v(a;) — oo asi — —o0.
Set w :Fcsz — R as
w(f) = min{v(a;)}.
i€Q
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We equip ?B with the topology defined by w; then gB is complete for this
topoology.

In the following, let L be a p-adic field in the sense that it is a complete discretely
valued field equipped with the structure of an Q ,-algebra in such a way that the map
Qp, — L is continuous. Put By, = L@QI,B.

Proposition 3.5. For R € {R™" R} or R = R", where I C (0,00) is a closed
interval, the natural map Ry, ®q, B — Rp, induces an isometric isomorphism

RL®@,,B = RB[A

of L-Banach algebras or Fréchet algebras. For R e (E.RMT RV or R =TR’", the
natural map Rp ®q, B — Rp, induces an isometric embedding

Ri ®Rq 5B = ’R/BL
of L-Banach algebras or Fréchet algebras.
Proof. This follows from [27, Lemma 2.1.6]. O
Proposition 3.6. If B is of countable type, then
(EL&®q, B)NRY =R} &q, B.
Proof. This follows from [27, Lemma 2.1.8] by taking S = & .. O

Lemma 3.7. Let S be an affinoid algebra over QQ,. Then for any x € M(S), the
natural map R ®s k(x) — Rz(x) is an isomorphism.

Proof. It reduces to show that the natural map py : Ry — R;(x) is surjective and
its kernel is m,R’;. By [6, Proposition A.2.2], the exact sequence

0 my S k(x) 0

induces the exact sequence
0 — Rg,®q,mx — Ry, 8,5 — Rp, B, k(x) — 0.

Using Proposition 3.5, we get that p, is surjective. Choose a finite set of generators
Bigs 55 bm of my. By the open mapping theorem for Banach spaces over discretely
valued fields, the surjective map of Q,-Banach spaces S — m, defined by
(ar,....am) = Y./ a;b; is open. Hence there exists ¢ > 0 such that for any
a € my, there existay, ..., am € S with |a;| < cla| suchthata = /., a;b;. Now
let f = Zie@ a;u’ belongs to kernel of py; so a; € m, forall i. Foreachi € Q,
choose a;; € S with |aj;| < cla;| for 1 < j < m such that a; = 37_, a;;b;.
Let f; = Y ico aiju’ for 1 < j < m. Itis then clear that f; € R% and
== ZTZI b; fi;hence [ € myRY. O
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3.2. Key lemma. From now on, suppose that L is equipped with an isometric
automorphism ¢y, such that its restriction on (0, is the identity. Let S be an affinoid
algebra over (Qp, and let ¢ be the continuous extension of ¢z ® id to Sz. We fix
a positive integer ¢ > 1, and we extend ¢ to automorphisms on R, and €5, by

setting
¢{§:mw)=§:me“

1€ ieQ
It is obvious that ¢ restricts to automorphisms on ﬁL @)@p S and EL @Qp S.
Let @ € S*. Consider the following Frobenius equation

¢(b) —ab =a. (3.1)

The following is a variant of [27, Lemma 2.3.5(3)].

Lemma 3.8. Suppose |a™'| < 1. Then fora = Y .., aju' € ﬁgL the following

are true.

ieQ

(1) (3.1) admits at most one solution b € 7’\2,5‘,_.
(2) (3.1) has a solution b € 735[1 if and only if

Za (m+1) m q—m) = () (32)
meZ

foralli < 0. Furthermore, in this case the unique solution b is given by

_Z(Za (m+1) m(al _m))

i€Q) \meN
and belongs to ﬁqu, and it satisfies wy(b) > wy(a) — C(r,a) where C(r, @)
is some constant only depending on r, «.
(3) E{{p]iose a € 73,2@@!,5. If b € ﬁSL is a solution of (3.8), then b €
1®0,S-
Proof. Suppose that b = Z,EQ biu' € 7"2{’8,L is a solution of (3.1). By comparing
coeflicients, we get
@(bi/q) —ab; = aj,
yielding
bi = o p(big) —aa; (3.3)
for every i € Q. Since [@ |y, < 1 and {|ajg—m|}men are bounded, we get
Za (m+1) m —m)
meN

by iterating (3.3). Thus b; is uniquely determined by « and a. This proves (1).
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Furthermore, for any k € N,

( Z o~ DM ( '")) = o Za ey ¢ (A(igkypm) = _akbiq""

m=—

Hence

v( D @M (g, )) = v(a*b; k) = kv(@) + vib;x)

m=—k

> kv(a) + wy (b)) — r'igk.

It follows that if i < 0, then v(3_0°__, =" TV ™M (q;,—m)) — 00 as k — oo; this
yields (3.2), proving the “only if” part of (2). _
To prove the “if” part of (2), for f = Zie(@aiui € Ry, and ¢ € R, we set

w™(f) = minfv(a;) + ri}.
1<c
It is clear that w;"" (f) — oo as ¢ — —oo. Now suppose that (3.2) holds for all
I <0.Ifi <—1, then foreachm < —1,
v(a” " V" (a14-m)) = v(aig-—m) — (m + v(e)
= (v(ajg—m)+rig” ") —rig”" — (m + Dv(a)
= (wy (@) —ri) +ri(l —g™") = (m + Dv()
> (wy (@) = ri) +r(g™" = 1) = (m + Do(@)
> wi’—(a) —ri —Cy(r.a),

where C;(r, «) is some constant depending on r, e. Hence

((Za (m+1) m( —nr))ui) =U(- f g~ m+1) 0™ (a; _m)) +ri

m=—1

A%

w, (a)—C(r.a)
(3.4)

for each i < —1. Note that v(a~!) > 0 by assumption. Thus if —1 < i < 0, for any
m > 0,
v( =leil] " (aig-m)) = wy(a) —rig” " + vie Hm+1)
> w,(a) —rig™™ (3.5)
> wy(a) —ri.
Hence

w((i ~mtD M (g, _,,,)) )zwr(a) (3.6)

m=0
foralli > —1.
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Now put
= E a;u', a_ = E a;u'
i>0 i<0

and

b+=_Z(Za (m+1) m m))u,‘.

1>0

b_:—Z(Za (m+1) ™" (aiq m))u

i<0

Since o~ '| < 1, it is straightforward to see that the series )~ =+l gm(gt)
is convergent in R, ,»and

(e @]
wr( > o~ ’"(a+)) > w,(a®) > we(a).
m=0
We then deduce
. o0
Za (m+1) m(a+) _ +

by comparing the coefficients. We claim that 5~ also belongs to ﬁ’L. We first
deduce from (3.4) and (3.6) that b~ satisfies Definition 3.2(2). On the other hand,
since |a~!| < 1, the series 3 °°_ =™+ DM (¢~ is convergent to —b~ in Eg, .
Hence b~ also satisfies Definition 3.2(1), yielding the claim.

Now puth = b™ + b~ € RY, . Itis then clear that b is the solution of (3.1).
By (3.4) and (3.6), we get

wy(b7) > wy(a) — C(r. a).
where C(r,a) = max{0,C;(r,a)}. It then follows l,‘f!(b) > wp(a) — C(r.a).
Furthermore, since ¢(b) =a —ab € EEL, we geth € RS . N
It remains to prove (3). If « € R} ®q,S, then at e R} ®q,S and a™~ €
Ekzj’r&i@p& We thus deduce b™ € R} ®q,S and b~ € £.®q,S. Since b~ €
RY" &g, S, by Proposition 3.6, we conclude that

b~ € (ELé)QpS) N ﬁgd,r = Rbdr®@p5
Hence b = bt + b~ € R} &g, S. O

Remark 3.9. One can reformulate the above lemma using the notion of cohomology
of ¢-modules. For any « € S, we define the rank 1 i,q-module R,§,L () over Rg,
by setting ¢(v) = a~'v for a generator v; we set HI(RSL (@)) = Rs, (@)/(¢—1).
Then Lemma 3.8 says that if [@~!| < 1, then av is a coboundary if and only if a
satisfies (3.2).
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3.3. Relations between different rings. Recall that there exists a natural iden-

tification ﬁri& = F;lrllg which identifies BI:( ") with I‘mb, for any r > 0 (see for
instance [3, §1.1]); here I, ﬁ’ and I“;,]f, are relative extended Robba rings” associated

to the residue field F ((u))“]é8 introduced by Kedlaya (see [20, §2] for more details).
On the other hand, RA and R’A (together with the g-action for ¢ = p) are

ur
P

relative extended Robba rings w1th residue field IF?”((MQ)); here ]Fﬂg((uQ)) is the
Hahn-Mal’cev—-Neumann algebra with coefficients in IF‘“I'['l (see for instance [20,

Definition 4.5.4]). By [19, Theorem 8], F,((x))"¢ is a closed subfield of ]F‘ﬂé( (?)).
This leads to natural closed embeddings of (Q,-Fréchet algebras

l—wlg s Rr

an,r
[7

for all » > 0. By the above identifications, we therefore get closed embeddings

BIAY e B (3.7)
p
which respect the g-action. Henceforth we regard B;rlf( ") as a subring of R ~ 1 we
Qp

olr
]3“?.Z

We will need the following results in §4.

therefore regard K ®kg, as a subring of R;,{.\m

Lemma 3.10. For any a € Sy, there exists an analytic subspace M(S(a)) of M(S)
such that for any map g : S — R of affinoid algebras over Qp, gr(a) = 0 if and
only if the map M(R) — M (S) factors through M(S(a)).

Proof. Choose an orthonormal basis {e;}jes of L over Q,; then it is also
an orthonormal basis of S; as an S-Banach module. Let /(a) be the ideal
of S generated by the coefficients of a. It is then clear that one can take
S(a) = S/1(a). ]

Lemma 3.11. Let a € ﬁ%\m@@l,& Then there exists an analytic subspace
M(S(a,r)) of M(S) such that for any map g : S — R of Qp-affinoid algebras,
gla) € (K ®k, B:riig))@@pR if and only if the map M(R) — M(S) factors
through M(S(a,r)).

Proof. Note that BT’p(r) may be identified with the intersections of all ng(r)’p(s)]’s

with 0 < s < r (one way to see this fact is to use the identification of B:ri’g‘?g) with

"See [23, §5] for a uniform treatment about relative extended Robba rings associated to analytic fields
of characteristic p.
8The completion is taken with respect to the u-adic topology.
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the Robba ring R;{{)). To prove the lemma, it then suffices to show that for any
0 < s < r, there exists an analytic subspace M(S(a,s,r)) of M(S) such that for
any map g : § — R of Q,-affinoid algebras, g(a) € (K ®k, B[,?(r)'p(s)])@@pR
if and only if the map M(R) — M (S) factors through M(S(a, s, r)); we then take
M(S(a,r)) to be the intersections of all M(S(a.s.r))’s.

Let BP@)2®)] pe the completion of Bz,p(r) with respect to max{val(®-("],

val©P - One may therefore identify B[I’{)(r) o) as a closed subspace of BlP().p()],
On the other hand, the closed embedding rﬁ;f SO IPEN R~ of Qp-Fréchet algebras

X p

induces a closed embedding Ble().p()] ﬁ[;a:] of Q,-Banach spaces. Therefore,
Q

by Hahn—Banach theorem for Banach spaces ovgr discretely valued fields, we deduce
that there exists a closed Q,-subspace V' of R[]/i';u:] so that R[I%':] =~ K ®k,

B[Ig(r)’p(s)] @ V. Hence we have

[s.r] ~ (r).p(s)]
R;;@) S = (K @k, BY"" &, seveg,s

p

and
Sl ~ [0(r).p()]\ 5 =
RE\ ®g,R = (K ®k, B """®qy,R® V&g, R.

Write ¢ = a; + a; witha; € (K Qk, B[,?(r)'p(s)])@@pS and a» € V@QPS.
It is then obvious that g(a) € (K ®x, BL*N&, R if and only if g(az) = 0.

[s,r] .

By Proposition 3.5, we may regard a, as an element of ’R, : then g(az) =
KUI'
in ’R[s ]®@,,R if and only if g(az) = 0 in ’R,[S "I Write a» = = ) ico ciu' with
ci € Sﬁ. Let K5
Ia.s.r) =Y I(c;)
i€eQ

where /(c¢;) is the ideal defined in the proof of Lemma 3.10. It is then clear that one
can take S(a,s,r) = S/I(a,s,r). O

4. Construction of finite slope subspaces

Throughout this section, let X, Vy and « be as in §1.1. For any morphism X' — X
of rigid analytic spaces over (Q,, we denote by Vy the pullback of Vy on X’ which
is a locally free coherent Qx/-module of rank d with a continuous O y-linear G k-
action. In the case when X = M(S) is an affinoid space, we denote Vy by Vg
instead. We have defined finite slope subspaces of X with respect to («, Vy) in
Definition 1.1. The goal of this section is to prove that X has a unique finite slope
subspace (which may well be empty).
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4.1. Prelude.

Proposition 4.1. The formation of X s commutes with flat base change. Namely,
ifh : X' — X is a flat morphism of separated and reduced rigid analytic spaces
over Qp, and if X ¢s is a finite slope subspace of X with respect to (o, Vx), then
the base change X }5 of X g5 via h is a finite slope subspace of X' with respect to
(h*(a), Vx-).

Proof. Note that the Sen polynomial for V- is Th*(Q(T)). By Definition 1.1(1),
we have that Q(/ ). is a nonzero divisor in X z, for every integer j < Oand v € Hg.
The flatness of A then implies that 7*(Q(j);) is a nonzero divisor in X}s. Hence
les satisfies (1) of Definition 1.1. Now let g : M(R) — X’ be a map of rigid spaces
over (Q, which factors through X b(j)r for every integer j < 0 and € Hg. Then
h o g factors through X oy, for every integer j < 0 and r € Hg. By the universal

property of X rs, we know that for n sufficiently large, the natural map

S — gk (h* —
(K ®k, Dl (Vg))?" =8 WD T=1 (DS ()T
is an isomorphism if and only if /1o g factors through X ¢, i.e. if and only if g factors
through X}S. This implies that X,fs satisfies (2) of Definition 1.1. O

Proposition 4.2. There exists at most one finite slope subspace of X.

Proof. Suppose that X, X, are two finite slope subspaces of X. Let {U;} ;e be an
admissible affinoid covering of X by affinoid subdomains. It suffices to show that
for any j € J, the restrictions of X, X, on U; coincide. By Proposition 4.1, we
see that the restrictions of X1, X, on U; are finite slope subspaces of U;. Thus it
reduces to the case that X = M(S) is an affinoid space. We prove this by using
Kisin’s argument (|25, (5.8)]). Let Iy, I> C S be the ideals corresponding to X ;. X»
respectively. Let W be the support of (1, + 12)/1; in X (with its reduced structure).
Let x € X be a closed point. If x € Xg(,), for every integer j < 0 and 7 € Hk,
applying (2) of Definition 1.1 to any finite length quotient R of Oy, . we get that
x € X, and @;1_; = (’7;;; This implies that x ¢ W. Hence, for any w € W there
exists integer j < 0 and t € Hg such that Q(j)(w) = 0. If Wy is an irreducible
component of W, by [25, Lemma (5.7)], we deduce that there exists jw, < 0 and
tw, € Hg such that Q(jWO),W0 vanishes in Wy. It follows that X;\W contains
Owycw (X I)Q(.jW())rW()' The latter is Zariski open and dense in X since W has

only finitely many components. A fortiori we see that X\ W, which is contained
in X,, is Zariski open and dense in X, yielding X; C X5. Thus X; = X}. O

Remark 4.3. The proof of Proposition 4.2 actually implies that there exists at most
one analytic subspace of X which satisfies Definition 1.1(1) and Definition 1.1(2)
for all finite Q,-algebras R.
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Proposition 4.4. Let \U;}jes be an admissible covering of X by affinoid sub-
domains. Suppose that each U; has the finite slope subspace (U;)ss. Then
WUj) st jes glues to form the finite slope subspace of X.

Proof. By the uniqueness of finite slope subspaces, we see that {(U;) 75} jes glues
to form an analytic subspace X s of X. It is then clear that X sy satisfies (1) of
Definition 1.1. Now let g : M(R) — X be a morphism of rigid analytic spaces
over (Q, which factors through X¢g(;) for each integer j < 0. The pullback
{g""(U;)} forms an admissible covering of M(R). We choose a finite covering
{M(R;)}ier of M(R) by affinoid subdomains which refines {g~'(U;)}. It then
follows that for each i € 7, the natural map
(K ®k, D, (Ve,))? =8 @T=1 _ /" (yp )T

is an isomorphism for all sufficiently large n. We deduce from Propositions 2.18
and 2.9 that the natural map

(VR))(p’=g*(ot).F=l _x D+.fn(VR)F

¥
(K XKy D dif

rig

is an isomorphism for all sufficiently large n. This yields that X s, is the finite slope
subspace of X. O

4.2. Techniques. We start by introducing some notations. For an affinoid alge-
braS,« € §*, and ¢ as in Lemma 3.8, using Lemma 3.10, we denote by M (S(«. a))

the intersection of
M (S( Z a—(m-i—l)(pm(aiq_m )))

MmeZ
for all rational numbers / < 0. From now on, let Vg be a locally free S-linear
representations of G g of rank d.
Proposition 4.5. Let « € S*, and let B € (K @k, BE")* satisfving |B| > |a |
(here |B| denotes the p-adic norm of 8 in K g, B;('S). Then for any a € K Qg,

D::’gs (Vs) there exists an E-analytic subspace M(S(a. p.a)) of M(S) such that for
any morphism g : S — R of affinoid algebras over E, the equation

o/ (b) — Bg(a)b = g(a) (4.1)

has a solution b € K Qg, D;;:(VR) if and only if the map M(R) — M(S) factors
through M(S(«, B.a)). Furthermore, the solution b is unique in this case.

Proof. Granting the assertion of the proposition, it is then clear that the construction
of M(S(«.p.a)) is compatible with base change. Thus it suffices to prove the
proposition for each affinoid subdomain of an affinoid covering of M(S). Therefore
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it reduces to the case that Vg 1s free over S. Ch\gose an S-basis eg,..., eq of Vg,
and write ¢ = Zf-i:] aje; with a; € K ®k, (B::;@QI,S). Since ¢ acts trivially
on Vg, (4.1) admits a solution in Vg @ g (ﬁ‘;?(;)@@p R) if and only if each Frobenius
equation

o’ (bi) — Bg(@)bi = g(a;) (4.2)
admits a solution b; in ﬁ'%%)®@l,R. By [20, Proposition 3.3.2]%, we may choose
some .

x e (K ®g, BN~

such that y = B¢/ (x)/x belongs to K. Using Frobenius, we see that x actually lies
in (K ®x, B*)*. We thus rewrite (4.2) as

o/ (xbi) — yg(@)xbi = ¢’ (x)g(aj).
Note that |y| = |B]. Thus [y 'g(a)™'| < [B7'||le”!| < 1. We deduce from
Lemma 3.8 that (4.1) admits a solution in Vg ®g (7"2’%(\3’@@,713) if and only if
M(R) — M(S) factors through

M(S') = (1 M(ya. ¢’ (x)a;).
1<i<d
Furthermore, in this case, the solution is unique. Let b be the solution of (4.1) in
Ve Qg (Rp(s)@J S7). Let L be a finite extension of K so that DS 1 (Vs) 1s free

rig,

over BTE L®@;)S Choose a Bng L@)@,,S’-basis 4 Ftassss fal of D 1 (Vsr). Since

rg,

; o) S N — D) S /
(K ®K() Drig,L(VS’)) ®(K®I\ BT-I-\'I )@.gps’ (R"E ®Q];S ) - VS’ ®S’ (Rﬁ ®@I;S )-

we may write b = Zfi_] bi fi with b; € Rp(s)@) ,S'. Let S be the Q p-affinoid
algebra defined by
M(S") = [\ M(S'(ci.s))
1<i<d
(see Lemma 3.11 for the definition of M(S’(c;j.s))). By Lemma 3.11, g(b) belongs
to K®g,D né L(VR) if and only if the map M (R) — M(S’) factors through M(S").
Furthermore, by the uniqueness of the solution of (4 1), the image of b in K ®g,

DZ:L(VSH) is Hg-invariant; hence itis in K ®g, D ”E K(VS") by Theorem 2.4(4).
Therefore we can take S(«, B,a) = S”. O

By Lemma 2.11, (DnL VS))(p./'=°f is contained in Di’;(VS) for any ¢ € S and
s > 5(Vg). Thus for any n > n(Vs), we have a natural map

Df (Vs)?' =2 — DL (vs)

rg

via the localization map .

9By the definition of T2, one may identify it with K ® x, B'.
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Proposition 4.6. Ler « € S*. Then for any k > logm;lI o= and n > n(Vs), the
natural map

Fe
tnx : K ®k, Dl (Vs)?' =% — D" (Vs)/(t%)
IS injective.

Proof. Leta € (K ®x, DL, (Vs))*" =%, and let a,, be its image in DJ;"" (Vi) /(%)
via ty, j for any m > n(Vg). The relation (pf(a) = «a and Proposition 2.15(3)
imply

Thus if a, = 0, then a,, = 0 for all m > n(Vs). This implies r,"(la by
Proposition 2.16. Now suppose that a lies in the kernel of the map, and write
g = tlk(a’ for some a’ € Djig(VS). It follows that
¢! (@) = (x /ol (1x) ad’ (4.3)
By Proposition 2.16 and assumption,
|tk /o” tx)*| = g > o).
Hence a’ = 0 is the unique solution of (4.3) by Proposition 4.5. O

Proposition 4.7. For anyn > n(Vg), k > loglx;,]’ o~ anda € D;;lzf"(VS)/(fk),
there exists an E-analytic subspace M(S(k,a,a)) of M(S) such that for any map
g : S — R of affinoid algebras over E, g(a) € DIIZf"(VR)/(Ik) is contained in the
image of

ln,K - K Ky D:rig(VR)(p-/ Bla — D(Ti-ltf.n(VR)/(’k)

if and only if the map M(R) — M(S) factors through M(S(k.a.a)).

Proof. As in the proof of Proposition 4.5, it suffices to treat the case that Vg 1s free.

Using Proposition 2.16, we choose a € DT-’””(VS) such that the image of ¢,, x(a)

rig
in DIlifm(VS)/(l‘k) is o™ "a for each m > n. If g(a) can be lifted to b € (K ®k,
DY, (Vk))®" =#@_ it then follows that the image of t x(b) in D3/ ™ (Vr)/ (%)
is g(a)™ " g(a). Then by Proposition 2.16, we see that r,k( divides b — g(a) in
K ®x, DL:7/" (V). Hence
b= (h—g(@)/1x
is a solution of the equation

(¢! — gla)(g(@ +tih) = 0. (4.4)
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Conversely, any solution b € K ®k, D:r]_,gr./ "(VR) of (4.4) gives rise to the desired

lift g(@) + t,’%b of g(a). Therefore, we conclude that g(a) can be lifted to (K ®k,
DY (Vr))? =#@ if and only if (4.4) has a solution b € K ®x, D" (Vg).
A short computation shows that (4.4) can be rewritten as
ol (1) (¢! — (& /97 (k) g(@)b = (g(a) — 97 ) (2 (@)).

By the construction of a, t1k< divides ¢/ (@) — ed in K R K, DI/ (Vs). Note that

rig
(1x) = (97 (tk))
in K ®k, Bl ;""" by Proposition 2.16(3). Hence ¢/ (1x)¥ divides (g(e) —
o/ (@) (g(@)) in K ®k, DT’r"(”+”(VR). We therefore deduce that (4.4) has a

T'ar,/'fr o
rig
(¢ — (tk /¢’ (k) gla)b = o7 (tx) *(gl@) — 9/ )(g@).  4.5)

Tsr rn+1)
rig

solution in D (Vr) if and only if the equation

has a solution in K ®g, D (VR). In fact, if b is such a solution, we have

beK®g, D" (Vi)
by Lemma 2.11. The assumption implies that |(1x /o7 (1)) = |7 |F > |a7!).
Using Proposition 4.5, g(a) can be lifted to (K ®k, D:_Lig(VR))“’f =£(@) if and only
if the map M(R) — M(S) factors through

M(S(a. Gk /¢” () o (1) * (@ — o7 @)).
Thus we can take S(k, . a) to be S(a. (tx /o (tx)*. o (tx) F(a — o/ )(@)). O

Corollary 4.8. For any integer n = n(Vs) and positive integer k > logln?l la™ 1,
there exists an E-analytic subspace M(S(k,a.n)) of M(S) such that for any map
g : S — Rofaffinoid algebras over E, the R-submodule g((DI,ff"(VS)/(fk))F) of

(D(]Lit’-fn(VR)/(tk))F is contained in the image of

(K ®, DI (Vg))? =#@-T=L (DL (V) /(t¥))T

o
rig

if and only if the map M(R) — M(S) factors through M(S(k,a.n)).
Proof. Recall that by Proposition 4.6, the map

K ®k, D}, (VR =8@ — D" (V) /(%)

is injective. Since it is also ['-equivariant, we deduce that for any a € (D;ﬁf"(l/g)/
(t%))T. if g(a) can be lifted to K ®k, DI, (V)¢  =¢@, then the lift is also
["-invariant. Thus we can take M(S(k. . n)) to be the intersection of M(S(k. o, a))
forall a € (D"" (Vi) /()T 0
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Corollary 4.9. Keep notations as in Corollary 4.8. Then there exists an E-analytic
subspace M(S(k,«)) of M(S) such that for any map ¢ : S — R of affinoid
algebras over E, the R-submodule g((D;;lf"(VS W E*ENT) of (th f" Vr)/ ()T
is contained in the image of

(K ®k, Dfy(VR)? =¥ @T=1  (DF/" (V) /(tF)" (4.6)
for all sufficiently large n if and only if the map M(R) — M(S) factors through
M(S(k.a)).

Proof. Itis clear that we can take M (S(k, «)) to be the intersection of M (S(k,a.,n))
foralln > n(Vy). U

4.3. Finite slope subspaces.
Theorem 4.10. The rigid analytic space X has a unique finite slope subspace X ;.

Proof. By Proposition 4.4, it suffices to treat the case that X = M (S) is an affinoid
space. Let

X' = ﬂ M(S(k,a)).

k>log'ﬂE| | =1

Now foreachi > I and t € Hg, let X/ be the Zariski closure of

(1X= () Xocp.

T€EHK 0o<j<i-—1,
t€Hg

=mxi’

i>1

We claim that

is the finite slope subspace of X. First note that the decreasing sequence of closed
subspaces X| 2 X, D ... becomes constant eventually because S is Noetherian.
We fix an i such that X[ = XI.’“ foralli > ip. Hence X yy = X/ foralli = ig. Thus
forany i > ip and t € Hg, we have

(X 1)y, 2 Xrs N Xpgpy, = Xig N Xppy, 2 ﬂ Xp). -
T€Hg

Therefore the Zariski closure of (X f5) p(;), contains the Zariski closure of Mzep . X},(l) ;
which is Xi’ = X, this yields that X s satisfies (1) of Definition 1.1.

Now suppose that g : M(R) — M(S) is a map of affinoid spaces over £ which
factors through X ¢, for every j < 0. It follows from Corollary 2.27 that for each
k > 1and n > n(Vy), the natural map

O Vant — O (Vr)/(t*)T

1s an isomorphism.
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Hence (1.1) is an isomorphism if and only if the natural map
(K @y DI (VR)? =" @T=1 s (D (1) /1) T (4.7)
is surjective for some (hence any) k > 1. By Corollary 2.27, the natural map
(D5 (Vs)/(* DT @5 R — (D" (Ve) /()T

is an isomorphism. Hence by Corollary 4.8, the map (4.7) is surjective if and
only if the map g : M(R) — M(S) factors through M(S(k,a.n)) for each
k > log[ngw la~!| by Corollary 4.9. We thus conclude that (1.1) is an isomorphism

for all sufficiently large n if and only if g : M(R) — M(S) factors through X ;.
This yields that X ¢, satisfies (2) of Definition 1.1. ]

Proposition 4.11. For any affinoid subdomain M(S) of X ys and k > log‘ﬂl_{l‘ la™ 1,
we have S(k,o) = S. As a consequence, for such k, the natural map

(K ®k, D}, (Vs))? =*T=1  (DF/"(vs)/(t* )T

rig

is an isomorphism for alln > n(Vy).

Proof. It is obvious that the finite slope subspace of X s¢ is X s, itself. We then
deduce that (M(S))rs = M(S) since the formation of finite slope subspaces
commutes with flat base change by Proposition 4.1. This yields that M(S) C
M (S (k.a)) following the construction of the finite slope subspace in Theorem 4.10;
hence M(S) = M(S(k,«)). This yields the surjectivity of the map. The injectivity
follows from Proposition 4.6. O]

Theorem 4.12. Let M(S) be an affinoid subdomain of X rs. Then foranyn > n(Vs)
and k > IOgln;-‘l la™ 1|y, where the norm is taken in S, the natural map of sheaves

(K ®ko 7 (Vs)? =0T=1 o (g7 vs) /)T

: . : f g T=1 -
is an isomorphism. As a consequence, (@Ig(VX . oI'=1"js a coherent sheaf
on X g.

Proof. It follows from Proposition 4.11 that the map of sheaves
P L,
(K @k, 75,(Vs)? =0T=l (78" (V) [ (t* )"

S =a,I'=1
i Zig(Vs))?™ =
18 a coherent sheatf. O

is an isomorphism. By Proposition 2.21, we therefore deduce that (_@J-r
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Theorem 4.13. For any E-affinoid algebra R and morphism g : M(R) — Xz,
which factors through X g ;) for every integer j < 0, the natural map

(K ®ky Ty (VR)® =8 @OT=1 o (70" (V) /(4T

; . ; o 5T S =g* =
is an isomorphism for all sufficiently large k. As a consequence, (7., (VR))? =% (@)ul'=1
is a coherent sheaf.

Proof. We choose an admissible affinoid covering {M(S;)};e; of X s¢ by affinoid
subdomains. Let {M(R;)},;es be a finite covering of M(R) which refines the
pullback of the covering {M(S;)}ie; on M(R). Suppose that M(R;) maps to
M(S;,) foreach j € J. Let k be a positive integer such that

k > log‘nl—(” Tealx{la | inS;}.
Now for any affinoid subdomain M(R") of some M(R;),

(5" VR /(FNT= = (OF " (vs, )/ (* )T @, R
by Corollary 2.30 because M(R’) maps to X p(x). On the other hand, by Proposi-
tion 4.11, we have M(S;; (k.a)) = M(S;,), yielding that

(Vr))?' =g"@=1 _ (pES" () /(iF))T

T
(K ® Ko D dif

rig
is surjective. Furthermore, it is injective by Proposition 4.6; so it is an isomorphism.
Hence

(K @Ky T3, (Ve ) =8O T=t o (00" (Vi) /(1))

£ 4 vy
rg

is an isomorphism. This yields the theorem. L

Remark 4.14. Our finite slope subspace X s, coincides with Nakamura’s general-
ization of Kisin’s finite slope subspace [31]. In fact, as noted in Remark 4.3, to
characterize our finite slope subspaces, it suffices to test only finite @ ,-algebras R
in Definition 1.1(2). By the argument in [25, (5.8)], the same thing holds for
Nakamura’s finite slope subspaces as well. For such R, we have the comparisons
(DL, (Ve)N' = DS (Ve) and  (D(Va)" = D (V)

by [2, Théoréme 3.6] and [17, Théoreme 3.9] respectively. Thus our Defini-
tion 1.1(2) coincides with the counterpart of Nakamura’s in this case; hence the
claim.
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5. Global triangulation of refined families

In this section, we prove the main results of this paper.

5.1. Weakly refined families. From now on, let X be a reduced rigid analytic space
over E, and let Vy be a family of weakly refined p-adic representations of Gk of
dimension d on X as in §1.3. We further suppose x; = 0. Therefore the Sen
polynomial for Vy is of the form TQ(T) with OQ(T') € K ®q, O(X)[T]. As in §4,
we put P(i) = ]_[3-;10 Q(—j) fori > 1.
Convention 5.1. Forc e R, 1 <i <d,x € X and? € {>.<.<,>}, we say
ki(x)?c if kj(x)?c forany t € Hg.

The first goal of this subsection is to show that the finite slope subspace of X
with respect to the pair (F, Vy) is X itself (Theorem 5.3). We start by collecting
some basic properties about the p-adic representations V; forz € Z.

Lemma 5.2. The following are true.
(1) If x € Xp) for some k > 1, then
dimg () (D" (V) /(F))7 < 1
forany t € Hg.

(2) Foranyz € Z and o € Gal(Ky/Qp), dimk(z)(DZg(VZ))g/=F(z),l“=1

> 1.

/o »
(3) Foranyz € Z, ifvg(F(2)) < —;(z) forall i > 2, then D} (V.)§ ~F&T=!
has dimension 1 over k(z). Furthermore, for any k > 1 satisfying
vk (F(2)) < k < —kj(z2) foralli > 2, the natural map
- _
(K ® ko Dl (V2)o)? =FOT=1 o g, 5" (V) /(DT (5.1)

is an isomorphism.

Proof. By Corollary 2.27, the map
(D" (V) /(DT = (D, (Vi)'

is an isomorphism. On the other hand, since x € X p), we see thatk;(x) = Oisa
multiplicity-one root of the Sen polynomial for V. This implies

dimy (D2 (V)T < 1

for any r € Hg. Hence dimk(x)(D(]L”f"(Vx)/(rk))F < 1, yielding (1). For (2), note
that the Hodge—Tate weights of V; are all nonpositive. Hence by Berger’s dictionary
([2, Théoreme 3.6)),
. f— L . f—
dimp () (D], (V2))8" =FET=! = dimg () (Derys(V2))E =F

) f_
> dimg ) (Dp@y)? =@ =1,

where the inequality follows from Definition 1.5(d).
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For (3), since k > vg(F(z)), we get the injectivity of (5.1) by Proposition 4.6. On
the other hand, note that z € Xp) since k < —k;(z) for2 < i =< d. It follows
by (1) that dim(Dj“?f”(Vz)/(Ik))? < 1. Hence the dimension of right hand side of
(5.1) over k(x) is at most [K : Q,]/f. On the other hand, by (2), the left hand side
of (5.1) has k(x)-dimension at least [K : Q,]/f. Putting everything together, we
conclude (5.1) is an isomorphism, and

dimgey(DE (Va))g/ =FET=1 = | O

rig
Theorem 5.3. The finite slope subspace of X with respect to (F.Vx) is X itself.

Proof. Since Z is Zariski dense in X, it suffices to prove Z C X s,. Now let z € Z,
and let M(S) be an affinoid subdomain containing z. Let k be an integer such that

k > log, 1, |[F~1,
where | - | means the sup norm on M(S), i.e. the spectral norm of S. It follows that
k > loglﬁgf| [F(x)™ !
for any x € M(S). Now for z’ € Z; N M(S), we first have
~ki(z') > k > vk (F(2) = logj,—| |F ()]
fori > 2 by the definition of Zj. We then deduce that the natural map

(K ® ko Dy (V2))?" =FET=1 s /" (V) ()T
is an isomorphism by Lemma 5.2(3). Hence z’ € M(S(k. F)) by Corollary 4.8.
Since Z; N M(S) is Zariski dense in M(S) by Definition 1.5(e) and M(S(k, F))
is Zariski closed by its construction, we conclude S(k, F) = § for all k >
log)”;’” |F~'|. Furthermore, for any i > 1, since Z; N M(S) is Zariski dense
in M(S), we deduce that M(S)puy D Z; N M(S) is also Zariski dense in M(S).
We therefore conclude M(S) sy = M(S) following the construction of finite slope
subspace. Hence z € M(S) 7y C X f5. Ol

The following theorem follows immediately from Theorem 5.3 and Theo-
rem 4.12.

Theorem 5.4. Let M(S) be an affinoid subdomain of X. Then for any k >
loglﬂkll |[F~1,

(K @k, L (Vs))? =FT=1 s (9" (vs)/(t%))"

“rig

)gof=F.F=1

is an isomorphism. As a consequence, (QIH(VX) is a coherent sheaf
o

on X.
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Our next goal is to show that the saturated locus X of Vy (see Definition 1.9) is
Zariski open and dense. To do this, we need to investigate the specialization maps

(Vx)?" == @0y k(x) = Dj (V) =F M=

rig
forx € X.

Proposition 5.5. Let M(S) be an affinoid subdomain of X, and let k be a positive
integer satisfying k > logm[_(ll | F =Y. Then the following are true.

(1) Forany x € M(S)p), the natural map

(K ®k, D} (Ve))?' =FOI=1 , by /)T (5.2)

rig
is an isomorphism.

(2) Forany x € M(S) pk), the natural map

= s S = -
Df,(Vs)? =FT ' ®s k(x) —> D, (V)¢ =F@I=! (5.3)

is an isomorphism.

(3) Forany x € M(S),
. " -
dlmk(x)(Djig(VS)g =PIl @s k(x) = 1.

(4) Forany x € M(S)px).

. = — . 7
dimy ) (Df, (Vi) =FOT=! = dimyo (D3 (V) /() = 1.

rig
Proof. Let x € M(S)p(k). Consider the following commutative diagram

(Vs))?' =FT=1 @¢ k(x) — (D57 " (Vs)/ (") ®s k(x)

| |

g(I/x))‘{;,.,":F(x),l’zl (Djﬁi?f"(l/x)/(fk))r.

(K ®k, D’

rig

(K ®k D;ri
The upper horizontal map is an isomorphism by Theorem 5.4. The right vertical
map is an isomorphism by Corollary 2.30. The lower horizontal map is injective by
Proposition 4.6. We thus deduce that the lower horizontal map and left vertical map
are all isomorphisms. This yields (1) and (2).
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We first prove (3) for x € Z. In fact, by (2) and Lemma 5.2(3), we have

5 o s
dimy () (D], (V)¢ == @ k(z)) = 1

for any z € Z;, N M(S). Since Z; N M(S) is Zariski dense in M(S) and

pf

f—FT=
rig(Vs)g =FI=1l4ca finitely generated S-module, we therefore deduce that

dimy (D], (V)¢ =FT=1 @5 k(x)) > 1

for any x € M(S). For (4), on one hand, we have
dimy () (D" (Vi) /(DT < 1
by Lemma 5.2(1). On the other hand, we have
: f— =
dimy(x) (D], (Vy))e =FT=1 >
by (2) and (3). We then deduce (4) from (1). (]

Proposition 5.6. The subset of saturated points X is Zariski open in X.

Proof. For each t € Hg, let Y, be the set of x € X such that the image of the
composite

f—Fr= F_ _
75, (Vx)?' =FT=! L Dl (v, =FOT=1 L pfn ) - DIV,

rig Sen Sen

is zero for some (hence all sufficiently large) n. It is clear that each Y; is a Zariski
closed subset of X. By Proposition 5.5(3), the condition (1) of Definition 1.9 cuts
out a Zariski open subset X’ of X. For x € X', by Lemma 5.27 (this is not circular!)
we see that x satisfies Definition 1.9(2) if and only if x ¢ Y; for any t € Hg.

Therefore, we conclude
Xy = X’\UTEHKYI'

18 a Zariski open subspace of X. O

Proposition 5.7. For x € X and k > vk (F(x)), if x € X p(x), then x € X and

dimp(o (Df,(Vo))g =FeM=1 = 1.

Proof. Since k > vg(F(x)), we may choose an affinoid neighborhood M () of x
such that k > logm;n, |F~1]in §. By Proposition 5.5 (2) and (4), we first deduce
that x satisfies Definition 1.9(1), and

ri

. /= e
dimg ) (D], (Vy)e" =FOT=1 = .
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Note that
O (V) /()T = DL V)T

Sen

is an isomorphism by Corollary 2.30. Thus by Proposition 5.5 (1) and (2), we deduce
that
(K ®, DY, (Vs))?" =FT=! @5 k(x) — (D{5(Ve))"

rig Sen

is an isomorphism. Hence x satisfies Definition 1.9(2). ]

Corollary 5.8. The subset of saturated points X is a Zariski open and dense
subspace of X.

Proof. By Proposition 5.6, X is Zariski open in X. It remains to show that it
is Zariski dense. Now for any affinoid subdomain M(S) of X, it follows from
Proposition 5.7 that M (S) pk) C X once k is sufficiently large. Since M(S) p k) is
Zariski dense in M(S), the corollary follows. O

In the rest of this subsection, we will determine a large class of points x € X
which is contained in the saturated locus X (Proposition 5.13). To do this, we need
to employ the following flatification result. Let

¥ =¥

be a proper and birational morphism of separated and reduced rigid analytic spaces
over E. Here birational means that for some coherent sheaf of ideals H. the
complement U of the closed subset V(H'), which is defined by H, is Zariski dense
in Y, the restriction of 7 to 7~ '(U) is an isomorphism, and 7 Y (U) is Zariski
dense in Y’. Let N be a coherent sheaf of Oy-modules. If H' is the coherent sheaf
of ideal defining the closed subset 7! (V(H)) of X', then the strict transform N’
of N by m is the quotient of 7*N by its H'*-torsion. In particular, for any
morphism 7*N — M of coherent sheaves over X', if M is torsion-free, then the
morphism 7*N — M factors through N'. The following lemma follows from
[1, Lemma 3.4.2].

Lemma 5.9. Let Y be a separated and reduced rigid analytic space over E. If M
is a torsion-free coherent sheaf of modules over Y, then there exists a proper and
birational morphism Y' — Y of rigid analytic spaces with Y' reduced such that the
strict transform of M by 7 is a locally free coherent sheaf of modules N over Y'.
More precisely, we may choose  to be the blow-up along a nowhere dense Zariski
closed subspace of the normalization of Y .

In the rest of this subsection let Vy be a locally free coherent Oy-module of
rank d equipped with a continuous Qy -linear G g-action. We denote by d, the rank
of W:{,in( Vy)r/(fk) as a locally free Oy -module for any t € Hg (it is independent
of 7).
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Lemma 5.10. Let Vy be a locally free coherent Oy -module of rank d equipped with
a continuous Oy -linear G g-action. Suppose for some n > 0, the coherent sheaf
Qﬁ"”(Vy)/(rk) is well-defined. Now let w . Y' — Y be as in Lemma 5.9, and sup-
pose for some t € Hg, the strict transforms of(@j“f" (Vy )/(rk))r/(/@';;-‘" (Vy )r/(tk )
and (.@(;f,-’"(Vy)/(tk))f by m are locally free over QOy: of ranks ¢ and d, — ¢
respectively. Then (71" (Vy) [ (t5)) e /(D" (Ve ) [ (DK and (75" (Vy ) [ (£F)E
are locally free over Oy of ranks ¢ and d,, — ¢ respectively as well.

Proof. We denote by 7, the strict transform of (_@Jf’"( Vy)/ (tk))g, and by %, the
strict transform of (Z,7" (Vy)/(t*)) /(75" (Vy)/(t%))L. Since Y’ is normal by
Lemma 5.9, it is a disjoint union of irreducible components. By Proposition 2.23,
we see both (75" (Vy)/ ()T and (75" (Vy) [ (tF)) e /(P (V) [(1F))F are
torsion-free on each irreducible component of Y’. Hence the natural maps

(5" (V) [(ENE) = (25" (V) J (i )E
and
(D" V) /() e (D" (V) /(1 )E)
S (D" (Ve [ () (2" (Ve [ (F)E

factor through &, and %, respectively. Similarly, since (_@(;;-'n(VY')/(fk))t is
torsion-free, the natural map

(D" (V) [ END) = 7 (D" (V) [ (D = (Z" (Ve /(1))
factors through #. To conclude, consider the following commutative diagram

2 (D" (Ve) [ (t5)), D

0 — (25" (V) (N ——— (D" (Ve [ (t5)) e —— (25" (Ve ) [ () (25" (V) [ (%) ——0

where the top sequence satisfies that the second map is surjective and the composite
map is zero. By diagram chasing, we see that the right vertical map is surjective,
and its kernel is isomorphic to the cokernel of the left vertical map. Since 7 is an
isomorphism on 7~ 1(U), the map 7, — (@J‘-’n(Vy/)/([k)){ is an isomorphism on
7~ (U) by Proposition 2.21. It follows that the kernel of

Gy — (D" V) [ () e (25" (Vyr) [ (R )T

is supported on Y’ \ 7~ !(U), which is a nowhere dense Zariski closed subspace
of Y’. Therefore the kernel is zero because 7, is locally free and Y’ is reduced.
Hence the right vertical map is an isomorphism. Thus

(D" (Ve [N /(D" (Ve [(F)E

is locally free of rank d,, — c¢. This implies that (’ﬁd”;f"(Vy/)/(tk))f is locally free of
rank c. O

r

T



Vol. 90 (2015) Triangulation of refined families 881

Lemma 5.11. Keep notations as above. Suppose that the Sen polynomial for Vy
has no constant term, and that Y 5 = Y with respect to the pair (Vy.«) for some
a € OY). Ifr Y — Y isa proper birational morphism with Y' reduced, the
finite slope subspace of Y' with respect to (t*a, Vy+) is Y/ itself.

Proof. Itis clear that Y’ satisfies Definition 1.1(2). Furthermore, since 7 is birational
and Y’ is reduced, we also deduce that Y’ satisfies Definition 1.1(1). O

Lemma 5.12. Keep assumptions as in Lemma 5.11. Moreover, suppose there exists
an integer k satisfying
-1
k > 10g|n;1| ™.

IfY' — Y is a proper and birational morphism as in Lemma 5.9 such that for any
T € Hg, the strict transforms of

(T " V) DT and (" V) 0D/ (357" ) D)
by 7 are locally free of rank ¢ and d,, — ¢ respectively, then ( Qgg( Vy/))f;'r =Pl
is locally free of rank ¢ and

- P s
%Ig(VY,)g =n*a,['=1 R k(y) — D:fig(vy)o

is injective for any 0 € Gal(Ko/Qp) and y € Y.

Proof. By Lemma 5.11, Y}S = Y'. Since k > ]ogm;ﬂ la~ 1|, the natural map

(K ®k, 21 (Vi)o)? =7 T=1 & @en (D527 (Vy) /(F))T

is an isomorphism by Theorem 4.12. By Lemma 5.10, (%ij;’f”(Vy/)/(l‘k))rr is

/= * — .
locally free of rank ¢, so ((ﬂT (Vy e =7 =145 well. Furthermore, since

rig

(D" (V) [ (%)) e (DT (V) (R s also Tocally free by Lemma 5.10, we
deduce that

(Do Wy [T @K(y) = (73" (V) /(52K () 2= (D" (V) (),
is injective for any y € Y'; the isomorphism follows from the fact that the functor
DI,f" is compatible with base change (Proposition 2.14). This implies that the map

(K @k, 78 (Vy ) = T=1 @ k(y) = Bren, (257" (V) (%)),

Tig

is injective. Note that this map factors through (K ®, D (V,)y)?  =¢FONT=1,

The lemma follows. ]
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Proposition 5.13. Forany x € X and 0 € Gal(Ko/Q)), if

. S =
dimy(x) D, (V3)g" =FOT=t = 1,

then 97

/-= — .
rig(VX ) BE=1 g locally free of rank 1 around x, and

F= - r_ _
@ig(VX)g)_ =F,I l®k(x) _)DT (Vx)g F(x),I'=1

rig
is an isomorphism

Proof. We may suppose X = M(S) is an affinoid space. Let X be the normalization
of X. It follows that X is the disjoint union of finitely many irreducible components.
By Proposition 2.23, both

(D" (V) /(P DE and (25" (V) /(1)) /(217" (Vi) ()T

are torsion-free on each irreducible component of X. Using Lemmas 5.9, 5.10
and 5.12, there exists a proper birational map 7 : X’ — X such that

ot T=g®F I'=4
(75, (vx)e ="
is locally free of rank 1, and

“,

I -
Vg = = @ k(x') — Dl (Va)o

is injective for any x’ € X'. In particular, the map is nonzero. Therefore for any
ideal / of cofinite length of Oy y+, the composite

(@rTg(VX’))gf:ﬂ*F'le 0y, (Oxr 3 /1)
= (DT (Vxr oy (OX’,x'/[)))ﬁlz”*FI:l

rig
— (D} (V)2 =t F).r=1

rig
1S nonzero.
Now let 7 be the composite X' — X — X, which is also birational. If
1€ mlx),

. . + (P'/ =g*F
applying [1, Lemma 3.3.9] to the functor D’ (‘)& , we deduce

crys
DE (Vy' ®o,, (Ox x /1) =7 F
crys Oy X' ,x o

is free of rank | over Oy /1. Therefore, by [1, Proposition 3.2.3], for all ideals /

of cofinite length of Oy x, DI (Vx ®o, (OX,x/l))gf =F

Gy is free of rank 1 over
OX,x/I-
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Furthermore, we claim that if /7 O I is another ideal of O, the natural map
f_ o) =
DI (Vx ®oy (Oxx/1)8 =F = DL (Vx ®oy (Ox /18 =5 (5.4)

is surjective. In fact, since DT, _ is left exact, we first have the following exact

crys
sequence

0— DE (Vx ®0, (I'/1)? =F = DX (Vx ®0, (Oxx/INE =F

crys erys
-
— DY (Vx ®oy (Oxx/1)§ ~F.

This implies that
(DY, (Vx ®oy (I'/1)2"=F)

= (D&, (Vx ®oy (Ox.x/1)§ =) = 1DE(Vx ®oy (Oxx/I'DE =F)

=1(Oxx/I)— 1(Ox /1"
—I(1'/1).

On the other hand, we deduce from the assumption that
/ S =
(DX, (Vy ®0, (I'/1)% =)y <1(1'/1).

This forces (D, (Vx R0 (1’/1))?"=F) = [(I'/1). Hence (5.4) is surjective.

crys
Now choose a positive integer k > loglngll |F~!|. By Theorem 5.4, the map

(K ®ko Dl (V$)a)? =P T=1 o @ren, (DF" (Vs)/(1*)F

is an isomorphism. Since @X,x is flat over S, we deduce from Lemma 2.19 that
(D3 (Vs)/(FNT ®s Ox,x = (DF" (Vs)/ (1) @5 Ox ).

Since (D;f’f" (VS)/(I"))r is finite locally free over S, we get

(D3 (Vs) /(%) ®s Ox v = lim(DE" (V) /(%)) ®5 S/mY)
)
= lim(Dy " (Vs /ml, Vi) /(1)
/

where the last isomorphism follows from the base change property of the functor
D+,fn

g - Hence

(D3 (Vs)/(1%))e ®5 Ox.)" = lim((Df"" (Vs)/(1*))e ®s S /m{)"
/
= lim(Dy" (Vis/ml, Vi) /(1F))]
[
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Now consider the following commutative diagram

(K ®k, D}, (Vs)e)?' =FT=1 @5 Ox x —> Bren, D" (Vs)e /()T ®s Ox

. ¥ = - 2
lim(K @k, D] (Vs /m Vs)g)®" =FT=" —— lim e, (D" (Vs /ml Vs)o/ (FD)T.

l /

By the previous paragraph we see that(liﬂD;rig(VS/mi VS)?:/ =F.I=1 i afree Oy .-
I

module of rank 1. Since both the top horizontal and right vertical maps are
1somorphisms, we deduce that the left vertical map embeds

(K ®k, D (Vs)o)? =FT=1 g¢ Ox .

rig

as a direct summand of

, t
llﬂ([( ®K() Drig

[ l

f=F = ) P
(Vs/miVS)U)fﬂ =F.I'=1 _ K®Ko<hﬂD:rig(VS/miVs)g F.I'=1

It follows that the map

/= = s —
(K ®K, D}, (Vs)8 == @5 k(x) — (K ®k, D,(Vy))g =FI=!

1s injective. On the other hand, we have

f (V)2 =FT=1 ¢ k(x)) > |

dim(D},

by Proposition 5.5(3). Thus the left hand side is at least [K : Q,]/f-dimensional
whereas the right hand side is exactly [K : Q,]/f-dimensional. Hence

. i = —
dimg () (DF (Vs)¢" =FT=1 @4 k(x)) = 1

rig

and
f—FT— ;o B
DZg(Vs);‘,’ =FI=l @5 k(x) — DIg(Vx)g =F(x),I'=1
1s an isomorphism. -

5.2. Vector bundles and (¢, I')-modules. In this subsection, we will recall some
basic notions and properties of the theory of families (¢, I')-modules. Recall that we
denote by K, the maximal unramified extension of @, contained in K. Let S be
an affinoid algebra over Q.
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Definition 5.14. Let [/ be a subinterval of (0,00). By a vector bundle over
R;« @QI, S of rank d we mean a locally free coherent sheaf M § of rank d over the
0

product of the annulus v, (7)) € [ within the affine 7-line over K with M(S) in the
category of rigid analytic spaces over Q,. We call M § free if it 1s freely generated
by its global sections. By a vector bundle Ms over R K()®@,,S we mean an object

in the direct limit as r — 0 of the categories of vector bundles over R'., @Q »3.

For a subinterval /' of /, denote by M{" the base change of M{ o RI ®@p S.
If § — R is a map of affinoid algebras over Q,, we set M1€ and MR as the
base changes of MS‘I and My to Rﬁ({)@@pR and R/ @QP R respectively. For any
x € M(S), we denote Mkl(x) and M (x) by Mxl and M, respectively instead.

Remark 5.15. By Lemma 3.7, M{ = Mg ®s k(x). Hence the map Mg — M is
surjective.

Remark 5.16. A locally free ’RI / ®Q ,S-module of rank d naturally gives rise to

a vector bundle of rank d over ’RK, ®@pS' The converse is also true when 7 is a
0
closed interval.

We need the following result, which is originally due to Liitkebohmert [28],
in §5.3.

Lemma 5.17. Let MSI be a vector bundle over R%, @QF S. If I is closed, then there
0

exists a finite covering of M(S) by affinoid subdomains M(S1), ..., M(S;) such that

MI are all free.

Recall that there exists an isomorphism BJr g K = RKr which identifies K

with RY, for all sufficiently small r. We henceforth identify Bnb K®Q »S with

0
R K(’,@Q , 5, and equip the latter with the induced ¢- and I'-actions.
Definition 5.18. By a (¢, I')-module over R K(f)é@ »3 of rank d we mean a vector

bundle Dg over R K6®@ , 3 of rank d equipped with commuting semilinear ¢- and
['-actions such that the induced map ¢*Dg — Dg is an isomorphism as vector
bundles over R K()é@pS . We say Dg free if the underlying vector bundle is free.

The morphisms of (¢, I')-modules over RK(I] @J@p S are morphisms of the underlying
vector bundles which respect ¢- and I"-actions.

Definition 5.19. Let Dg be a (¢, I')-module over RK(/)@@,,S. It is clear from
Definition 5.18 that for r sufficiently small, Dg is represented by a vector bundle

D§ C Ds over Ry, ®g, S such that ¢ maps D% to DY”, and the induced map
¢*(D%) — DY is an isomorphism as vector bundles over RK, ®g,S. We call
such D§ representative vector bundles of Dyg.

Remark 5.20. Our definition of (¢, I')-modules over R K(f’@@ »3 is the same as the
notion of families of (¢, I')-modules over Rg,., defined in [22].
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Remark 5.21. If Vs is a locally free S-linear representation of rank d of Gg,
Djig(VS) is naturally a (¢, I')-module of rank ¢ over RK(I)@J@,, S with representative
1.0(r)
rig
Remark 5.22. If S is a finite extension of Q,, then Dy is free over RK(')@@,,S =
Rk ®q, S by the Bézout property of Rg; ®q, §. Thus our definition of
(¢, I')-modules is compatible with the definition of classical (¢, I')-modules.

vector bundles D (V) for r sufficiently small.

Remark 5.23. In fact, one can also define a (¢, I')-module over RK(’)®@,,S of

rank d to be a finite presented projective module over R K, @Q ,S of rank d equipped
with commuting semilinear ¢- and ["-actions such the induce map ¢*(Dg) — Dg is
an isomorphism. The equivalence between this definition and ours are proved in [24]
and [6] independently.

Lemma 5.24. Let L be a finite extension of Qp, and put L' = L ®q, K. Let D
be a (¢, I')-module over RK(/) ®q, L = Ry of rank n, and let E be a (¢.T')-
submodule of D of rank m. Then there exists an ro > 0 such that if D" and E" are
representative vector bundles of D and E for some r < rqy, then E" C D". As a
consequence, D has at most one representative vector bundle over R';, when r is
sufficiently small.

Proof. Fix some ro > 0 such that for any ¢ € RK(;’ if p(a) € Ry, for some
0

0 <r < rog thena € Rf(r,. Now letd = (d;...., d,) and e = (eq...., em)

be R’ ,-bases of D" and E" respectively. Since D" and E’ are representative

vector bundles, there exist invertible matrices A4 and B defined over RZ/,‘" such that
¢(d) =dA and p(e) = eB. Write e = dC for some n x m matrix C defined
over R . It follows

dCB =eB = ¢(e) = ¢(d)p(C) = d4p(C),

yielding CB = A@(C). Hence ¢(C) = A 'CB. Now suppose C is defined
over RY, for some s > 0. If s < r/p, then ¢(C) = A7'CB is over R} . yielding
that C is defined over Rff. [terating this argument, we conclude that C is defined

over R/7. Thus ¢(C) is defined over R’/ yielding C is defined over R’; . This
implies E" C D’. O

Lemma 5.25. Keep notations as in the Lemma 5.24. Then E is saturated in D if
and only if E” is saturated in D". Furthermore, in this case, we have

E'=D"NE,
and D"/ E" is the representative vector bundle of D/ E over R’ ,.

Proof. 1t is obvious that if E” is saturated in D", then E is saturated in D. Now
suppose FE is saturated in D. First note that D" /(E N D7) is a submodule of D/ E.



Vol. 90 (2015) Triangulation of refined families 887

Hence D" /(E N D") is finitely generated and torsion-free over R’ ,. This yields
that it is finite free over R, by the Bézout property of R’ ,. Furthermore, since it
generates D/ E over R/, we deduce

ranle,(D’/(E N D")) > rankg,,(D/E) = d — .

On the other hand, £ N D" is a closed R ,-submodule of D". Hence it is also finite
free over R’ ,. Since E™ € E N D", we deduce

rankgr (E N D") > rankg: E" = 5.

Since
rank(E N D") + rank(D" /(E N D")) = rank D" = d,

we deduce
rank(END")=s and rank(D"/(END"))=d —s.

We claim that £ N D" and D" /(E N D") are representative vector bundles of E
and D/ E respectively. First note that the natural map

(D" /(E N D7) @z, Rys — DJE

is an isomorphism because it is surjective, and both sides are finite free over R of
the same rank. It follows that

(END) R, Ry — E
is also an isomorphism. Now consider the following commutative diagram

0

¢*(END") @*(D")

|

0—=(END") &, RyP —— Dr1P — DrIPJ((E N D") ®r’, RyP) —=0.

¢*(D"/(EN D))

The middle vertical map is an isomorphism as D" is a representative vector bundle.
Thus the right vertical map is surjective. Hence it is an isomorphism because both
the source and target are finite free of the same rank over RrL/,P . This yields that the
left vertical map is also an isomorphism. The claim now follows, and we deduce the
lemma from Lemma 5.24. L

Proposition 5.26. Keep notations as above. Let Ds be a (¢,1")-module over
R K(,)®@ oS of rank d, and let Es be a (¢, I")-submodule of Dy of rank s. Suppose
ES C DY are representative vector bundles of Es and Dg respectively. If Ey is a
saturated (¢, I')-submodule of D, for every x € M(S), D/ ES is a vector bundle
over R;(:)(@@p S of rank d — 5. As a consequence, Ds/Es is a (¢, I")-module over

RK{,®@p S of rank d — s.
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Proof. It suffices to show that E7 is saturated in D7, for every x € M(S). The latter
follows from Lemma 5.25. U

The following lemma has been used in the proof of Proposition 5.6.

Lemma 5.27. Keep notations as above. Suppose L is a finite extension of E. Let V
be a L-linear representation of Gk of dimension d. Let Dy be a rank 1 (¢.I")-

submodule over Ry, of D = DL( V). Fix an integer n so that the degree of field

extensions Ky : Qp(em)] are constant for all m > n, and Dp(r”) C DPm),
Then Dy is saturated in D if and only if Dp(r”) has nonzero image in D (V);
via the composite

. DPU) = DE(Yy DR (V) — DP

rig (V) = Dge, (V)<

Sen

for any T € Hg.

Proof. The “only if” part is obvious. It remains to prove the “if " part. To do this,
we apply induction for (¢, I')-modules defined in [26]. Using the set up of [26],
Indll:{i” D, and Ind?i” D are (¢. g, )-modules over Rq, ®q, L = R of ranks
[K :Qp]and d[K : Q] respectively. Furthermore,

Indy” D =D

Gk
rig,Q,p (IndG;p V)

since inductions for p-adic representations are compatible with inductions for the

associated (¢, I')-modules [26, Proposition 2.1]. Then it suffices to show that

Ind?(i” D is a saturated (¢. g, )-submodule of rank 4 = [K : Q,] of Indll:@i," D.
Suppose the contrary is true. Using [26, Proposition 3.1], we first deduce that

as an L ®g, Qp(en)-module, the image of Indp, Loy D”(r”) in D? (lnd “P YY) can

Sen
be generated by # — 1 elements. This 1mp11es that the image has L- dlmensmn

< (h—1)[Qp(en) : Qp]. On the other hand, since 'k acts transitively on the set
of components (L ®x K, )., the image of Df(r”) in D¢, (V). has L-dimension at
least [K,, : K]. Now by the assumption on n, we have

I'g Lgp
(Indp? V) = Indp2 (Dey(V)) = @reriye Indpy” (D3, (V))

Sen

It follows that the image of Ind- Q” Dp(r”) in D (Indll::;(” V') has L-dimension at

Sen
least

h(Tq, : Tk][Kn : K] = h(h/[Kn : Qp(en)D[Ky @ K]
= h[K, : Qp]/[Kn : @p(fn)] = h[@p(fn) : @p]

This yields a contradiction! ]
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Remark 5.28. In the case when § = L is a finite extension of @Q,, for any

Se T (S), Nakamura constructs a rank 1 B-pair W(§) [30]. A short computation
shows that R (§) is isomorphic to the (¢, I')-module corresponding to W(J).
Therefore, for an L-linear representation of G g, being trianguline with parameters
(8; )1<i<a 1n the sense of Definition 1.4 is the same as being split trianguline in the
sense of Nakamura with the same set of parameters.

5.3. Refined families. The main goal of this subsection is prove the main result
of this paper. That is, a family of refined p-adic representations of G g admits a
global triangulation on a Zariski open and dense subspace of the base that contains
all regular non-critical points. In what follows, we first give the definition of regular
non-critical refined p-adic representations.

Definition 5.29. Let L be a finite extension of £, and let V' be a d-dimensional
crystalline L-linear representation of GG g such that (pf acting on Dy (V) has all its
eigenvalues in L.
(1) By arefinement of V we mean a ¢-stable Ko®gq, L-filtration ' = (F;)<i<d
of Derys(V):
0=FoC Fi--- S Fa = Des(V).

In particular, dim f; = 1.

(2) For t € Hg, suppose the Hodge—Tate weights of Dyr(V'), are
K1z > Bopsrr 2 K
We say the refinement F is t-non-critical if
Dir(V)r = (K ®k, Fi)r ® Fil¥i +1.1 (Dgr (V)) (3.5]

forall 1 <i < d. The refinement F is said to be non-critical if it is T-non-
critical for every t € Hg.

(3) We denote by ¢; the eigenvalue of <pf on Fj/Fi—1. We say the refinement F
is regular if forany 1 <i < d, ¢ ---¢; is an eigenvalue ofgof on Dcrys(/\" V)
of multiplicity one.

The refinement F gives rise to an ordering (¢, ..., ¢q) of the ¢/ -eigenvalues
on Dy (V). If all these eigenvalues are distinct, any ordering of them uniquely
gives rise to a refinement. For any t € Hg, the refinement JF also gives rise to an
ordering (s7,¢,...,: Sd.z) Of {Kizse.-, kg ¢}, defined by the property that the jumps
of the Hodge filtration of Dyr (V) induced on (K ®,, Fi)r are (Sy ¢, ... §i,7)- Itis
straightforward to see that F is t-non-critical if and only if the associated ordering
of the Hodge-Tate weights is (k... .. Ka).

From now on, let X be a reduced rigid analytic space over E, and let £ be a
family of refined p-adic representations of G g of dimension d over X asin §1.3. In
the following, we retain the notations in §1.3 and §1.4.
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Remark 5.30. Recall that in §1.3 we define o; = ]_[']=1 F; and n; = ]_['}=1 ¥y
for 1 <i <d. If Vx is a refined family of rank d, then foreach 1 < i < d, the

i-th exterior product A’ Vy is a weakly refined family with F = «;, the generalized

Hodge—-Tate weights

JEI
the biggest Hodge-Tate weight k; + --- 4+ «; and the same Zariski dense subset Z.
Hence (A VX)(nlf"l) is a weakly refined family with generalized Hodge-Tate
weights {x; — kg1, i1t71=i and F = «;. In particular, its biggest Hodge-Tate
weight is 0.

By Remark 5.30, we may apply Theorem 5.4 to (AfVX)(rjf_l) to get the
following:

Proposition 5.31. Foreach 1 <i < d, the presheaf _@L((/\i VX)(TL-_I )% /=0 I=1
is a coherent sheaf on X.

Foreach 1 <i <d — 1, let TQ;(T) be the Sen polynomial for (A VX)U?,-_] )
and let

k—1
Pilk) =[] @i(=i)
Jj=0

for k > 1. The following proposition follows immediately from Proposition 5.7.

Proposition 5.32. For x € X, if there exist positive integers k; > vi(a;(x)) for
each 1 <i <d — 1 satisfying

(Pi(ky) - Pg—y(kg—1))(x) # 0, (5.6)

then x € X and dimD],((A! Vi) (ni (x)~1)2 =4 OWT=1 ¢ pach 1 < i < d and
o € Gal(Ko/Qp).

Proposition 5.33. Forx € X, 1 <i <d and o € Gal(Ky/Q)). if
: o I B
dimy ey Dl (AT V) (s (x) e/ =@ eMT=1 =

; T L
the coherent sheaf @;irg((/\’ VX)(ni_l))g =ail=1 4 locally free of rank I around x,
and

ZL (A V)7 )2 =4 T=1 @ k(x) — DI (A Va) (i (x)~1)))g = =t

rig
is an isomorphism.

Proof. We conclude the proposition by applying Proposition 5.13 to the weakly
refined family (A Vx)(n;h). O
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As already noted in § 1.4, the saturated locus X of Vy is a Zariski open and dense
subspace of X. Therefore it reduces to show that Vy_admits a global triangulation
on Xy and X contains all regular non-critical points. To this end, we will show that
the triangulation locus of Vy_ forms a reduced Zariski closed subspace of X;. The
upshot is to note that for a sequence of crystalline periods of the successive exterior
products of V obtained by the previous results, the condition that it gives rise to a
triangulation of V, is purely algebraic. To make this statement precise, we introduce
the following notions.

Definition 5.34. Let A be a commutative ring with identity, and let M be a free
A-module of rank d .

(1) We call a free A-submodule N € M of rank ¢ cofree it M/N is a free A-
module of rank d — ¢. We call m € M cofree it Am is cofree.

(2) Letm € M be cofree, and let n € A'M forsome | <i < d. Suppose
mAan=290

in A'T1 M. Then there exists a unique 7 € A'~!(M/Am) such that the wedge
product of any lift of 7 in A""' M with m is equal to n; we call 71 the quotient
of n by m. Let N be a free rank 1 A-submodule of M, and let P be a free
rank 1 A-submodule of AAM . If N AP = 0in ATt M, we define the quotient
of P by N to be the A-submodule of A'~! M generated by the quotient of any
generator of P by any generator of N.

(3) Foreach 1 <i <d,let N; be a free rank 1 A-submodule of A’ M. We say the
sequence N, ..., N, forms a chain in M if there exists an A-basis ey, ..., eq
of M such that

Ni = Aey A--- ANe

forall 1 <7 < d. In this case, the filtration

Fil;(M) = Spanof {e;}o<j<i. 1 <i=<d—1,

which is independent of the choice of the basis {e;. ..., €4}, 1s called the
associated filtration of the chain Ny, ..., Ng.

Letm;, € ANM for 1 <i < d. We say the sequence mj,.... my forms a
chain in M if the sequence Amy, ..., Amy forms a chain. In this case, we
call the associated filtration of Amq, ..., Am g the associated filtration of the
chainmq, ..., my.

The following lemma is a simple exercise in linear algebra.

Lemma 5.35. The sequence mq, ..., mgq forms a chain in M if and only if the
Jollowing hold.

(1) my is cofree.
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(2) miAam; =0for2 <i <d.
(3) The sequence of quotients of ms. .. .. mg by my forms a chain in M/ Amj.

Lemma 5.36. Suppose A is a Bézout domain, and let M be a free A-module of
rank d. Foreach 1 <i =<d, letm; € N'M be cofree. Now suppose A — B is an
injective map of commutative rings. Then the sequence my., . ... my forms a chain

in M if and only if it forms a chainin M @ 4 B.

Proof. To show the “if” part of the lemma, we proceed by induction on ¢. The
initial case is trivial. Suppose it is true for d = k — 1 for some £ > 2. Now
suppose rank M = k and the sequence m, ..., my forms a chainin M ® 4 B. Then
my Am; =0in A'TY(M ®4 B). Hence my Am; = 0in A'T' M since the natural
map

ANV s AN (M @4 B)

is injective. Furthermore, since m; is cofree in A’ M, its quotient by m is cofree in
ATV (M Amy) by the Bézout property of A. We therefore conclude the lemma from
Lemma 5.35 and the inductive assumption. U

Lemma 5.37. Let L be a finite extension of Qp, and let D be a (¢, I")-module
over Ry of rank d (recall that L' = L ®q,, K). Then the following are true.

(1) Let Dy be a rank 1 (¢.I")-submodule of D. Then D is cofree in D if and
only if DY is cofree in D" for some (hence all) sufficiently small r.

(2) For 1 < i < d, let D; be a rank 1 (¢,1")-submodule of A'D. Then
the sequence Dy, ..., Dy forms a chain in D if and only if the sequence
4 TR Dy, forms a chain in D" for some (hence all) sufficiently small r.

Proof. We deduce (1) from Lemma 5.25. We deduce (2) from (1) and Lemma 5.36.
O

Now let § be an affinoid algebra over Q.

Lemma 5.38. Let [ be a closed subinterval of (0, oc), and let M SI be a vector bundle
over RL ,®QPS of rank d. For 1 <i < d, let a; be a global section of N' M; such
0

that its image in A Mxl is cofree for any x € M(S). Then the set of x € M(S)

where the image of the sequence ay, .. ., a4 forms a chain in MJ{ forms a reduced
Zariski closed subspace of M(S).

Proof. We proceed by induction on d. The case d = 1 is trivial. Now suppose
that the lemma is true for d = k — 1| for some kK > 2, and that MS{ has rank k.
By assumption, the image of a; in M}f is cofree for any x € M(S). Hence
MEJ(RE (,)@@,, S)a is a vector bundle of rank k — I over R;((,)@Qp S,

Since [ 1s a closed interval, using Lemma 5.17, we may suppose that both Mg
and M;/(RI i @Qp S)ay are free over RL, @Qp S by restricting on a finite covering
0 0
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of M(S) by affinoid subdomains. Thus a; is cofree in M;. Extend {a;} to a basis
of M SI over Rg We may expand a; using this basis. It is then straightforward to see
that foreach2 < i < k, the set of x € M(S), where the image of @ Aa; in A MxI
is zero, forms a reduced Zariski closed subspace of M(S;) of M(S). Furthermore, it
follows that

airna; =0

in ATFIMg for2 <i <d.
Now let M(S’) be the intersection of all M(S;), and let
bi € N'TY MY, /(R’6®st’)al)
be the quotient of a; by a;. For x € M(S’), since the image of a; is cofree
in A"M], the image of b; in AN (M]/(RL, ®q, k(x))a;(x)) is cofree by
0
the Bézout property of RZ,. By Lemma 5.35, the desired subset of M(S) is
0

then the set of x where the image of the sequence b;. ..., by forms a chain in

(Mé,/(RI ; @QI,S’)al)x. We therefore conclude the case d = k by the inductive
0

assumption. U]

Lemma 5.39. Let Ds be a (¢.1')-module over RK(f)@@pS of rank d. For
1 <i<d,let Di C AN'Dg be arank I (¢, I')-submodule over RK(’,@Q,,S- If D;
specializes to a rank 1 cofree RK() ®q,, k(x)-submodule of N' Dy for any x € M(S)
and 1 <[ < d, the set of x € M(S) where the image of the sequence D1, ..., Dy
forms a chain in Dy forms a reduced Zariski closed subspace of M(S).

Proof. By Lemma 5.37(2), the sequence Dy, ..., D, forms a chain in D, if and

only if D{,..., D}, forms a chain in Dy for all sufficiently small r. By Lemma 5.36,
the latter holds if and only if Dgr’r] ..... D([;’r] forms a chain in D). We then
deduce the lemma by Lemma 5.38. L]

In the following, for 1 <i < d, set

Nix = 25, (AN V)7 ) =4 T=! @ kw0, 08 Zig(0i)-
which is arank 1 (¢, I')-submodule of @lg(/\i Vx) of type n;. Recall that in §1.3 for
1 <i < d, we define the character §; : K* — O(X)* by setting 5,-10;2 = n; and
Si(mk) = «;.

Proposition 5.40. The triangulation locus of Vx forms a reduced Zariski closed
subspace of Xs. Furthermore, the sequence Ny, ..., Ng gives rise to a global trian-

gulation of Vx on the triangulation locus. That is, for any affinoid subdomain M(S)
T

rig
associated filtration is a triangulation ofDZg(VS) with parameters (8; /8i—1)1<i<d-

of the triangulation locus, the sequence Nq, ..., Ng4 forms a chaininD'. (Vs) whose
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Proof. Note that by its definition, the triangulation locus of Vy is exactly the set of
x € X where the image of the sequence Ny, ..., N4 forms a chain in DHE(V ). We
then deduce the first statement from Lemma 5.39.

Now let M(S) be an affinoid subdomain of the triangulation locus of VX, and

suppose DL (Vs) 1s defined for some s > 0. Set N(O) = N; x. Since N1 L Isa

rank | saturated (¢, I')-submodule of Dfig(Vx) for x € M(S), by Proposition 5.26,
Dy’ = D} (Vs)/ N3
isa (¢, I')-module of rank & — 1 over ’RK() @)@p S with a representative vector bundle
Dél)ap(s) — DIgS(VS)/Nf?;ﬁ(S)

By Lemma 5.17, we choose a finite covering {M(S;)}jes of M(S) by affinoids
such that all the vector bundles N(O) o)/ 2”06 414 D(l) o)/ P72 gre free.

J
Since M(S) is contained in the trldngulatlon locus, it follows that

N(O),[p(s)/p-’ OV N.(O).[p(s)/p-’ VL5))

I,SJ' I,Sj

r
for2 < i < d and j € J. Taking the quotient of N-(O)f[p(s)/p £ by
N(O) o)/ P p(s)] for each j and gluing these quotients, we obtain a vector bundle

Ni(?’[p(s)/p ()] over RK() ®@/:S- Furthermore, note that each

N D:lels) /P p(9)]
' i,S.,'
admits a basis e satisfying

o’ () = (o /ay)(e).

r
Therefore, we can extend Nl.(?*[P(S)/P o(s)]

of type 6; /81, of D(S]).
We may iterate the above procedure as follows. Suppose after the k-th step, we
have a (¢. [")-module Dék) over RKr® S of rank d — k and a rank 1 (¢.I')-

*{P

to arank 1 (¢, I')-submodule, which is

submodule N,.(,?- of /\"' ~kD; of type 8;/dy, which specializes to a saturated (¢, I')-
submodule of A=k D! forany x € X, foreachk + 1 <i < d. Now let

k+1 k k
D = DI .

It is then a (¢, [')-module over RK(')@)Q,,S of rank d — k — 1 by Proposition 5.26.
Then by the same argument as above, for each kK +2 < i < d, we get a rank 1
(¢. T)-submodule Nt of A4=1D YT of type 6; /841, which specializes to

saturated (¢. I')-submodule of Al =K1 DY for x € M(S).
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Now let Fil; (D], (Vs)) = ker(D,,(Vs) — D§’) for 1 < i < d. It follows from
the above procedure that (Fil; (D:;g
successive quotients

(Vs)))1<i<q 18 a triangulation of DIg(Vg) with

Fili+1(D;g(Vs))/Fil,-(Dfig(VS)) ~ Ni(—ik)l,S

for0 <i < d — 1. The yields the second statement of the theorem. 0

It remains to show that the triangulation locus contains all regular non-critical
points.
Proposition 5.41. For x € X, if Vy satisfies

1 I 1788 - S —gi (x) =
dimg(x) Djig((/\ VE) (i (x) ™8’ =i r=1 —

foralll <i <d —1ando € Gal(Ko/Qp), and D:rig(Vx) admits a triangulation

(Fil; (D;E(Vx))) 1<i<d With parameters (8; [8;—1)(X)1<i<q, then the sequence
’ ' - S =q; '=
(D3 (AVOT) = T= @ ke, 04 DY (01 ()1 <i<d

forms a chain in D:rig( Vy) and its associated filtration is just (Fil; ) <;<q.

Proof. By Proposition 5.13, (%fg((/\i VX)(r]i“l))g'/ =2i-T=1 i Jocally free of rank I
around x, and

(D AV @7 )E =4 T= @ ke(x) — DE (A Vi) (s (x) 1)) = I =t

is an isomorphism for all i and o. Thus

(75 (A V07" =4 T @ k(x) — DI (A V) (i ()71 =T =1

is an isomorphism. By assumption, D:r.lg( V) admits a triangulation (Fil;); <; <4 with

parameters (8; /6; —1)1<ij<q4- In particular, D::g(Vx) contains arank 1 (¢, I')-submod-
ule
D = Fil; (D}, (V) = Ry (81).

rig
Recall that Ry (x)(d1) is defined to be
Dy, (x) ®Ko®q,k(x) Dj-.g(’h(x))-

We then deduce /
dimk(x)(D(Til_](.x)))g =a) (x),I'=1 > 1.

This forces

(D7 (x))” —@N0=1 - Dﬂg(Vx(nf'(x)))?'/?“l(x)aF=l

for all o.
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Hence

(DO () =1 OT=! = DLV (e =1 T

It follows that the image of the map
rlg((/\ V)Y et =t ® Ko®q , k(x) Dno(m(’C)) ) (Vx)

is exactly Fil, (D:gg(l/x)). By a similar argument, we deduce that the image of the
map

2L (AN VO =T @ ko0, ki Dly(ni () — ATDL (V)

is exactly AFil; (DIE(V )). This yields the desired result. [

Theorem 5.42. The triangulation locus of Vy contains all the points which satisfy
the assumption of Proposition 5.41. In particular, the triangulation locus of Vx
contains all regular non-critical points. As a consequence, the triangulation locus
of Vx coincides with the saturated locus X, which is a Zariski open and dense
subspace of X, and the (¢, I')-modules

A )
DL (A Ve )¢ =4 =" ® k@, 5 Diig(1i)

for 1 < [ < d give rise to a triangulation of Djlg(VS) with parameters
(6i /8i—1)1<i<a on any affinoid subdomain M(S) of X.

Proof. The first assertion is an immediate consequence of Proposition 5.41. Fur-
thermore, it is clear that regular non-critical points satisfy the assumption of
Proposition 5.41. Thus they belong to the triangulation locus of Vy. On the other
hand, note that X is the intersections of the saturated loci of the weakly refined
families A'Vy forall 1 <i < d. Hence it is Zariski open by Propositions 5.6. Since
the set of regular non-critical points is Zariski dense in X, it follows that it 1s Zariski
dense in X, and X 1s Zariski dense in X. We then conclude the rest of the theorem
by Proposition 5.40. OJ

As mentioned in the introduction, it is expected that all non-critical points belong
to the locus of global triangulation. Regarding this point, we make the following
conjecture.

Conjecture 5.43. Forx € X, sz (V ) admits a triangulation (Fil; (DnL(V M i<i<d
with parameters ((8; /i1 )(x))lszsd such that

d]mk(x)(D (Vx)/Flll—l(D (V )gi/v=a,'/d,'_l,l—‘=7h/nl._l _ 1

rig rig

foralll <i <d and o € Gal(Ko/Q)), then x belongs to the triangulation locus.
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5.4. Specializations of refined families.

Lemma 5.44. Let L be a finite extension of E, and let D be a (¢, I")-module over
Ry (L" = L ®qy, Ky). Let Dy be a (¢.T")-submodule of D, and let D} be its

saturation in D. Then there exists a positive integer k such that t* Di C Dy.

. Tis . . i . Tiie

Proof. Note that Ind.” D} is the saturation of Ind.;” Dy in Indp” D. By
. : e Ty

[26 Proposition 3.1], there exists a positive integer & such that r¥ Indri‘(p D} C

Ind “7 D, . This yields the lemma. O

Theorem 5.45. For x € X, the p-adic representation V. is trianguline.

Proof. Let M(S) be an affinoid neighborhood of x. By the same argument as in the
proof of Proposition 5.13, there exists a proper birational map 7 : X’ — M(S) such
that forall 1 <i <d and o € Gal(K(/Q)), the coherent sheaves

ng((/\ Vx: )(JT (T]l_l)))wf_” (¢;),I'=1

are locally free of rank | and the natural map
i * o — S =g*(a;
(A Ve (7 )e = @ T=1 @ k(x') = D (AT Ve ) (2 (7 D))o

is injective for any x’ € X’. By the previous lemma,

DN V) ) =7 @I @ a0 0y D i)[1/1]

specializes to arank I saturated (R g; ®q,, & (x))[1/1]-submodule in D;L(/\" Ve )[1/1].

Pick some s > s(Vs) such that s # r, for any n € N, and put r = p(s). It
follows that 7 has no roots in the annulus v,(7°) = r. Thus ¢ is invertible in R[r 25
(}

Hence the natural map
Rl [1/1] = Rl
is injective. Now let M(S’) be an affinoid subdomain of X’. Set Dg = D:L(Vsr)
and D; gr = Dj;“(JT*(I‘,',')IM(Sf)) for 1 <7 < d. We claim that the sequence
— e
(D (A Ve * (i e == @ T @ kg s DI 1<iza

l'l&\

forms a chain in Dir,’r] forany x’ € M(S’). In fact, by Lemma 5.38, the set of such x’
forms a reduced Zariski closed subspace of M(S’). On the other hand, suppose m
is an isomorphism on a Zariski dense and open subset U of X’. By Theorem 5.42,
after shrinking U, we may further suppose that 7 (U ) is contained in the triangulation
locus of M(S). It is then clear that the sequence

(D} (A Vs ) (g )¢ =7 @ T=t g o st D iciza

forms a chain in D)[:,’r] forany x’ € U N M(S’). Since U N M(S’) is Zariski dense
in M(S’), the claim follows.
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The claim and Lemma 5.37 then imply that the image of the sequence
T i * . —1ynwe! =% (e;).[=1 r .
(Dyig (A Vs ) (7™ (n;7)) Rko®q,s” Dis(l/tDi<i<d

forms a chain in DT-’S(VX/)[I/I] for any x € M(S’). Hence D’ (Ve)[1/¢] is

rg ng

triangulable (in the obvious sense). This yields that D;g(fo) is triangulable. It

remains to show that ng(Vx) is triangulable. Without loss of generality we may
assume that k(x") is Galois over k(x) for some x’ in the preimage of x. In this case,
define a G = Gal(k(x")/k(x))-action on

DT

I (V) = DE (Vi) k) k(')

by setting g(a ® b) = a ® g(b). It then follows that the triangulation of DEE(VX')

maps onto a triangulation of Djig( V) via the projection

1
G Y g :Dl,(Ve) > DL (Vo). =
geCG

5.5. Application to the eigencurve. Fix a positive integer N which is prime
to p. Let S be the set of places of (Q consisting of the infinite place and the
places dividing pN. Let V be a two dimensional Gq,s-representation over a finite
field of characteristic p, which is p-modular in the sense of [11]. Let Ry be the
universal deformation ring of the pseudo representation associated to V. Let Xy
be the generic fiber of Spf(Ry7), which is a rigid analytic space over Q,. By the
works of Coleman—-Mazur [11] and Buzzard [9], there is a Q,-rigid analytic curve
C C Xy x Gy whose Cp-valued points correspond bijectively to overconvergent
eigenforms of tame level N, which are of finite slope, and whose residual Galois
representation have the same semi-simplification as V. We further assume that C
belongs to the cuspidal part of the eigencurve. That is, the overconvergent modular
forms parametrized by C are all cuspidal.
Let
T - G@,S — O(C)

be the pseudo representation obtained by pulling back the universal pseudo repre-
sentation of G, s on X537 via the composite

C -~ XV X Gm —> Xv. (57)

Let « € O(C)* denote the function of Up-eigenvalue. Let k : C — W be the
weight map. We normalize « in such a way that if x € C is a classical eigenform of
weight &, then x(x) =k — 1.

Let C denote the normalization of C. By [I1], there exists a family of
p-adic representations of Gg s of dimension 2 over C whose associated pseudo



Vol. 90 (2015) Triangulation of refined families 899

representation is isomorphic to the pullback of 7' via C — C. Let V& be the dual of
this family of p-adic representations. Leta € (’)(C)>< denote the pullback of o via
C — C. Let% : C — C be the composite of k with C — C. Let Z be the set of
classical points z € C such that V; is crystalline with distinct crystalline Frobenius
eigenvalues. By Coleman’s classicality theorem, it is straightforward to see that Vi
is a family of 2-dimensional weakly refined p-adic representations together with
Ki=0k=-RF=02Z=Z.

)(p=F,F=1

Proposition 5.46. The coherent sheaf & is invertible, and its image

l'lL

in DES(VX) Is nonzero for any x € C. Asa consequence, Vy is trianguline for any

x €C.

Proof. Let M(S) be an affinoid subdomain of C. Letk be a positive integer such
that

k > logp(F_ll

in S. By Theorems 5.3 and 4.12, the map

DL, (Vs)*=FT=" — (D3 (Vs)/(* )T

is an isomorphism. Note that (Ddlt (VS)/(tk))F is a finite torsion-free S-module
by Proposition 2.23. Hence it is a locally free S-module because S is smooth and
I-dimensional. Thus Dl (VS)‘p F.I=1is a locally free S-module. Furthermore, by

Proposition 5.6, it is locally free of rank 1 on a Zariski open and dense subspace
of M(S). Hence it is locally free of rank 1 on M(S), yielding the first statement of
the theorem.

For the second statement, by Proposition 2.23, (D" (Vi) /(1)) /(D" (Vi) / (tF)T
is finite and torsion-free over S as well. This implies that for any x € M(S), the

natural map
(Dgii" (Vs) /(") @ k(x) — D" (V) /(1F)

is injective. It follows that ng(VS)"’ Fr=l & k(x) — DT (V) is injective as

well. U

Proposition 5.47. For x € C, x is not saturated if and only if Vy satisfies one of the
following two disjoint conditions:

(1) The weight k(x) is a positive integer and v,(F(x)) > k(x). As a
consequence, Vy belongs to .7° N .M in the sense of [14]; hence Vi
is irreducible, Hodge-Tate and non-de Rham. Furthermore, the image of

_K(X)Q:L(V*)‘” F.r=1 generates a rank 1 saturated (¢, 1")-submodule in

D! (Vo).

rng
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(2) The weight k(x) is a positive integer and vp(F(x)) = «(x), and Vy has
a rank 1 subrepresentation V. which is crystalline with Hodge—Tate weight
—k(x). Furthermore, in this case, the image of 72 (15)%= =FI'=1, pf (V)

Fl“ rg

rl,g.(V
In case (2), if x € Z, then it is critical. Hence Vi is split. Suppose Vy = Vi @ V>
where V) lmv Hodge—Tate weight 0 and V> has Hodge—Tate weight —«(x). Then the

(Vv)rp F.I=1 DEE(V ) is k(x)-t“® e, where e, is a canonical basis

is k(x) - t*®e’ where ¢’ is a canonical basis of D

image of 7
of D}, :(V2).

Proof. Suppose that x is not saturated. Let D be the saturation of the rank 1 (¢, [')-

submodule of DL(Vx) generated by @Ig( ~=))¢=FT=1 & k(x). Suppose

rig

P (V)= FT=t @ k(x) = k(x) -1

rig

for some positive integer k and canonical basis e of D. Thus the Hodge—Tate weight
of D is —k, yielding that k(x) = k is a pO\l[lve integer. By Kedlaya’s slope theory,
D has nonnegative slope, yielding that v, («(x)) > «(x). If the inequality is strict,
then Vy satisfies the condition (1). If v,(a(x)) = k(x), it is straightforward to see
that V, satisfies the condition (2). Furthermore, if x € Z, it is clear that x is critical.

For the converse, suppose V. satisfies (1). If it is saturated, then it follows
from Colmez’s classiﬁcation of 2-dimensional irreducible trianguline representations
of Gg,, [13, §3.3] that D! (Vy) belongs to /’rlLl However, by [13, Proposition 3.5],

we know that all 2-dimensional triangulable (¢, I')-modules belonging to &”j}'
are non-€tale. This makes a contradiction. Now suppose V, satisfies (2). Note

that V¢ / V| has Hodge-Tate weight 0. Thus if the image of Qgg( Va)e=FI=1gk(x)

in ng(Vx/ V) is nonzero, it generates a rank 1 (¢.I')-submodule which is of
Hodge Tate weight O and positive slope, yielding a contradiction. Therefore

rIL(V )*=%I=1 & k(x) maps into Dj“ (V{). It then follows that the image is of
the given form. [

10

In the case when V is an absolutely irreducible Gg s-representation, Ry
coincides with the universal deformation ring of Vi, Let Ve be the dual of the
pullback of the universal representation of Gg s on Ry via (5.7). Let Z be the
set of classical points z € C such that V. is crystalline with distinct crystalline
Frobenius eigenvalues. Then V¢ is a family of 2-dimensional weakly refined p-adic
representations over C together with k1 = 0.k, = —k, F = « and Z. Similarly, we
have the following result.

Theorem 5.48. For any x € C, 7 (Ve)?=FT=1 s locally free of rank 1 around x

rig
unless k(x) = 0, and V* is crystalline and satisfies dim DC,),\(V;“)""zF("‘) =2 Ifx

10]n this case, C automatically belongs to the cuspidal part of the eigencurve.
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is not of this form, it is not saturated if and only if it satisfies one of the following two
disjoint conditions:

(1) The weight k(x) is a positive integer and v,(F(x)) > «k(x). As a
consequence, Vy belongs to .7 N /N in the sense of [14]; hence Vi
is irreducible, Hodge—Tate and non-de Rham. Furthermore, in this case

I_"(x)_@:irg(Vc)wzF =1 generates a rank 1 saturated (¢.T)-submodule in
D, (Vx).

(2) The weight k(x) is a positive integer and v,(F(x)) = «k(x), and Vy has
a rank 1 subrepresentation V. which is crystalline with Hodge—Tate weight

—k(x). Furthermore, in this case, the image of _@gg(Vc)w:F’le in DZ"(VX)

is k(x) - t*®e’ where €' is a canonical basis ()fDT (V).

rig

(2") Incase(2), if x € Z, then it is critical. Furthermore, suppose that Vy = V| &
Vo where Vi has Hodge—Tate weight 0 and V has Hodge—Tate weight —k (x).
Then the image of @:jrg(Vc)‘”zF’rzl in D:rig(Vx) is k(x) - t*Pe, where e, is

a canonical basis ()fD:L-w(Vz).

Proof. If dimy(yy Derys(VEH)?=F0) < 1, @jg(vc)w=”=‘ is locally free of rank 1

around x by Proposition 5.13. Thus if (@ig(I/C))“’:F’F=l is not locally free of
rank 1 around x, then DcryS(V;“)wzF(x) is of dimension 2. Furthermore, in this case,
k(x) = 0 by the weak admissibility of D (V;*). We deduce the rest of the theorem

by the same argument as in the proof of Proposition 5.47. U

Remark 5.49. By Theorem 5.48, if @Q;,(VC)‘/):F'F=l is not locally free around x,
then the weak admissibility of Dcrys(l;;s) implies v,(F(x)) = 0; hence x is
ordinary. Furthermore, it follows that the weight character of x is crystalline (hence
unramified) of Hodge—Tate weight 0. By the spectral theory of U, we know that the
set of those x is finite.

We conjecture that there is no such x, i.e. _@::g(VC)‘”:F’r=1 is everywhere
locally free of rank 1 over the eigencurve. In fact, for p > Sand N = 1, by
virtue of a classical result of Mazur—Wiles [29, §8, Proposition 2], we see that if
the weight character of x is non-trivial on the torsion subgroup of Z,, V. is an
extension of a ramified infinite order character by an unramified character around x.
It is then straightforward to see that around x, @IE(VC)“P‘F*F:1 is locally free of
rank 1 around x and gives rise to the desired global triangulation. We expect that
an analogue of the result of Mazur—Wiles holds for general p and N this would

confirm most of our conjecture.
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