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Strict sub-solutions and Maii¢ potential in discrete weak KAM
theory

Maxime Zavidovique

Abstract. In this paper, we explain some facts on the discrete case of weak KAM theory. In
that setting, the Lagrangian is replaced by acost ¢: X X X — R, on a “reasonable” space X.
This covers for example the case of periodic time-dependent Lagrangians. As is well known, it
is possible in that case to adapt most of weak KAM theory. A major difference is that critical
sub-solutions are not necessarily continuous. We will show how to define a Mafié potential. In
contrast to the Lagrangian case, this potential is not continuous. We will recover the Aubry set
from the set of continuity points of the Mafié¢ potential, and alse from critical sub-solutions.

Mathematics Subject Classification (2010). 37J50, 35F21.

Keywords. Discrete weak KAM theory, Aubry—Mather theory, continuous and discontinuous
critical sub-solutions.

Introduction

In the past twenty years, new techniques have been developed in order to study time-
periodic or autonomous Lagrangian dynamical systems. Among them, Aubry—Mather
theory (for an introduction see [Ban&88] for the annulus case and [Mat93], [MF94] for
the compact, time periodic case) and Albert Fathi’s weak KAM theory (see [FatO5]
for the compact case and [FMO7] for the non-compact case) have appeared to be
very fruitful. More recently, a discretization of weak KAM theory applied to optimal
transportation has allowed to obtain deep results of existence of optimal transport
maps (see for example [BBO7], [FFO7]). A quite similar formalism was also used in
the study of time periodic Lagrangians, for example in ([CISMOO] or [Mas07]). In
this paper, we give analog results in this discrete setting of those already obtained in
the continuous one. In particular, our phase space X will be required to have very
little regularity (for example a length space with compact closed balls will do) and
no global compactness assumption.

In a first part we introduce the Lax-Oleinik semi-groups 7 and 7" and study
their sub-solutions. We start with a (continuous) cost ¢ X? — R which verifies:

(1) Uniform super-linearity: for every k = 0, there exists C(k) < R such that
Yx,v) e X2, c(x,y) = kd(x,y) — C(k).
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(2) Uniform boundedness: for every R € IR, there exists A(R) € R such that
d(x,y) = R = c(x,y) = AR).

A function u is an a-sub-solution for ¢ if
Vo) € X2, u(y) - u(x) < cx,y) o (1)

The critical constant ¢ [0] is the smallest constant ¢ such that there are a-sub-solutions.
In the first part we prove, as in [FS04], the existence of critical sub-solutions which
are strict on a maximal set:

Theorem 0.1. There is a continuous function uy: X — R which is an |0]-sub-
solution such that for every (x,y) € X2, if there exists an «[0]-sub-solution u such
that

u(y) —u(x) <cl(x,y) + 0],
then we also have
ur(y) —ui(x) <c(x,y) + «[0].

The proof is done using the Lax—Oleinik semi-groups 7, and 7/ and the notion
of Aubry set as introduced in [BBO7].

The second part is devoted to the study of the continuity of sub-solutions and of an
analogue of Mafi¢’s potential. Those two problems are closely related. As a matter of
fact, in the Lagrangian continuous case, all critical sub-solutions are equi-Lipschitz
maps and the projected Aubry set may be defined as the set of points x € X such that
any sub-solution is differentiable at x. Moreover, this information is encrypted in the
Maiié potential ¢ : X? — R. more precisely, Fathi and Siconolfi ([FS04]) proved that
a point x is in the projected Aubry set if and only if the function ¢,: y +— ¢(x, y)
is differentiable at x. In the discrete case, we will see that sub-solutions are not
necessarily continuous. However, analogously to the continuous case, the projected
Aubry set is the set of points where all sub-solutions are continuous. Moreover, our
Maifié potential will verify the following:

Theorem 0.2. There is a function ¢ X? — R which satisfies the following:
(1) forany x € X, ¢(x,x) = 0;

(2) afunction u is a critical sub-solution if and only if
Y(x ) € X5 u(y) —u(x) < e(x, y);

(3) forany x € X, the function ¢x: y = @(x, v) is a critical sub-solution;

(4) a non-isolated point x < X is in the Aubry set if and only if the function
@x: Yy — @(x, ) is continuous at x;
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(5) if x € X is non-isolated, the function ¢y is continuous at x if and only if it is a
negative weak KAM solution, that is, a fixed point of T + «[0].

For the definition of the semi-group 7, see Section 1.
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1. On critical sub-solutions

In this section we will fix a metric space X which is a B-length space at scale K for
some constants B and K (see A.1 for the exact definition) with compact closed balls
and letc: X x X — IR be a continuous function which is uniformly super-linear and
uniformly bounded, that is, which verifies condition 1 and 2 of the introduction.

Definition 1.1. If « €« R and #: X — R is a (not necessarily continuous) function,
we will say that ¥ is @-dominated (in short ¥ < ¢ + @) if

vix,y) e X2, u(y)—u(x) <c(x,y) +a.

We will denote by # (@) the set of ¢-dominated functions.
Following Albert Fathi’s weak KAM theory we introduce the Lax—Oleinik semi-
groups:
T;u(x) = inf u(y) + c(y,x);
yeX

T u(x) = supu(y) —c(x, ).
yeX

Theorem 1.2 (weak KAM). There exists a constant «[0] such that the equation
u = T u+al0] presp. u = T u —[0]) admits a continuous solution and such that
H(a) is empty for o < a[0)].

Proof. See the end of the appendix (page 37). ]

We say that a function u is critically dominated or that it is a critical sub-solution
if it is & [0]-dominated. Finally, we call negative (resp. positive) weak KAM solution
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a fixed point of the operator T + «[0] (resp. 7.7 — «[0]). Let us state that weak
KAM solutions exist by 1.2. The following proposition is a direct consequence of
the definitions:

Proposition 1.3. A function u is a critical sub-solution if and only if it verifies one
of the following properties:

1) ¥(x,y) e X2, ulx) —u(y) < c(y,x) +al0] (oru < ¢ + a[0]);
i) u < T-u + af0];

(iii) u = T.Fu — «[0).

The more analytical denomination of sub-solution is useful because it allows to
introduce the notion of being strict at some point:

Definition 1.4. Consider xg € X and ¥ < ¢ + @[0] a critical sub-solution. We will
say that u is strict at (x, y) € X ? if and only if

u(x) —u(y) < c(y,x) + afol.
We will say that u is strict at x € X if
vye X, u(y)—u(x)<c(x,y)+al0] and u(x)—u(y) <c(y,x)+af0].
We first give a characterization of continuous strict sub-solutions.

Proposition 1.5. A continuous sub-solution u is strict at x if and only if u(x) <
Tou(x) + 0] and u(x) > T u(x) — «[0].

Proof. By definition, if u is strict at x then
vy e X, u(x)—u(y)<c(y,x)+af0].

In the appendix (A.10 and A.11), it is shown that the function y — c(y, x) + a[0] —
u(y)+u(x)tendsto + oo whend(x, y)tends to +oo. Since closed balls are compact,
by continuity of #, the infimum in the definition of T is achieved. Therefore we
must have

u(x) < T, u(x)+ af0].
Similarly, if for every y € X, u(y) —u(x) < c(x, y) + «[0] then

u(x) > sup u(y) —c(x, y) — «[0] = T u(x) — [0].
yeX

The converse is clear. U

Before going any further, let us give some definitions:
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Definition 1.6. Let . X — R verify ¥ < ¢ + «[0]. We will say that a chain
(Xi)o<i=<n of points in X is (u, ¢, «[0])-calibrated if

u(xy) = ul(xo) + c(xo, x1) + -+ + c(xXp—1,xn) + na[0].

Notice that a sub-chain formed by consecutive elements of a calibrated chain is again
calibrated since ¥ < ¢ + «[0]. B

Following Bernard and Buffoni [BBO7] we will call Aubry set of # the subset 4,
of X7 consisting of the sequences whose finite sub-chains are (i, ¢, #[0])-calibrated.
The projected Aubry set of u is

Ay = 4x € X, I xp)nez, (4, c,a|0])-calibrated with xo = x}.

The Aubry set is
A= (O A
u~<ec+a[0]
The projected Aubry set is
A= () s
u-<ec+a[0]

where in both cases, the intersection is taken over all critically dominated functions.
We begin by a very simple lemma that will be of great use:

Lemma 1.7. Let u < ¢ + «[0] be a critically dominated function and (x, y) € X2
If the identity

w(x) —u(y) =c(y.x) + 0]
is verified, then w(x) = T u(x) + a[0]. If the identity
Tou(x) =T, u(y) = c(y, x) + «f0]
is verified, then u(y) = T u(y) + «[0] and T u(x) = u(y) + c(y, x).

FProof. The first part is straightforward from the definitions. For the second point
write

Toux)=T;u(y)+c(y,x) + 0] = uy) +c(y.x) = T, u(x).
Therefore, all inequalities must be equalities which proves the lemma. L]

The following lemma, along with the fact that the image by the Lax—Oleinik
semi-group of a dominated function is continuous (cf. A.10), shows that all the inter-
sections in the definitions of the Aubry sets and projected Aubry sets may be taken
on continuous functions.



6 M. Zavidovique CMH

Proposition 1.8. Let u < ¢ + a[0] be a dominated function. Then Ay =k Tru I
particular, we also have 4, = Ar—y,.

Proof. First we prove the inclusion ad;u C A T-u- Let us consider the sequence
(Xp)nez € by, Since v is dominated and the sequence (x,),e7 € 4, is (i, ¢, ®]|0])-
calibrated we have

U(Xgt1) = ulxg) + c(Xg, Xg+1) + «[0]
for all £ € Z. Therefore Lemma 1.7 yields
Ve eZ, T_u(xgpir)+ 0] =u(xXgi1)

Therefore, the sequence (X, )nez is (1, u, c, a[0])-calibrated and belongs to ok P,
We now prove the reverse inclusion 4 7, C A, Let (Xp)pez € b1y We
have that for any k € 7.,

Tou(xp41) = T, uxe) + c(Xk, Xpe1) + [0],
therefore using the second part of 1.7
vk e Z, u(xg)=T, u(xg)+ a[0],
and the sequence (x,),e7 is (i, ¢, a[0])-calibrated. O]

Here is a lemma that will be useful in the sequel:

Lemma 1.9. There is a continuous function u < ¢ + «[0] such that A, = A

Proof. Let us consider the set § = {u € CY(X,R),u < ¢ + «[0]} of continuous
dominated functions . This set is separable for the compact open topology so let
(4, )nen+ be a sequence dense in S. Consider now (@, ),cn* asequence of positive
real numbers such that > g, = 1 and u = > _ a,u, converges uniformly on each
compact subset of X. To construct such a sequence, one can for example fix an
xg € X and for any n > 1, take a, = min{2™", UQRHMHHOO,W)} then take
a1 =1-=3 ., an > 0. The function u is clearly continuous and since ¥ is a convex
sum of elements of &, one can easily verify that ¥ € §. Moreover, since each u,
is dominated, if a chain is (%, ¢, @[0])-calibrated then it is (u,,, ¢, ®[0])-calibrated for
every n € N* As a matter of fact, if

n'—1

U(Xp ) — u(xy) = Z ap(up(xn) —ug(xy)) = (0" —n)af0] + Z ity

kclN* i=n
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then, since for each & € IN* the inequality

n'—1

(i) — () < (0 —mef0] + Y e(xi, xit1),

i=n

holds and considering that > a, = 1 and a, > 0, the inequalities above must be
equalities:

n'—1

Vk € NY, () — () = (0 —m)e[0] + ) | e(xp, Xit1).

Finally, since the u#; are dense in S we obtain

n'—1

Vil € S, u'(ow) — () = (' —mef0] + ) e, xi4).

i=n

Hence such a calibrated chain is calibrated by every element of §. In particular, for
every u’ € 5, we have # y C s therefore 4, C s . The reverse inclusion follows
from the definition of # . Similarly, projecting on X, we get that +,, = . O]

As an immediate consequence we get the following:
Corollary 1.10. The following equality holds:
A= pEb),
where p denotes the canonical projection from X T X,

The following lemma is useful:

Lemma 1.11. Ifu < ¢ + «[0] and x € X then x € #,, implies

vp e N, (T,)Pu(x) + pa[0] = u(x) = (T,")u(x) - pald].
Moreover, if u is continuous then the converse is true, that is, if

vpeN, (I)Pu(x) + pa[0] = u(x) = (T,7)7ulx) — pu[d],
then x € 4y,

Proof. If (xp)pez € X Z ig calibrating for # then for every positive integer p,

=
1(xX0) —u(x—p) = paf0] + D e(xi,Xis1),
i=—p
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p—1
u(xp) —uilxeg) = pa[0] + Z ks Xs 0 )
i=0

Therefore, the domination hypothesis gives us that
vp e N* (T,)Pu(xo) + pal0] = u(xo),

and
Vp e N* (T)Pu(xe) — paf0] = u(xo).

Conversely, let us assume that for every p € N,
(T ) u(x) + paf0] = u(x) = (I,7) u(x) — pa[0].

Then by successive applications of point (iv) of Proposition A.10 we can find chains
(xfpa--- ,Xfl,xg = X,ij,... ,xf) such that

—1
¥peN, (I7)YPu(x)=u@x?,)+ > et xl ),

i=—p

and
-1

¥peN, (TYPu(x)=u(x)-> c@xf xf).

i=0

Using the assumption we made, we obtain that

—1
vpelN, u(x) —u(xfp) = Z C(xl'paxi}:_l) + paf0],
i=—p
and
p—1
vpeN, u@x))—u(x)= Zc(xf,xfﬂ) + pof0].
i=0

Summing these two last equalities we get

-1
vpeN, u(xf)—ux?,) = Z c(xf . x7 ) + 2pal0],
i=—p

which proves that the chains (xfp, o ,xfl , xép =N xf, o ,xﬁ) are calibrating
for u.
By A.11, for everyintegern € Z,thesequence (x4 ), p = |n|is bounded hence, by

a diagonal extraction (p; — +o0 as [ — +00) we can assume each (x27), p; = |n|
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converges to a x,, € X. Let us now fix two integers m and »n such that m < n. If
pr = |\m|, |n| we have

n—1

u(xly —u(x) = Z c(xf, xlL) + (n—m)al0],

1=m
letting p; go to + o0, using the continuity of #, the following holds:

n—1

U(xy) — U (X)) = Z c(xi, Xir1) + (n —m)a[0].

i=m

Since m and » were taken arbitrarily, this proves that the sequence (X )re7z is cali-
brating for u# and therefore is the bi-infinite chain that we are looking for. ]

Let us define yet another Aubry set:

Definition 1.12. Let S from X% to X7 be the shift operator. We define
,yf‘;u — {(x,y) € X? 3z €y, x = p(z)and y = po S(z)},

and

A={(x,y)eX? Jzeh, x=p(z)and y = po S(2)}.

We are now ready to prove the following theorem, which in particular is stronger
than Theorem 0.1. The proof is inspired from the unpublished manuscript [FS03].

Theorem 1.13. For every sub-solution u there is a continuous sub-solution u’ which
is strict atevery (x, y) € X% — A, and suchthatu = u’ on #,,. There is a continuous
sub-solution which is strict at every (x, y) € X? — A.

Proof. Replacing # by T, # (which does not change the Aubry set by 1.8) we can
assume that # is continuous. Consider the function

W= an(T))'u+ Y bu(T;)'u,

nclN nefy#*

where the g, and the b, are chosen as inthe proof of Lemma 1.9, positive, such that the
sums above are convergent for the compact open topologyand > a, +> b, = 1. For
the same reasons as in the proof of 1.9, ¥’ is a continuous and critically dominated
function. Let (x, y) € X? verify u/(x) — #'(y) = c(y,x) + «[0]. This equality
implies the following ones (cf. the proof of 1.9) for all integers n:

(T )(x) — (T ) u(y) = e(y.x) + [0],
(T () (x) = (T)"u(y) = ¢ (v, x) + [0].
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By domination of #, we therefore have for every n,

(TH u(x) + 0] = (T,)"u(y) + ¢ (3, x) + «[0]

—\n 2)
= (T, ) u(x)
and
(T Vu(y) — al0] = (T u(x) — e(y, %) — o[0) -
= (T,")"u(y).
Using the same argument as in the previous Lemma 1.11, by successive applications
of A.10 we can find chains (x”_,...,x", = y,x{ = x) such that
=
vneN, (T)'u(x)=u(x)+ > e xl ),
i=—n
and chains (x*, = y,x} = x,...,x]) such that
n—1
voeN, (TF)'u(x)=u(x})— > c(x! xyy).
i=0
Using (2) and (3), we get that
—j
vreN, u(x)—ukx?)= Z c(x;, xi' )+ nald],
i——n
and
n—1
vneN, u(xy)—u(x)= Zc(xi”,xfﬂ) + na[0].
i=0
Summing these two last equalities we get
n—1
vne N, u(x})—u(x") = Z c(x;, x 1) + 2naf0],
i=—n
which proves that the chains (x” ... x%, = y, xJ = x,x{,..., x]) are calibrating

for u.

ByA.11, for every integer k € Z, the sequence (x'),n = |[k|isbounded hence, by
a diagonal extraction (n; — +0o0 as [ — +00) we can assume each (xgl), n; = k|
converges to a xp € X. Let us now fix two integers m and m’ such that m = m/. If
n; = |m|, |m’| we have

m'—1

u (o) — ) = 3 e x ) + (m' — ma[0],

L=m
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letting # go to o0, using the continuity of u, the following holds:

m'—1
(X} — u(xm) = Y (X, Xi41) + (' — m)af0].
1 =M
Since m and m’ were taken arbitrarily, this proves that the sequence (Xp)gecz is
calibrating for # and therefore that (x, y) € ﬂ;u Therefore, 1’ is a sub-solution strict
at X2 — s,,. Moreover, by 1.11 and since > a, + >_ b, = 1, u and #’ coincide on
# which finishes to prove the first part of the theorem.

To prove the second part, pick # such that +, = 4 which is possible according
to 1.9. The function u’ is strict outside of 4. ]

oy

2. Towards a discrete analogue of Maiié’s potential

In the study of globally minimizing curves in Lagrangian dynamics, two functions
appear naturally. The first one is used to study infinite orbits of the Euler—Lagrange
flow and is Mather’s Peierls’ barrier which was introduced in the Lagrangian setting
in [Mat93]. This barrier was studied in the discrete case in [BBO7]. The other
function is Maiié’s potential and was introduced in [Mai97]. As it is proved in
[FSO4], Maiié€’s potential gives nice characterizations of the projected Aubry set in
terms of differentiability and weak KAM solutions (see Theorems 4.3 and 5.3 in
[FS04]). However, in the discrete setting, this notion seems less natural.

In this section, we propose two versions of Mafi€’s potential. It appears that
they are closely related. Moreover, by analogy with Fathi and Siconolfi’s results, we
characterize the Aubry set in terms of continuity of the potential. In order to stay
consistent with the rest of the text, we will only consider the critical case. However,
all the results of this section hold in the super-critical case (that is, to consider the cost
¢ + o, o > «[0]). Moreover, in this section, let us stress the fact that X and ¢ only
need to satisfy the hypothesis of the beginning of the article being that X is a B-length
space at scale K for some constants B and K (see A.1 for the exact definition) with
compact closed balls and ¢ is continuous, super-linear and uniformly bounded (see
conditions (1) and (2) in the introduction).

The following construction is inspired from Perron’s method to construct viscosity
solutions in PDE. It is also reminiscent of ideas of Gabriel Paternain and results
obtained in [FS04].

Definition 2.1. We define the potential

@(x,y) = sup u(y)—u(x),
u~<e+al0]

where the supremum is taken over all critical sub-solutions (not necessarily continu-
ous).
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We begin with some properties.

Proposition 2.2. The potential satisfies the following properties:

(1) For all (x,y) € X? we have ¢(x,y) < c(x,y) + «[0]. In particular;, the
potential is everywhere finite.

(2) Forall x € X, the potential verifies ¢(x,x) = 0.

(3) A function u is critically dominated if and only if for all (x,y) in X* we have
u(y) —u(x) < ¢(x, y).

(4) The function @ verifies the triangular inequality, that is, forall x,y,z in X we
have p(x, y) + ¢(3.2) = ¢(x, 7).

In particular, this proves points (1) and (2) of Theorem 0.2.

Proof. Items (1) and (2) are clear. The third one comes from the fact that for any
dominated function ¥ we clearly have that

Vx,p) e X2 u(y) —ulx) < @(x, ).

For the reverse implication, since by the first point of the proposition we have
@(x, y) = c(x, y) + @[0], any function which satisfies

V(X, y) = X2= u(y) o u(x) =S 99(36, y)s
is necessarily critically dominated. The fourth pointis clear from the definition. [

Before going any further, let us state two simple lemmas that we will use through-
out this section. The first one helps to understand how to construct sub-solutions.

Lemma 2.3. Let u < ¢ + a[0] and let v be a function that verifies the following
inequalities:
u=v=T7T,u+ 0]

Then v itself is a critical sub-solution: v < ¢ + a[0].

Proof. The proof is merely based on the monotony of the Lax—Oleinik semi-group,
usv=sT, u+o0] =T, v+ a0,
which proves that v is itself critically dominated. ]

Lemma 2.4. Let u be any critical sub-solution and let X € 4. Thenu is continuous
at x.
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FProof. The following inequalities are true
Thu—of0) <u< T, u+af0]

and are equalities at x. Therefore, the conclusion is a direct consequence of the fact
that both 7% + «[0] and T — [0] are continuous (cf. A.10). O]

The reason why we are interested in this potential is that it generates the greatest
possible sub-solutions.

Proposition 2.5. The potential verifies the following properties.
(1) Forall x € X, the function ¢ = @(x,.) is a critical sub-solution.
(2) Let x € X. Then for any y # x we have

Px(y) = T, @x(y) + «[0].

Therefore, the function @y is lower semi-continuous, and continuous on X \ {x}.

(3) A point x € X is in the projected Aubry set if and only if the function ¢y is a
weak KAM solution.

(4) Ifthe point x € X is not isolated, the function @y is continuous at x if and only
ifx € .

In particular, this ends the proof of Theorem 0.2.

Proof. The first part is a direct consequence of part 4 and part 3 of the previous
proposition (2.2).
Let us consider the function 1, defined as follows:

* P(x) = @u(x) =0,
o Yx(y) = T, ox(y) + [0 if y # x.

The function ¥, is lower semi-continuous. As a matter of fact, it is continuous outside
of x and at x it verifies

liminf ¥ (y) = liminf T ¢x(p) + «[0] = liminf @ (y) = 0 = ¥ (x),
y—=x y—>Xx y—x

where the last inequality follows from the existence of a continuous critical sub-
solution ¥ which implies

liminf ¢, (y) = liminf u(y) —u(x) = 0.
yx y—=x

Note that ¢, < ¥, < 17 ¢, + @[0] therefore using the “in between” lemma (2.3),
we obtain at once that the function 1y is critically dominated and greater or equal to
¢ by definition. Since by definition of ¢ we also have

vy eX, ¢x(y) 2z ¥x () — ¥ulx) = ¥x(p),
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we obtain in fact that ¢, = . In particular, ¢, = T ¢, + ¢[0] on X \ {x}. This
finishes the proof of point (2).

To prove (3), note thatif x € A, then for any sub-solution u#, the following equality
holds by 1.11:

T u(x) + 0] = u(x).

In particular, ¢ (x) = T ¢x(x) + «[0], and by the previous point, those functions
also coincide on X '\ {x}.

To prove the converse, assume X ¢ . and pick a sub-solution ¥ which is strict
at x (such a function exists by 1.13). Without loss of generality, we can assume that
u(x) = 0. In particular, the following holds

T, u(x)+ 0] > u(x) =0.

We already know that
vy e X, u(y) = ¢x(y)
By the monotony of the Lax—Oleinik semi-group, we obtain that

Yy e X, T,u(y)+al0] < T, ex(y)+ af0]
Taking y = x, we obtain that
¢x(x) = 0 < T u(x) + af0] = T @x(y) + «[0].

Finally, let us assume x € X is not isolated. We prove that ¢, is continuous at x
if and only if x € A. Assume first that x ¢ 4. Picku < ¢ 4+ «[0] such that u is strict
at x and that ¥ is continuous and vanishes at x. We can find an open neighborhood
V of x and an ¢ > Osuch thaton V,u + & < T/ u + «[0] and [#| = . Now the
function v = u + & yy\yx) verifies v(x) = 0. Again it is dominated by 2.3. Therefore
we have that if y € V') {x} (which is not empty because x is not isolated),

ex(P) zv(y) =u(y)+e= E,

2
which proves that ¢, is not continuous at x. The other implication is clear since we
know that any sub-solution is continuous at x as soon as X € . ]

Part 2 of Proposition 2.5 shows that when x ¢ A, the function ¢, has a lower
jump at x. Here is a property of this “jump”. Itis a direct consequence of the previous
proposition:

Lemma2.6. Foranyx € X, the quantity F(X) = sup, . 1401 T #(X)+[0]—u(x),
where this supremum is taken on the set of all sub-solutions, exists and is equal to
T @ (x) + af0].

Moreover, for any non-isolated point x, the function F verifies

F(x) = lim ¢x(9).
y#EX
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FProof. For the first equality, let # be any critically dominated function and let x € X.
We already know that

vy e X, u(y)—ux) =)
By the monotony of the Lax—Oleinik semi-group, we obtain that
vyeX, Tou(y)—u(x)+al0] = T, ¢x(y) + «[0].
Taking y = x, we obtain that
T ou(x) + 0] —u(x) < T, ¢(x) + af0].
Therefore, the supremum in the definition of F(x) is reached by the sub-solution ¢y,

F(x) = T, ¢x(x) + 0] — ¢x(x),

since @x(x) = 0.
Now, the continuity of the function T ¢, + @[0] at x together with the equality
¢r = T ¢y + @[0] on X \ {x} imply the second equality. O]

Let us now “reverse time” and look what happens when we consider the reversed
Lax—Oleinik semi-group:

T u(x) = supu(y) —c(x, ).
yeX
This semi-group may also be interpreted as a negative Lax—Oleinik semi-group for
the symmetric cost ¢(x, y) = c(y, x) by the following relation:
Tru = T, (—u).

Let us stress the fact that the critical value is unchanged when considering the
positive semi-group 7.7. As a matter of fact, the critical value is the smallest o such
that there exists ¥ < ¢ + «@. Butu < ¢ 4+ o if and only if —# < ¢ + a. Hence the
critical values are the same.

Therefore, the same properties, with the same proofs, hold. Let us simply state
the results.

Lemma 2.7. Let u < ¢ + a|0] and let v be a function that verifies the following
inequalities:
uzvz Ty —af0].

Then v itself is a sub-solution: v < ¢ + a[0].
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Proposition 2.8. The function ¢ verifies the following properties:
(1) Forall x € X, the function ¢* = —@(., x) is a critical sub-solution.

(2) Let x € X, then for any y # x the function ¢* verifies

0 (y) = T @™ (y) — el0].
Therefore, it is upper semi-continuous, and continuous on X \ {x|.

(3) A point x € X is in the projected Aubry set if and only if the function ¢ is a
positive weak KAM solution.

(4) If x is not isolated, the function ¢~ is continuous at x if and only if x € 4.

Lemma2.9. Forany x € X, the quantity f(x) = infy . 4qp0] T, 1 (x) —a[0] —u(x)
exists and is equal to T T ¢* (x) — «[0].
Moreover, whenever x is not isolated, the function [ verifies

vxeX, f(x)= lime*().
yFEx

Until now, we mostly considered general sub-solutions. However, itis much easier
to deal with semi-continuous or even continuous functions. We have already noticed
that the functions ¢, are lower semi-continuous and therefore that in the definition of
¢ we can restrict the supremum to lower semi-continuous functions. The following
theorem strengthens the result.

Theorem 2.10. Let x € X. The function @, is a simple limit of continuous critical
sub-solutions. Moreover, the limit may be chosen to be uniform outside of any given
neighborhood of x.

Proof. If x € 4, the function ¢, is a weak KAM solution and is therefore continuous.
Ifx ¢ A, then T ¢, (x) +«[0] > 0. Let € €]0, 1[ be such that e < T, ¢ (x) + «[0].
We will see in the appendix (A.10 and A.11) that any sub-solution has a growth that is
at most linear (and which can be bounded independently from the sub-solution) while
¢ is super-linear. Therefore, we can find a real number 1 < R such that whenever
y € B(x,1)and d(x, z) > R then for any critical sub-solution u,

u(y) —u(z) < ez, y) + «f0] — 2(77 ¢x(x) + a[0]) 4)
and
u(z) —u(y) < c(y,z) + 0] —2(T; ¢x(x) + «[0]). (5)

Using the continuity of ¢ and the compactness of the ball B(x, R), we can find a
neighborhood V' C B(x, 1) of x verifying:

« ify,z,t,u € Vithenle(y,z) —c(t,u)| < 3,
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e ifz € B(x,R)and y,f € V then
lc(z,y)—c(z,t)] <&

and
le(y,z) —c(t,z)| < &

Cutting down V', by continuity of T, ¢x we can assume

« ify e VA {x}then ¢,(y) = T, ¢.(p) + a[0] > ¢,
» ify,r € Vithen [T @u(y) — T, @x ()] < 3.

Note that from the last condition it follows that for (y,£) € V' {x} we have

0 (9) — €x(O)] = [T 0 (3) — T 0u(0)| < ;

Let us now consider the function ¢, defined as follows. Let 6: X — [0,1] be an
Urysohn function equal to 1 on X '\ V which vanishes at x, and define

VzeX, @z) = 0ENT, ¢x(2) — &) = 8(2)(gx(2) — &)
The function ¢, verifies the following properties:

« on X \ V? 908(.)]) = @x(y) — &,
* on V, @, is non-negative, vanishes at x and verifies

Yy eViixh ¢.(0)=ex(y)—e

Now let us check that the function ¢, is critically dominated. It is enough to separately
consider several cases. If both y,z ¢ V/, then

Pe(¥) — @e(2) = @x(¥) — @x(z) = c(z, y) + «[0].

If y € Vand z ¢ V, we distinguish between cases. First, let us notice that if
z ¢ B(x, R) then, since ¢, is non-negative on V, taking into consideration the fact
that &

T, @x(x) —@x(y) + af0] + 3 = 0,

which is clear for y = x, since T ¢x(x) + «[0] = @x(x) = 0, and for y # x,
follows from

£
B} = Frexl)| < 5 and gly) =T pa(3) “Hee[dl,
and the fact (using (5)) that

¢x(2) = ¢x(y) = (. 2) + a[0] = 2(T ¢x(x) + [0]),
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we obtain that
0e(2) — ge(¥) < ¢x(2) — &
<ex(@) =8 = 0x () + T ga(x) + 0] +
< c(y.2) +af0] — 2(T, ¢x(x) + a[0]) + T ¢x(x) + [0] — g
<c(y,z) + ef0],

because T, ¢x(x) + a[0] = ¢x(x) = 0.
If z € B(x, R) then using ¢ (x) = 0 and ¢.(y) = 0, we obtain

Pe(2) — 0o(V) = 0x(2) — & — @u(x) = c(x, 2) + af0] —e < c(y,2) + [0].
In both cases, the following inequalities hold
Pe(¥) — 0e(2) < 0x(y) — & — (px(2) — &) = @x(y) — px(2) < c(z,y) + [0].
Finally, if y,z € V then since ¢, (x) = 0 and ¢.(z) = 0,
Pe(V) —@e(2) < @ (¥) —gu(x) —e s c(x,p) + 0] —e < c(z,y) + «[0]. [

We now propose another version of a discrete Maiié potential. We will show that
it is very much related to ¢. We begin with a definition

Definition 2.11. Let us define the family of functions, for all n € N* (x, y) € X2,

EulR, 3 = inf {c(x, x1) + c(x1,x2) + -+ + c(Xp_1, V) }-

(x]. ,...,Xn_])EXn_l
Proposition 2.12. For any n > 0, the function c, is continuous.

Proof. Let n be a positive integer and let us consider a pair of points (x9, y%) € X2,

First, let us notice that for all (x, y) € K = B(x" 1) % B(y°,1), using the uniform
boundedness of ¢ (condition 2), the following inequality holds:

cn(Xx,y) = (n—De(x,x) +c(x,y) < rA(X?, yO) +2). (6)
Furthermore, using the super-linearity of ¢ (condition 1), for any chain of points
(X1s..., Xn_1) € X", we have, setting xo = x and x,, = y:

n—1 n—l1
ZC()C;‘,)C;'_H) =z —nC(l) + Zd(xi,xi+l)- (7)



Vol. 87 (2012)  Strict sub-solutions and Mafié potential in discrete weak KAM theory 19

Finally, if the chain verifies that E?;é c(xi, Xi41) = cp(x, y)+ 1,using (6) and (7),
we obtain that

n—1
D A xi41) S ca(x, ) £ 8C1) + 1 < n(AW@°, Y + )+ C(1) +1 =R,
i=0

In particular,

i—1 n—1
Yi € [O, ﬂ], d(XO,.?Ci) = Zd(fo,Xj+1) = Zd(Xj,Xj+1) < R.
j=0 J=

We have just proven that restricted to K, in the definition of ¢, we can take the
infimum on chains of points which belong to B(x, R)*~!, which isrelatively compact.
Therefore, by Heine’s theorem, the restriction of ¢, to K is a finite infimum of equi-
continuous functions and is therefore itself continuous. (]

Remark 2.13. In the case where X is compact, one can show that the family of
functions (¢, )pen+ is uniformly equi-continuous, however, in the non-compact case,
it is not clear whether this fact remains true.

Let us now introduce another family of functions:
Definition 2.14. For any # € N* and (x, y) € X? let

en(x,y) = ;?if cp(x,y) + kal0].

This quantity is always greater or equal to @(x, y) by the triangular inequality.
Moreover, the functions ¢, are clearly increasing with #.

Proposition 2.15. For any n € N¥*, the function ¢ is upper semi-continuous.
Moreover, for any x, the function @, » = @n(x,.) is critically dominated. Finally,

T ¢nx + a[0] = “n+1,x-

Proof. The upper semi-continuity comes from the fact that ¢, is an infimum of
continuous functions. The domination of ¢, » is consequence of the definitions. In
fact, let y, z be in X, then

P () +¢(3,2) + @l0] = inf cx(x, y) +kal0] + c(y,2) + [0

= inf c¢x(x,2) + kal0]
kzn+1
= ¢Ynt1,x(2)

= Wl )
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To prove the last point, just write that
Ty Poil2) Fl0] = inf gnap)t elyz)+ o|0]

= inf inf cx(x, y) + ka[0] + c(y,z) + «[0]

yeX kz=n

= @Pny1,2(2). O

We now link both versions of the potential:
Proposition 2.16. On X2\ AX, ¢ = ¢1. Moreover, for any x € X,
p1(x,%) = ¢(x,x) = 0.
Proof. By definition of ¢ «, if ¥ < ¢ + «[0],

vy eX, u(y)—u(x) = @ (y),

therefore, ¢ < @1.x.
We then notice that 7M@) »(x) — «[0] < 0. As a matter of fact, for any x; € X
we have

P1,x(x1) —c(x,x1) —[0] =0,

by definition of the function ¢;. Taking the supremum on x;, we get the result.
Let us define the function ¥ by

 f(y) = e x(p)if y # x,
« Y(x)=0.

Since ¢1,x = ¥ = TN ¢1,x —[0] the “in-between” Lemma 2.7 gives that the function
Y 1s a critical sub-solution. But ¥ vanishes at x and is greater than ¢, therefore

P = Q. []
As a corollary of the previous proof we also obtain the following:
Corollary 2.17. The following equality holds:
¥x € X, T. @1.(x)—a[0] = 0.

Proof. Letus fix an x € X. We just saw that 7.7 ¢ ,(x) — ¢[0] = 0. Assume now
by contradiction that we can find an & > 0 such that

Tc+901,x(x) — 0] = —e <0 = gy(x) = @l,x(x)-

By analogy with the previous proof, let us define the function ¥ by
Y =aa)ify # x,
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« Pr(x) = —e¢.
Since @1 x = ¥ = TN @1, x—a[0] the “inbetween” lemma (2.7) gives that the function
Y is a critical sub-solution. But if y £ x then ¢ (y) — ¥ (x) > @, (y) which is in
contradiction with the definition of ¢. ]

In the following, we will use this lemma:

Lemma 2.18. Letu: X — R be a function and n € N, then
(TYTH'n =u and (TYN(T)'u < u.

Moreover, if u is a negative (resp. positive) weak KAM solution then
(T, YT = Gesp. (T, V'(T, )'u = ).

Finally, the operators T, o T.F and T, o T are idempotent.

Proof. By symmetry, we will only prove one half of the lemma. By definition, for a
given x € X we have

T, T, u(x) = infsupu(y) —c(z,y) + c(z, x),
< 9

and this quantity is greater than u(x) (take y = x). Now the first part of the propo-
sition is obtained by induction or by applying the argument to ¢, instead of c.

If u is a negative weak KAM solution, we have that # = T,"u — «[0] (this is
always true for a dominated function) and therefore

u="T u+af0 =TT u.

Hence we have in fact an equality. Once again, the general result follows by induction
or by using ¢, instead of c.
Finally, we have already seen that (7,7 o 7,)?2 = T, o T,". For the reversed
inequality, note that since similarly, Tj ol = 1d,
T, o(T,f 0T, )oT,t =T, oT,. O]
Proposition 2.19. Let x € X be any point, then the following inequality holds:
01,x(x) < T px(x) +[0]. Inparticular, the function @1 » is continuous. Moreover,
ifthe point x is not isolated, we have in fact an equality: ¢1 x(x) = T, px(x) + a[0].

Proof. We have already seen (2.17) that T, ¢ »(x) — «[0] = 0. Therefore, the
following inequality is true:

Tc+901,x - (X[O] = @x.
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As a matter of fact, it is true at x, and at other points y, it is a consequence of the
equality ¢ x(y) = @x(y) (2.16) and of the fact that since ¢; x is a critical sub-
solution, we have T.7¢; , — @[0] = ¢; .. By the monotony of the Lax—Oleinik
semi-group, the following holds

T T ¢10 < T, 0x +af0],
which by 2.18 gives us
P10 ST, T o1y < T, ¢ + 0]

By 2.5 and 2.16 these inequalities are in fact equalities, except possibly at x. Since
by (A.10) the function T ¢ + «[0] is continuous it is clear that ¢ » is lower semi-
continuous and therefore continuous by 2.15.

Finally, the equality ¢ »(x) = T ¢x(x) + «[0] whenever x is not isolated is a
straight consequence of the continuity of the functions ¢; , and T, ¢, + «¢[0] and of
the fact that they coincide on X {x}. L]

Actually, the last equality of the previous proposition (2.19) holds even when x is
isolated, as shown below:

Proposition 2.20. For any x € X, the following holds:
vy e X, eix(y) =T, ¢x(y) +[0]

Proof. We have already proven the result when y £ x and we proved above (2.19)
that

Pra(x) = T, gx(x) + a[0].

Let us prove the reverse inequality. By definition and monotony of the Lax—Oleinik
semi-group, since ¢ x = ¢, the following holds:

Vx e X, T,¢(x)+ a0 = ingfqax(y) +c(y, x) + a[0]
ye
< inf @1 x(y) +c(y,x) + a[0]
yeX
= T @1 x(x) + 0] = @5 x(x),

where we used the last part of 2.15 for the last equality. Taking y = x in the infimum
of the Lax—Oleinik we also have

T ox(x) + 0] < c(x, x) + o[0].

Since ¢ x(x) = min{c(x, x) + [0], ¢2,x(x)), this finishes the proof of the propo-
sition. L]
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Obviously, similar results hold when considering the positive time Lax—Oleinik
semi-group TC+ therefore, we obtain the following:

Proposition 2.21. For any n € N* and any x, the function ¢™* = —@,(.,x) is
critically dominated. Finally, T,F@™* — a[0] = " T1¥,

Lemma 2.22. The following equality holds:
vx e X, To@" (x)+ e[0] = 0.
Proposition 2.23. Let x € X be any point, then the following equality holds:

e (x) = T p™(x) —al0].

In particular, the function 1 is continuous.
We are now able to prove the following theorem:

Theorem 2.24. The family of functions ¢n,n € N is locally equi-continuous on X 2.
In particular, @1 is a continuous extension of ¢ restricted to X* \ AX.

Proof. We first prove the continuity of ¢;. Let (x, y) € X? By A.10 we know that
images of critically dominated functions by the Lax—Oleinik semi-groups are locally
equi-continuous. Therefore, let us consider relatively compact neighborhoods 1 and
V' of respectively x and y and let @ be a modulus of continuity for images of eritically

dominated functions by the Lax—Oleinik semi-groups restricted to V' and /. Let now
(x',y") € V x V. Using 2.20 and 2.23 we obtain

|q01(X,y) —@1(.76, y!)| s |901(X,y!) _@l(xr’yr)‘
T (0) — T (0] + [T 0¥ (x) — Ty’ ()
w(d(y, y") + w(d(x,x)).

This proves the continuity of ¢;. Similarly, if n = 2 we have

le1(x, y) — 1 (x’, y)| =
<
=

0n (%, ) — @n (X", Y < on(x,9) —@n(x, ) + len(x, ") — @ul(x’, ¥
ST, on1.(V) =T, @1,
+ (T "1 (x) — T, "1 (3]
< @(d(y,y)) + o(d(x, x)).

This proves the local equi-continuity. ]

Remark 2.25. It is clear that whenever a point x € X is not isolated, the continuous
extension of the potential ¢ is unique at (x, x).
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In what follows, we will need this definition:
Definition 2.26. Let us define the Peierls barrier
h(x,y) = liminf ¢, (x, y) + na[0] = lim ¢,(x, y).
H—4o0 H— oo
Lemma 2.27. The following inequality is verified: ¢ < h.
Proof. This point comes from the fact that by definition,
h(x,y) = liminf c,(x, y) + na[0]
n—>+0o0
while by the triangular inequality we have
p(x,y) =< inf e¢,(x,y)+ ne0]. O
fI—> 00

In Mather’s original work ([Mat91]) , the projected Aubry set is not defined the
way we did, however, we will now prove that our definition is equivalent to the one
using the Peierls barrier. Note that the Peierls barrier /4 takes its values in R U {+o0}
and that it is continuous whenever it is finite by equi-continuity of the ¢, (2.24).
Furthermore, since the functions (@,) are critically dominated, it follows that the
family of functions (¢n)neN is equi-Lipschitz in the large (A.9). Therefore, the
Peierls barrier is either finite everywhere or +o0 everywhere. First, let us give some
properties of A which are proved in the compact case in [BBO7] and in the continuous

case in [FS04]. The proof carries on similarly in the general case with the use of
A ll:

Proposition 2.28. Foreachn,m € N, x,y,z € X, we have

Crim(X,2) < ¢@p(X, Y) + (), 2) + mal0],

hix,z) < h(x,y) + cm(y, z) + mal0],
hix,z) < cp(x,y) + A(y, z) + ma[0].

This gives another proof that the function h is either everywhere finite or identically
‘oo, Moreover, when h is finite, by 2.24, it is continuous.
Foreachl,m,n € N such that n <1 +m, foreach x,y,z € X we have

Cn(X,2) S om(x, ¥) + @1(y.2),

h(x,z) = h(x, ) + ¢n(y,2),
h(x,z) < h(x,y) + (y, z).
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Theorem 2.29. If x € X, and the Peierls barrier is finite, let us define the functions
hy = h(x,.) and h* = —h(.,x). Then h*, hy are respectively a positive and a
negative weak KAM solution.

Proof. We only prove the theorem for the functions %, the rest is similar. Recall
that £, is the limit of the ¢, , and is therefore critically dominated. Moreover, by
Dini’s theorem, since the sequence of functions ¢,  is increasing, its convergence is
uniform on compact subsets. Therefore, by the continuity property of 7. (A.10) the
following holds

T, hy +af0] = T, ( lm @ + @[0])
n—4o0
= lim T, ¢y + 0]
—>400

= lm @ni1x + 0]

H—4oo

= h,. O
Corollary 2.30. Foreachn € N, x,y € X we have

h(x,y) = migh(x,z) +cp(z,y) + naf0] = mj§ cp(x,z) + naf0] + Az, y).
Ze Ze

Proof. It is a straight consequence of 2.29 and of point (iv) of A.10. ]

We will now prove a characterization of the Aubry set:

Theorem 2.31. The projected Aubry set 4 coincides with the set
A = {x, A(x,x) =0}

Before proving 2.31, we need some results about what happens when 4 is finite.
They are very closely related to results in the compact case.

Theorem 2.32. Letu < ¢ + «[0], then for alin,m € N, and for every x,y € X we
have

VO y) e X2, h(x,y) = (T7)"u(y) — (T u(x) + (n + m)a[0].

Proof. Letn,m € Nandletx_,,...,x, verify x_, = xand x,, = y. By definition
of the Lax—Oleinik semi-group, we have

m—1

(T "u(y) < ulxo) + Z e(xi, Xi41),

i=0
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and similarly,
= |

(T, u(x) = u(xo) — > c(xi,Xit1)-

i=—=n

Putting these two inequalities together, we find that

m—1

(T u(y) — (T u(x) < 3 el xip).

i=—n

Since the chain between x and y was taken arbitrarily, we obtain

(T u(y) —(T)"u(x) < Cnym(x, y)-
If ' > n,since ¥ < ¢ + @[0] we have that

(T,)Y"u — na[0] = (T,7)" u — n'a[0].
Therefore the following holds:
(Y™ u(y) = (I () < (1) u(y) = (1) u(x).
Thus,
(T, Y u(y) — (T, u(x) + (m + ma[0] < cprpm(x, p) + (m + 2')e[0].
Finally, letting #n’ go to infinity and taking the liminf, we obtain
(T)"u(y) = (I)"u(x) + (m + m)af0] < Uminf cpym (%, y) + (1 + 1) [0]
= hix,y). []

An easy consequence of the previous theorem is that whenever the function 4 is
finite, then if % is a critically dominated function, the sequences (7,7)"u + no[0] and
(T.5)"u — na[0] are both simply bounded since they are respectively non-decreasing
and non-increasing and therefore converge to #_ and u 4 respectively. Moreover, by
equi-continuity (A.10), the convergences are uniform on compact subsets. Therefore,
by continuity of the semi-groups for the compact open topology (see A.10), u_ is a
negative weak KAM solution and # . is a positive weak KAM solution. Let us state
a well-known and useful lemma (cf. [Con01]):

Lemma 2.33. Let (Uy)aca be a family of critically dominated functions. Let

u — inf u,.
wed
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This function is either identically —oo or it is finite everywhere. Moreovey, if u is
finite, then the following relation holds:

T, inf uy = inf T, ue.
weAd wed

If furthermore the Uy are weak KAM solutions and if the function u is not identically
—ox, then it is a weak KAM solution.

Proof. The fact that u 1s either identically —co or everywhere finite comes from the
fact that the domination hypothesis is stable by taking an infirmum, therefore,

Y(x,y) € X, u(y) <u(x)+clx,y)+ a0
Assume now that # is finite. The following holds:
T, u(x) = inf u(y) + ey, %)
yeX

= J}g}f{;ggua()’) +c(y, x)

— inf inf ,
ol il ua(y) +c(y, x)
= ;15 T ug(x).
If moreover the u#, are weak KAM solutions, the following holds:
T u(x) + 0] = inf inf ua(y) +c(y,x) + a[0]
wedyeX
= inf T uy(x) + «[0]
weAd
= inf uu(x) = u(x). ]
wed

As a consequence, still in the case when £ is finite, we have the following theorem
whose first part was already established.

Theorem 2.34. Assume h is finite. Let u < ¢ + a|0] be a dominated function, then
the sequences (T )" u + na[0] and (T )" u — na[0] converge respectively tou  and
U, a negative weak KAM solution and a positive weak KAM solution. Moreover,
the functions u_ and u_ verify the following properties:

u_ = inf w_,
W_=u

where the infimuwm is taken over negative weak KAM solutions;

Wy = sup wy,
wy s

where the supremum is taken over positive weak KAM solutions.
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Froof. Let us consider the function 1’ defined by

u' = inf w_.
W_Z=u

First notice that the set {w_, w_ = u} such that w_ is a weak KAM solution is not
empty because #_ belongs to it. The previous lemma shows that #’ is a negative weak
KAM solution. Moreover, we have the following inequality:

(T )" + na[0] < (T))"u + ne[0] =o',

Since the sequence (7,7 )"u + na[0] converges to the weak KAM solution #_ which
is smaller than or equal to #’, we have in fact u_ = u’. The proof for the time positive
case 18 the same. UJ

We now give a representation formula for the function :

Theorem 2.35. The Feieris barrier satisfies

vx,ye X, hi(x,y)= sup (T)'u(y) —(T,)Y"u(x) + (n +m)a[0].
u<ec+a|0]
nmelN

Proof. One inequality has been proved in 2.32, therefore we only have to find a
dominated function which realizes the case of equality. We have already seen (2.17)
that

T ¢1x(x) — 0] = 0. ®)

Now using the fact that the sequence of functions
(Tci)ngpl,x +raf0] = gni1x

converges to Ay, we obtain that

lim (1) 01x — T @ua(x) + (0 + Datl0] = h(x, y). ©)
This ends the proof. ]

Corollary 2.36. For all positive integers m we have that
(T, 1,2 (x) — ma[0] = 0.
For all integers m we have (T )" ¢x(x) —ma[0] = 0. Moreover, the following hold:

lim (T, 01,200 = T 01,0(0) + (1 + Dtf0] = hix, p),

tim (T7)"pu(y) —¢x(x) + nal0] = h(x, y).
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Proof. Using (8), and the fact that ¢,  is a critical sub-solution, we get the following
generalization of (9):

vm € N¥, iy o (T "1 (0) = (T 1 5 (x) + (m + n)a[0] = h(x, y).

Once again, this inequality is in fact an equality (by 2.32). Now using again the fact
that the sequence of functions

(Tc_)n@l,x + noz[O] = ©n+l,x

converges to i, we obtain that (7.7 )" ¢y x(x) — ma[0] = 0.
To prove the second point, notice that by 2.20 and ¢, ,» = ¢, we get that for all
m>0andn € N,

(T 0x(0) = (T @2 (x) + nel0] = @n 2 (0) — (T)" 01 2(x).

Therefore we have
tim (T7Y0x(3) = (T "gal(x) + O+ mal0] > h(x, ).

By 2.32, these inequalities are in fact equalities which implies that for all integers m
we have (T.)" @, (x) — me[0] = 0. ]

We are now able to give the proof of 2.31:

Proof of 2.31. We know that if u is a critically dominated function and (X, )nez is a
calibrated sequence for u, then for all n € N, we have (1.11)

(1) u(x0) + nee[0] = (T Y"u(x0) — nt[0] = u(xo).

Therefore if 4 is identically +oco, then there are no calibrated bi-infinite chains for
the critically dominated function ¢, where x is any point of X (the sequence
(17)*¢1 2 (x0) +na[0] goes to +o0 and therefore may not be constant) which proves
that in this case, A = @ and at the same time that + = @.

When 4 is finite, by 2.35 and 1.11, A(x, x) = 0 if and only if for any critically
dominated function u, the sequences

(T)Y'u(x) + na[0] and (T.7Y"u(x) — ma[0]

are constantly equal to #(x). Assume now that ¥ is the function given by 1.9. Applying
1.11 we obtain that x € 4, = +. ]

Let us now point out a phenomenon that is of some resemblance with paired weak
KAM solutions in the compact case ([Fat05]).
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Proposition 2.37. Assume that h is finite. Let u be a critically dominated function.
Let u_ be the limit of the sequence of functions (1.7 )" u +na[0] (it is a negative weak
KAM solution). Let w_ be the limit of the sequence of functions (TF)"u_ — na|[0]
which is a positive weak KAM solution. Then, again let u__ be the limit of the
(T )Y +nal0landvu_ | be the limit of the (T, Y'u_ | — ne|0).

Then U = U_ .

Proof. We have seen that

u_ = nf w_
w_=u

H_L — 8sUup w4
w_,_éu_

_y_ = inf w_
WU

Uep—t = SUp Wiy,
W RY
where w_ and w, always denote negative and positive weak KAM solutions, respec-
tively. Obviously, since ¥ < u__, by the above formulau_ | < u_, . We
also have #_ = u___ . Therefore, by monotony of the LaxOleinik semi-group we
obtain ¥_4 = u__.__ which gives the desired equality. ]

Remark 2.38. In other words, the operation which sends a sub-solution # to the weak
KAM solution #_ is idempotent. This is comparable to the result we obtained in
2.18.

The assumption that the Peierls barrier is finite is rather strong in the non-compact
case. To ensure that the sequence (7,7)"u +na[0] (resp. (T,77)"u —na[0]) converges,
it is enough to suppose that there is a negative (resp. positive) weak KAM solution
that is greater (resp. smaller) than u.

We conclude by showing that the function ¢ may help solving the question of the
finiteness of the Peierls barrier 4.

Proposition 2.39. The following statements are equivalent:
(1) the Feieris barrier is finite;
(2) thereisan(x,y) € X2 such that the sequence (T, Y'¢x(y) +na[0] is bounded;
(3) thereisanx < X suchthatthesequence (1.7)" ¢y +na[0] ispoint-wise bounded;
(4) forevery x € X, the sequence (T, "¢, + nal0] is point-wise bounded;

(3) for all u critically dominated, the two sequences (T, )" + na[0])pen and
(T)"u — na|0])pen converge uniformly on compact sets to respectively a
negative weak KAM solution and a positive weak KAM solution.



Vol. 87 (2012)  Strict sub-solutions and Mafié potential in discrete weak KAM theory 31

Proof. It suffices to notice that by 2.20 we have ¢y = T ¢, + «[0] forall x € X,
Hence applying 2.15 we obtain

(Tc_)"gox +hal0] = @n 1%

Therefore, this sequence of functions converges uniformly on all compact sets to
h, which is either everywhere finite or everywhere +oo. The last point is a direct
consequence of 2,32, L]

Appendix: Existence of weak KAM solutions

The content of this section is mostly adapted from [FMO7]. Let us consider a metric
space X such that its closed balls are compact and which verifies the following for
some constants K and B

Definition A.1. Given constants K € R, B = 1 we will say the metric space X isa B-
length space at scale K if for every (x, ¥) € X2, there exist (x = Xg,..., %y = y) €
X"+ such that foralli < n—1,d(x;, X;41) < K and, Y gy (X, X 41) <
B d(x, y) where d denotes the distance function.

We start with a simple but fundamental lemma:

Lemma A.2. If X is a B-length space at scale K then for every (x,y) € X?, there

exist (X = Xq,...,Xn = ¥) € X*T such that forall i < n—1,d(x;,x41) < K
and, ¥ peizn 1 d(xi, Xi41) = Bd(x, y) and
2Bd
n = M + 1.
K

FProof. Let us take achain (x = xo,...,x, = y) verifying the hypothesis of A.1 and
such that # is minimal. Necessarily,

Visn—2, dx;,xi01) +d(xi11,x42) = K,

for otherwise, the same sequence without x; 1) would itself verify the hypothesis of
Al

Therefore, if we callm = |n/2| thenn < 2m 4+ land mK = Bd(x, y). L]

Examples A.3. 1. A metric compact space C is a 1-length space at scale diam(C).
2. A length space is a 1-length space at scale K for every K > 0.
3. A graph endowed with its graph metric is a 1-length space at scale 1.
4. A grid G, = ¢Z" C R” endowed with the metric induced by the inclusion in
R” is a «/n-length space at scale .



32 M. Zavidovique CMH

5. If a metric space (X, d ) whose closed balls are compact is a B-length space at
scale K for every K > 0, then it is Lipschitz equivalent to a length space.

6. The set & of prime numbers endowed with the distance d(p, p’) = |p — p'| is
not a length space at any scale.

Proof. Ttems 1,2, 3,4 and 6 are clear. The proof of 5 uses standard ideas in topology
and in the study of length spaces (see for example [Gro99], Theorem 1.8). Let
(x,¥) € X? be two distinct points. We want to construct a continucus curve from x
to y whose metric length is less than B d(x, y). Applying that X is a B-length space
at scale 1/n we find for any # = 1 a sequence of points (x = x{,.... x5 = y) €

XN+l quch that for all i < N, — 1 we have d(x7, xP ) =<1/nand
A al) < Bd(x,y). (10)
0<i<Ny—1

Moreover, it is clear that the sequence N, goes to +o0, and by A.2 we can assume
that, for » large enough, the following holds:

vyan e N* N, <2nBd(x,y)+1=<3nBd(x,y). (11)
Clearly, we also have
Vo € N¥ Vi < Np, d(x,x]') < Bd(x,y). (12)

We define f,(i/N,) = x! for any integer # and { < N,,. For any integer n large
enough and any £, j < N, the following holds:
[ =¥ lJ =i
< 3B d(x, . 13
” (x, ) N (13)

d(fu(i/Np). fu(J/Np)) =

Let(gr), k € N beadensesequencein [0, 1]. Forany k& € N letus choose asequence

(aﬁ = i,{f/Nn), n € N which converges to g, where i;’f is always smaller than N,.

Up to doing a diagonal extraction, using (12), we can assume that all the sequences
(fn (aﬁ), n € ) converge to an element xz of X. Let us define

vk e N, flqr) = x.
By (13), we have for n large enough,
d(falay). fo(@y)) < 3BA(x. y)lay —ay |
Therefore, letting # go to +00, we obtain
Yk, k') € N2, d(flge), flgr)) < 3B dA(x, ¥)Igr — qu|-

Since (g )reny is dense in [0, 1], X is complete and by the previous inequalities f
is uniformly continuous (it is in fact Lipschitz), we can extend it to a continuous
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function, that we will still call f, from [0, 1] to X. Finally, by (10), the length of f
is smaller than B d(x, y).

Let us now denote d; the distance on X induced by its metric length structure.
More precisely, if x, y are two points, d;(x, ¥) is nothing but the infimum of the
length of a path joining x to y over all such paths (see [Gro99] (p.2 and 3) for a
more precise definition). By the above construction, the space (X, d;) is a length
space and the application identity from (X,d;) to (X, d) is B-Lipschitz. Moreover,
by definition of d;, its inverse from (X, d) to (X, d;) is 1-Lipschitz. O]

A complete, connected Riemannian manifold is a 1-length space at scale K for all
K > 0 so this property will clearly hold. Assume from now on that X is a B-length
space at scale K for some (B, K).

Let c: X x X — R be a continuous function which verifies the conditions of
uniform super-linearity (1) and uniform boundedness (2) stated in the introduction.
We recall that a function #: X — R is an ¢-sub-solution or that it is dominated by
¢+a (inshortu < ¢ +a)if forevery (x, y) € X% wehave u(x)—u(y) < c(y,x) +ao
(see (1) in the introduction). We will denote by # (¢ ) the set of such functions.

Finally, let us state the definitions of the well-known Lax—Oleinik semi-groups:
for a function #: X — R we define the functions

T 7u: X —R by T u(x) = in}f{ u(y) +c(y,x)},
ye

Tru: X =R by TFu(x)= sup{u(y)—c(x,y)}.
yeX

The following lemma is not difficult to check.

Lemma Ad. Ifk € R and u: X — R then T;(u + k) = k + T u, that is,
the Lax—Oleinik semi-group commutes with the addition of constants. Moreover, if
v: X — R is another function such that w < v then T, u < T v. In other words,
the semi-group is monotonous.

Definition A.5. Let (k,b) € R?, we will say that f: X — R is (k, b)-Lipschitz in
the large or f* € Lipg ) (X, R) if

V) e X2, 1f() = f()] S kd(x, y) + b

Examples A.6. Bounded functions are Lipschitz in the large.
Uniformly continuous functions on a length space are Lipschitz in the large.

Although functions Lipschitz in the large are not necessarily continuous, obviously
they satisfy the following lemma:

Lemma A.7. A function Lipschitz in the large is bounded on any ball of finite radius.
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These functions give a nice setting to apply the Lax—Oleinik semi-groups as shown
in the following proposition:

Proposition A.8. The following properties hold:
() IfkcRandu: X — R thenu € H(a) ifand only if u + k € H(a).
(2) Ifu: X — R is (k, b)-Lipschitz in the large then u € #(C(k) + D).

(3) The subset # () is convex and closed in the space ¥ (X, IR) of finite real vaiued
Junctions on X endowed with the topology of point-wise convergence.

4) Ifa = o then # (o) C H(a').
(5) If #(a) # D then a = sup{—c(x,x),x € X} = —A(0).

Proof. Statements (1) and (4) are direct consequences of the definitions. If # €
Lip(k,b) (X, R) then

V(x,y) e X2, u(x)—u(») <kd(x,y) +b<c(y,x) + Clk) + b,

which proves statement (2).

To prove statement (3), just notice that /¢ () is an intersection of closed half
spaces for the given topology, one for each couple of points of X.

As for statement (5), observe that if ¥ € # (o) and x € X then

0=u(x)—u(x)<c(x,x)+a,
which implies (5). O]
In the following, we will need this lemma:

Lemma A.9. let o € R. Then there exist constants k(o) and b(a) such that any
a-dominated w is Lipschitz in the large with constants k(a) and b(a).

Proof. et us consider u € () and xo € X. Then one has
vy e X, u(xo) —'M(y) % C(y’xo) + oS A(d(ysxo)) +o

where we have used first the domination of ¥ and then the uniform boundedness of ¢.
Moreover, using the assumption we made on the metric d and A.2, the constants K,
B satisty that for any y € X,

28 d(xg,
(X0, ¥) A 1)

(o) —u(y) < (AK) + ) ——

which proves that # € Lipycacx) 1) B/ K,4(K) 12 (X R). []
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Proposition A.10. The following properties are verified:
(1) Letu: X — R be a function. We have u < ¢ + o if and only ifu < T u + a.
(i1) The following holds:

T, (Lipg (X, R)) C H(C(k) + b) N COUX,R).

Moreover, the set of functions T, (Lip(k’b)(X ,R)) is locally equi-continuous.
Finally the mapping T~ restricted to Lipg py (X, R) is continuous for the topol-
ogy of uniform convergence on compact subsets.

(iil) The map T sends H(a) into H(a) N CO(X,R) and is continuous for the
topology of uniform convergence on compact subsets. Moreovey, the set of
functions T, (K (a)) is locally equi-continuous.

(iv) Ifu € Lipg (X, R) is lower semi-continuous, then for every x € X, there is
ay € X suchthat T, u(x) = u(y) + c(y,x).

Proof. 'To prove (1), remark that domination of # by ¢ + « is equivalent to
Vi p) e X2, u(x) Su(y) +e(y,x) +o,
which is equivalent to

vx e X, u(x)= inf u(y)+c(y,x)+ «,
yeX

but the right hand side is precisely T u(x) + «.
Let us prove (ii). Let # € Lipy (X, [R) and let xo € X and r > 0. We know
that

vy e X, ¥x € B(xg,r), u(y)+c(y,x)=c(y,x)+ulxp)—kd(xg,y)—0,
therefore using the super-linearity of ¢ we get that

u(y) +c(y,x) =2k d(x,y) + C2k) + u(xg) —kd(xo,y) — &

> kd(xo, y) — 2kr + C(2k) + u(xo) — b. (14)

Now, by definition of the Lax—Oleinik semi-group,
T u(x)= ingfu(y) +c(¥,.x) < u(xo) + c(xo, x) < u(xo) + A(r),
ye

so by condition (14) it is not restrictive to take the infimum on points at a distance
less than D(r,k,b) = (A(r) + 2kr — C(2k) + b)/k from xg. Using that u (by
LemmaA.7) and ¢ (by continuity) are bounded below on balls of finite radius (which
are compact), the infimum in the Lax—Oleinik semi-group is finite and if reached,
can only be reached in B(xo, D(r, k, b)). Note that this already proves (iv) because a
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lower semi-continuous function achieves its minimum on a compact set. The constant
D(r,k,b) is independent of x € B(Xo,7) and # € Lipy 4 (X, R). Therefore if
x1 € B(Xo,r) then in the definition of 7.~ #(x ) the infimum may be taken on points
which lie in B(xg, D(r.k,b)). Since B(xq, D(r, k, b)) x B(xg,r) is compact, the
restriction of ¢ to this domain is uniformly continuous, let @ be amodulus of continuity
of ¢ on that domain. One has that the restriction of 7 # to B(xg, r)is afinite infimum
of equi-continuous functions and is therefore itself continuous with same modulus
of continuity which only depends on ¢, so the family 7, (Lip( ) (X, [8)) is in fact
locally equi-continuous.

Now that we know it is finite, let us check that 7, u is (C(k) + b)-dominated.
This is in fact a direct consequence of the monotony of the Lax—Oleinik semi-group
(A.4). In fact, by (i), since ¥ < ¢ + C(k) + bitfollows thatu < T u + C(k) + b.
We therefore have that T u < T, (T u) + C(k) + b which proves that T, u <
c+ Ck)+b.

It remains to prove that the restriction of this mapping to Lip(; (X, R) is con-
tinuous for the topology of uniform convergence on compact subsets. Let v €
Lipg, (X, R) be another dominated function, x € X. Leté& > O and x; € X
be such that

1T, u(x) —u(x1) —c(x1,x)| <e,

and similarly, choose x; such that
[T, v(x) —v(xz) —e(x2,x)| < &

Note that both x; and x, are necessarily in B(x, D(0, k, b)). The following inequality
holds:

T, v(x) =T, u(x) S v(xy) + c(xy, x) —u(x)) —c(x1,x) + ¢
= sup v —v| +&.
B(x,D(0,k,b)

By a similar argument, we also have

T u(x)—T,v(x) < u(x2)+c(xz,x)—v(x2)—clx2,x) < sup lu—v|+e.
B(x,D(0,k.b)

This being true for all € > 0, we have just proved that if 4 C X is compact, then

sup |1, u =T, v| < sup |u—vl,
4 Ap.k.p)
where Aporp = x € X,d(A4,x) = D(0,k,b)} is still compact because it is
contained in a ball of finite large radius. This achieves the proof of (ii).
To prove (iii), note that by Lemma A.9, dominated functions are equi-Lipschitz in

the large. Therefore the family of functions in 7., (¢ () is locally equi-continuous.
]
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As an immediate consequence of the previous proof we deduce the following
result:

Lemma A.11 (a priori compactness). Given constants k, b, € > 0 and a compact set
A C X there is a compact set A” C X suchthat if v € Lipy 5)(X,R), x € A then

() +c(y,x)—T u(x) se = yeA.
We now can prove the weak KAM theorem:
Proof of Theorem 1.2. First, notice that saying that # (a) is empty is equivalent to

saying that #(a) N C%(X,R) is empty, because of part (iii) of the previous propo-

sition (A.10). Let 1 be the constant function equal to 1 on X and let C%(X,R) be
the quotient of C%(X,IR) by the subspace of constant functions R 1 and let g be the
projection operator. Since the semi-group 7, commutes with the addition of con-

stants, it induces asemi-group on C°(X, R) that we will denote ?C_. The topology on

CO(X,R) is the quotient of the compact open topology on C (X, R), which makes
it a locally convex vector space.

We will call ﬁ(a) the image g(# (&) N CO(X,R)). It is convex because so
is J (o) N C°(X,R) . Let us introduce the subset Cfo of C°(X,R) consisting of
the functions which vanish at xg, where xg is any point of X. Then, ¢ induces

a homomorphism of CJ?O onto C°(X,R). Since H(x) N C°%X,R) is stable by

addition of constants, j@(a) is also the image by ¢ of the set #{(a) N CJ?O = Hy, ().
Now, #,(«) is closed for the compact open topology, it consists of functions which
all vanish at xg. We have seen in the proof of A.10 that T (#(«)) is a family
of locally equi-continuous and equi-Lipschitz in the large, therefore locally equi-
bounded functions. By the Ascoli theorem, we deduce that 77 (#x, (a)) is relatively
compact. Furthermore, since

T (qw)) = q(Tou — T u(xo)1),

we obtain that L
T (H(@)) = q(T (Hy (@)

is also relatively compact and the closed convex envelope of ?C_(}? () that we will

denote H () is compact. Note also that H () C J?(a), since }?(a) is convex, closed
for the compact open topology and it contains T, (J{a)).
As a first consequence, if

«[0] = infia € R, #(a) # &},

then ﬂa:-oz[O] H(wa) ¢ @ as the intersection of a decreasing family of compact non-
empty sets. It follows that J¢ («[0]) is non-empty for it contains g ! ( ﬂa>a[o] H(oz)).
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Finally, it is obvious that TC_ carries H(w) into itself. Since this last subset is a
non-empty convex compact subset of a locally convex topological vector space, we
can apply the Schauder—Tykhonov theorem ([Dug66] p. 414, Theorem 2.2). This
gives that ch has a fixed point in H(a) as soon as #(a) £ @, that is, for all values
o = af0].

If we call g(u) such a fixed point, with ¥ € #(«[0]), we see there is a constant
o such that 77w = u + . Obviously, ¥ < ¢ —a’ so —a’ = «a[0]. Moreover since
u € H(a[0]) wemusthaveu = T u+c[0] which givesu = T u—a’ < T u+al(]
and —a’ < «[0]. We therefore conclude that —’ = «[0)]. O]
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