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2-block Springer fibers: convolution algebras and coherent
sheaves

Catharina Stroppel* and Ben Webster™*

Abstraet. Por a fixed 2-block Springer fiber, we describe the structure of its irreducible com-
ponents and their relation to the Bialynicki-Birula paving, following work of Fung. That is,
we consider the space of complete flags in €% preserved by a fixed nilpotent matrix with 2
Jordan blocks, and study the action of diagonal matrices commuting with our fixed nilpotent. In
particular, we describe the structure of each component, its set of torus fixed points, and prove
a conjecture of Pung describing the intersection of any pair.

Then we define a convolution algebra structure on the direct sum of the cohomologies
of pairwise intersections of irreducible components and closures of C*-attracting sets (that is
Bialynicki-Birula cells), and show this is isemorphic to a generalization of the arc algebra of
Khovanov defined by the first author. We investigate the connection of this algebra to Cautis
and Kamnitzer’s recent work on link homology via coherent sheaves and suggest directions for
future research.
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Introduction

Many important algebras arising in representation theory (Hecke algebras, univer-
sal enveloping algebras, etc.) have a geometric description based on convolution
products.

Besides their intrinsic interest, realizing an algebra in terms of convolution allows
for a geometric understanding of the representation theory of that algebra, in partic-
ular, the construction of collections of standard and costandard modules, indicating
the existence of an interesting representation theory along the lines of highest weight
categories or quasi-hereditary algebras. This approach has been applied with great
success to the representation theory of Weyl groups, Hecke algebras of various flavors
and universal enveloping algebras, as is ably documented in the book of Chriss and
Ginzburg [CG97].

Using 2-block Springer fibers we present a construction of a family of convolution
algebras with a somewhat different nature than the above examples (see Section 4
for a precise description). With a certain specific choice of parameters and the two
Jordan blocks of the same size, the algebra is related to the Ext-algebra of certain
coherent sheaves on a resolution of the corresponding Slodowy slice and to a graph-
ically defined algebra, called the arc algebra #*, introduced by Khovanov [KhoO0].
For the general 2-Jordan-block case (not necessarily equally sized), we establish an
isomorphism to the more general version of the arc algebra as introduced in [Str09]
and [CKO6].

Our construction is built on a careful explicit geometric and combinatorial analysis
of the geometry of the Springer fiber and its components. Apart from the 2-Jordan-
block case, the structure of irreducible components of Springer fibers is not sufficiently
well understood to generalize this construction, though significant progress on the
structure of components and their intersections has been achieved in the square-zero
(i.e. two column) case studied in [MPO05], in addition to the 2-Jordan-block case
studied here.

Khovanov used his arc algebra to define a categorification of the Jones polyno-
mial ([KhoOO]), followed by a representation theoretic categorification of the Jones
polynomial and the Reshetikhin-Turaev U(s1;)-tangle invariant obtained by the first
author in [Str05]. The choice of Jordan block sizes corresponds there to a choice of a
specific weight space in atensor product of many copies of the natural U{sl;)-module,
hence naturally extends the case of two blocks of the same size. Tt is known that after
restriction to a suitable subcategory, this categorification of the Jones polynomial
agrees with Khovanov's ([Str09], [BS08a], [BS08b]).

On the other hand, Cautis and Kamnitzer ([CKO8]) used the geometry of spaces
connected with two-row Springer fibers to define arelated knot homology theory using
certain categories of coherent sheaves, whereas Seidel, Smith [SS06] and Manolescu
[Man(7] constructed a symplectic version of Khovanov homology using a certain
Fukaya category connected to the Springer fibres of interest to us. Our convolution
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algebra construction is motivated by both of these constructions, though perhaps
more strongly the latter. More precisely, the cohomology of the intersection of two
components in our picture should be seen in analogy to the morphism space between
two (comypact) Lagrangian submanifolds in [SS06] and one of our main results will
be the definition of a convolution product structure on the direct sum of all these
morphism spaces mimicking the composition of morphisms in the Fukaya category.

We hope that our description of the convolution algebra will ultimately shed some
light onthe connection between the algebraic-representation theoretic categorification
and the geometric ones. In particular, we expect that, with the correct identifications,
the algebras appearing in all three contexts are isomorphic, establishing some rather
surprising equivalences of categories (see Section 5 for results in this direction).

An analogous construction associating an algebra to a hypertoric variety has been
developed by the second author with Braden, Licata and Proudfoot ([BLPWO&]).
Like the algebra we define, this hypertoric algebra is quasi-hereditary and moreover
Koszul (which is known to be true for our algebra as well, [BS10]). The Koszul dual
of this hypertoric algebra is the algebra associated via this convolution construction
to the Gale dual hypertoric variety.

Let us outline the content of the paper in more detail. For any nilpotent endomor-
phism & of C®, we have the following (in general, not smooth) subvariety of the full
flag variety, which only depends (up to isomorphism) on the conjugacy class of N:

Definition. The Springer fiber of a nilpotent map N : €% — " is the variety of all
complete flags & in C” fixed under N (i.e. for any space F; of the flag ¥, we have
that N&; < F;1).

We can always naturally associate a Springer fiber with any parabolic subalgebra
p of sl, containing the standard Borel of all upper triangular matrices: given p, we
have a composition of # which, in turn, determines a Jordan type, hence a nilpotent
conjugacy class in M(n x n, C). More canonically, this is a regular nilpotent in the
Levi of p. In the present paper, we restrict to the case where N is nilpotent with two
Jordan blocks (i.e. where p is maximal or, equivalently, dimker N = 2).

In Sections 1-3, we will concentrate on combinatorial and geometric prelimi-
naries. We first recall the description of irreducible components of these Springer
fibers (following [FunO3]), and more generally consider the closure of cells in the
Biatynicki-Birula paving of the Springer fiber. For all such closures, we verify Fung’s
conjecture that pairwise intersections of such are smooth, iterated P !-bundles and ex-
plicitly determine their cohomoelogy rings as quotients of the cohomology ring of the
full flag variety.

Then, in Section 4, we equip the direct sum of all these cohomologies (with
appropriate grading shifts) with a non-commutative convolution product which turns
itinto afinite dimensional graded algebra H*. Inthe case where the two Jordan blocks
have the same size, the underlying vector space is isomorphic to the one underlying
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Khovanov's arc algebra. For all block lengths, we obtain the vector spaces underlying
the generalized versions of Khovanov algebras. B

The generalized versions of Khovanov’s algebra have a quasi-hereditary cover #*
described by the first author in [Str09] and now sometimes called KS-algebras. For
a detailed description and further properties of these generalized Khovanov algebras
and their representation theory, we refer to [BS08a] and [BS10]. We construct a
quasi-hereditary cover H* of our first convolution algebra using a Bialynicki-Birula
paving of the Springer fiber, with respect to a generic cocharacter of the maximal
torus commuting with N. The set of fixed points for this torus action are in natural
bijection with the idempotents in the algebra #*® (and hence with indecomposable
projective modules in the parabolic category (92,O or in the quasi-hereditary cover of
the generalized arc algebra). We denote by Yw the closures of Bialynicki-Birula
cells. (In our special case these can also be viewed as the stable manifolds under the
Morse flow of the moment map of this cocharacter or as the closure of a fixed point
attracting set). Taking cohomology over , we show that

A= @ 1w ) dw, w)

w !

can be equipped with a convolution algebra structure which is a (non-negatively)
Z-graded algebra after appropriate grading shifts {d(w, w')} indicated on the right
hand side.

We then show the main result of our paper.

Theorem. The algebra H* (resp. the extended version H *) and the generalized arc
algebra H* (vesp. its guasi-hereditary cover #*) are isomorphic as graded algebras.

Note that by Theorem 3 of [Str09] the category of #*-modules is equivalent to
the category of perverse sheaves on a Grassmannian (constructible with respect to the
Schubert stratification). Hence this algebra actually has two geometric realizations,
one arising from constructible sheaves, and one which seems to be related to the
Fukaya category and coherent sheaves.

Since the KS-algebras are the endomorphism rings of certain projectives in para-
bolic category @g, by Koszul duality ([BGS96], Theorem 1.1.3), this is isomorphic to
an Ext-algebra of simple modules in a singular block of category ¢ correspondingto a
weight precisely fixed by W), (in the so-called dot-action). This theorem then suggests
that we have an embedding of this singular category 7 into the Fukaya category of
the Slodowy slice 8,_g £. In this way one might hope for a direct connection with
the construction in [SS06].

Finally in Section 5, we consider how our model (and thus, indirectly, the KS-
algebra and category (93j ) is related to the sheaf-theoretic model of Khovanov ho-
mology given by Cautis and Kamnitzer [CKO8]. To each crossingless matching
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a < Cup(n) (that means to each primitive idempotent in Khovanov’s arc algebra) their
model associates a certain coherent sheaf /.82 (a) 172 4p a certain compact smooth va-
riety related with Slodowy slices. The variety naturally contains the Springer fiber we
had considered previously, and the sheaves in question are supported on the compo-
nent we associated with . As our notation suggest, these sheaves arise from square
roots of canonical bundles (Theorem 39).

We show that, as a vector space, the Ext-algebra of these sheaves can be identified
with our algebra H* {and thus also with Khovanov’s algebra):

Theorem. With the notation in Section 5 there is an isomorphism of graded vector
spaces

EXtean(s,_e o) (I 2@)Y2, ju Q) 12) = H*(a 1 b){(d(a, b)),

We have not been able to determine whether the Yoneda product on this space
is isomorphic to the arc algebra #*. Obviously, this would be a very interesting
question to resolve. Tt might be a first step to solve the question of whether the
functorial tangle invariants of Cautis and Kamnitzer ([CK08]) can be identified with
the functorial tangle invariants of Khovanov ([Kho02]) and (equivalently) of the
second author ([StrO3]).

The half-densities $2(a)!/2 are simple objects in the heart €€ of a certain 7 -structure
on the category of coherent sheaves on a smooth compact space Z,,. This space is a
certain compactification of the pre-image under the Springer resolution of a normal
slice to the nilpotent orbit through N at V.

We describe the other simple objects in this heart, and show that it carries ahighest-
weight structure with the same Kazhdan-Lusztig polynomials as the corresponding
highest weight KS-algebra, say A.

Conjecture. There is an isomorphism between € and the category of finite dimen-
sional modules over the algebra A.

Acknowledgments. The authors would like to thank Richard Thomas, Joel Kam-
nitzer, Daniel Huybrechts, Tom Braden, Roman Bezrukavnikov, and Clark Barwick
for their insight and suggestions. we are grateful to the referee for many detailed
comments and in particular to Mohammed Abouzaid and Ivan Smith for peinting out
a mistake in a previous version of the paper. Both authors would like to thank the
Institute of Advanced Study where most of this research was carried out.

Preliminaries

In the following, all vector spaces and cohomologies are defined over . We ab-
breviate @ = ®¢. An algebra will always be a unitary associative C-algebra. A
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graded vector space will always be Z-graded. For a graded vector space M and
i € Z we denote by M (i} the graded vector space with homogeneous components
(M (i), = M.

Let VV be an n-dimensional complex vector space and N : ¥V — ¥ be a nilpotent
endomorphism of Jordan type (n — k, k). For case, we assume 2k < n. Explicitly,
we equip V' with an ordered basis {p1,..., Pn—t.q1,-..,gx with the action of N
defined by

N(p:) = pi1, N{gi) = qi

where, by convention, po = go = 0 and often write C” instead of V. We let
P = (Ph---,Pnfk} and Q = <q1=""q.k>'

Let X be the variety of complete flags in 1, and let ¥ be the fixed points of
exp(N ) acting on X. So, ¥ consists of all complete flags Fy C Fy C--- C V such
that N(F;) & Mg,

The ordering on the basis equips V' with a standard flag

10} CH{p1) C{P1.P2) T~ C{P1s s Prtesdls-Gi—1) C V,

which is invariant under N.

1. Irreducible components and their cohomology

1.1. Matchings and tableaux. In order to describe the irreducible components of
Y, we will first have to define some combinatorial machinery. This section will cover
a number of results from the article of Fung [Fun03], which will be necessary for
later.

Definition 1. A standard tableaw is a filling of the Young diagram of a partition such
that the rows and columns are strictly decreasing (read from the top left corner).

Definition 2. A crossingless matching is a planar diagram consisting of # points, k
cups, and # — 2k rays pointing directly downward such that each point is attached to
exactly one cup or ray, cups only pass below points, not above them, and no cup or
ray crosses any other. We say that a point at the end of a cup is matched and one at
the end of a ray is orphaned.

Giiven any standard tableau § of shape (n —k, k), we can associate a crossingless
matching m(S) of # points, numbered from left to the right, such that the bottom row
of the tableau contains all the numbers which are at the left end of a cup, and the top
row of the diagram contains all the numbers which are at the right endpoint of a cup,
or are the endpoint of a ray.
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Proposition 3. This assignment gives in fact a bijection between standard tableaux
of shape (n —k, k) and crossingless matchings/cup diagrams of n points with k cups
and n — 2k rays.

Example 4. Letk = 2, #n = 5. Then we have the following five standard tableaux

5[4]3] 5[4]2] 5[3]2] 5[3]1] 5[4]1]
2|1 3[1 4[1 412 32

and the associated cup diagrams (with one orphaned point in each case):

W o uudr uju gy [

Example 5. The following will be our running example, (and the notation should be
kept in mind): Let & = 2, » = 4. Then we have two standard tableaux

413 412

where the first corresponds to the cup diagram Cup(W) with two nested cups, the
second to the cup diagram Cup(lJU) with two cups next to each other. There are no
orphaned points.

Given a tableau S of shape (n — &k, k) let Sy be set of numbers in the lower row
of the tableau, and S, the set of numbers in the top row. If § is standard, the cup
diagram m(S) defines amap o: Sy — Sx sending the beginning of a cup to its end.

Letd(i) = (o(i)—i +1)/2 be the number of cups nested inside the one connecting
{ and (i) for any { = Sv. Note that §({) encodes the size of the cup starting at .
For instance, the diagram W has 6(2) = 1 and é(1) = 2. We let ¢(i) be the column
number of 7, i.e. the number of columns to the left (inclusive) of the one which 7 lies
in.

1.2. Components and matchings. Spaltenstein [Spa76] and Vargas [Var79] estab-
lished a bijection between the irreducible components of ¥ and the standard tableaux
of shape (n — k, k) which allowed them to describe the components as closures of
explicitly given locally closed subspaces:

Definition 6. Let S be a standard tableau of shape (# — &, k). The associated irre-
ducible component ¥s is the closure of the set of complete flags Fo C - C Fp =V
in ¥ such that foralli € S, wehave F; € F;_; +im Ne@-1

Alternatively, (see [Fun03]) one can use the following much more handy defini-
tion: let £; be the number of indices smaller than or equal to ¢ in the top row, and
similarly for &; and the bottom row, then we have
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Proposition 7. A complete flag 0} = Fo C -+ C Fp = V lies in Yy if and only if
foralli € S, we have N‘g(l)(FU(i)) = Fi1, and for each i € Sp\ o(Sy), we have
F; = N~bi(im N#k-tithiy,

Note that the condition of being in a component associated to S means that the
spaces F; where ¢ labels either on orphaned point or the right end of a cup in m(.S)
(i.e. i € 5,) as a set, are completely determined by the spaces F;_1 corresponding
to the point at the left endpoint of a cup as a set, but this is not true for the ends of an
individual cup.

Example 8. For our running example we have

Yow={FRCcFRhCNYF)=(p,q1) C FRc N Y F)=C_*CY,
Yy={FhCF CcCFKHcN Y F)cN} F)=C" Y.

Hence ¥, = P! 2 P!, whereas Yy is a non-trivial F!-bundle over F! (a Hirzebruch
surface).

By [Fun03], Proposition 5.1, all irreducible components are iterated [P!-bundles;
in particular, they are smooth.

1.3. Cohomology of components. The variety X carries # tautological line bundles
of the form V; = F;/ F; | where we use F; to denote the corresponding tautological
vector bundle on X, and its restriction to ¥ and Ys. These line bundles generate
Pic(X), and their first Chern classes x; = ¢1(V;) generate the cohomology ring
H*(X; ). This presentation is due to Borel and gives an isomorphismof H*(X; C)
with the algebra of coinvariants for the cbvious action of the symmetric group S, on
Clx1,--- , xp], that is,

HYX;0) = Clxy, - xp]/(€1(x), -+, €x(X))

where ¢; is the i-th elementary symmetric polynomial in the variables x; (see ¢.g.
[Ful97]).

Theorem 9. The cohomology ring of Ys has a natural presentation of the form

H*(Ys;C) = Clixi}res, )/ (1] hres,)-
The pullback mapi§: H*(X) — H*(Yg) is surjective, and given in this presentation
by
Xi, i€ SV:
i;(xi) = _xcrfl(i)i i U(Sv) S e
0, otherwise.
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Proof. By [Fun03], Proposition 5.1, Yg an iterated P'-bundle, with the maps to P!
given by the line bundles V; for i € Sy. Hence, the cohomology ring H*(¥Ys; )
is generated by their first Chern classes (since these give a generating set in the
associated graded with respect to the filtration coming from the Leray—Serre spectral
sequence). Since these line bundles are pullbacks from X, the map i§ is surjective.

We will find relations between these using the Chern classes of related bundles.
First, note that by the definition of Yg, we have exact sequences of vector bundles for
eachi € Sv:

. N
0 ker N*O — Foy ——Foq) — Foqy/Fio1 — 0,

o NEO-1
0—ker N*O—V s F o 1 T S Fy 1 — Fop1/Fi — 0.

It may happen at §(i) = 1, in which case we interpret N° as the identity map, and
the lower exact sequence becomes trivial. Since ker N 8G) i a trivial subbundle of
F,,, we obtain in K-theory

[Fowy/Fi1] = [Foy—1/Fi]l = [Voy & Vil = 0.

The Chern classes of a bundle only depend on its class in K-theory, so that the
following equalities hold in H*(¥s; C):

c1(Voiy @ Vi) = xo0) +x: =0,
(Vo) @ Vi) = Xoiy%; = 0.
Ifi € SA % 0(Sv), then the bundles F; and F;_ 1 are both trivial, so x; = 0.
Thus, the Chern classes x; for i € S\, generate the cohomology of Y, and the
relations which we claimed hold. These must be sufficient, since the quotient by the

relations we have proven above and H*(Ys) both have dimension 2%, the latter by
Theorem 5.3 of [Fun03]. O

Example 10. Let R ~ C[X]/(X?). We have isomorphisms of graded rings

H*(Yew) = Cla, %/ (x},x3) = R@ R,
and

H*(Youw) = Clxy, 23]/ (6%, x3) 2 R® R.

2. The Biatynicki-Birula paving and stable manifolds

2.1. The torus action and fixed points. The torus (C*)" of diagonal matrices in
the basis given by the p;’s and g;’s acts on the flag variety X in the natural way and
induces on the Springer fiber ¥ an action of a maximal torus of Z g (N). This torus is
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2-dimensional, and its action is explicitly given by (r,5) - p; = rp;, (r,8) - ¢; = 5¢;
for (r,8) € (T*)2.

This action has isolated fixed points which we want to label by row strict tableaux
of (n — k,k)-shape (i.e. tableaux which are decreasing in the rows, but with no
condition on the columns). To any arbitrary row strict tableau w of shape (r — k, k)
we associate the full flag %, (w) such that

Fiw) = {pj.qrlj <ti,r < bi}),

where £; is the number of indices smaller than or equal to ¢ in the toprow, and similarly
n—k k

for b; and the bottom row. Note that the standard flag is of the form Fa(wji,, ™ ).

where wg(;f’k is the row strict tableauwith 1, 2, . . . , # —k in the first row; for example
3.2 3]2]1] 2.2 2[1

Waom = 514 and Waom = 413

To any row strict tableau w of shape (n—k, &) we will later associate a crossingless
matching m(w) of # points by the same rule as before for standard tableaux (but the
resulting matching might have in the extreme case only rays and no cups at all); see
the paragraph before Theorem 15 for a precise definition. There are (nf k) row strict
tableaux, which is also the same as the number of fixed points and & defines an
explicit bijection:

Lemmall. Themap © : w > Fao(w) defines a bijection between row strict tableaux
of shape (n — k, k) and torus fixed points of Y.

Proof. 1t is easy to check that #,(w) is in fact a point in ¥, and obviously a fixed
point, since all its component subspaces are spanned by weight vectors. The map is
&® injective by construction.

Onthe otherhand, if ¥ isa T -fixed flag, then each of its constituent subspaces F; is
spanned by the intersections /; M P and F; M Q. These, in turn are invariant subspaces
for N|p and N|p. But these restrictions are regular nilpotents, so there is a unique

invariant subspace of any possible dimension, which is of the form {p;,..., p;} (and
similarly for ¢;). Thus, ¥ is of the form #,(w) for some row-strict tableau, and &
is surjective. Ol

Let w, S be tableaux of shape (# — k, k), where w is row strict and S is standard
with associated cup diagram m(.5). We consider the sequences a = a1d2d3. .. 4y,
where a; = A if i € w, and g; = v if i € wy and call it the weight sequence of
w. For instance wg’ozm has weight sequence A A AV V. (We refer to Example 16 for
more examples of weight sequences with their cup diagrams.) We can put the weight
sequence on top of the diagram m(S) and obtain a diagram wm(S ) where the upper
ends of each cup or line are decorated with an orientation. We call wm(S) oriented if
these decorations induce a well-defined orientation on m(.). For instance, if m(S)
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is one of the cup diagrams from Example 4, then w;’(’)fﬂm(S) is only oriented if m(S)
is the last diagram in the list. Note that the number of cups in a cup diagram m(S ),
where S is a standard tableau, is always k, hence for any orientation wm(S), the
decoration at each orphaned vertex will be a /.

Lemma 12. A fixed point Fo(w) is in an irreducible component Ys associated with
a cup diagram C if and only if wC is an oriented cup diagram. In particular, every
component contains exactly o Jixed points.

Proof. Let first C be oriented with the orientation on all cups pointing (counter-
clockwise) from left to right (and all lines pointing up). This is exactly the case when
w = § is the standard tableau associated with C. We claim F,(w) satisfies the con-
ditions of Proposition 7. If i is on the top row, then there are exactly n —k —c(i) + 1
numbers smaller than or equal to { on the top row, and so F;/F; 1 is spanned by
Py = Pn—k—cli)+1 € im Ne@=1 Tf{ is on the bottom row, then F; / F;_; is spanned
by Prn_c@yy1 € im Ne@=1 The claim follows.

Congsider now the general case. Let first { and o(i) be the labels for the two
endpoints of a cup. The condition N‘S(i)(Fg(i)) = F;_1 is equivalent to exactly half
ofthe indices between ¢ and o (f) (inclusive) are contained in S, (or S, respectively).
For cups connecting two points next to each other this is directly equivalent to being
oriented. By induction on the length of the cup, we may assume that each cup between
i and o (i) is oriented. Since there are no orphaned points below a cup, getting exactly
half A’s and half v, means the labels i and o (¢ ) must carry the opposite orientations,
i.e. the cup is oriented.

Now i € S, \o(S5.)is the same as saying the point with label { is orphaned. The
necessary condition for Fe(w) only depends on ¢(i), which is the same for all w
where wC is oriented, because it only depends on the number of cups and lines to
the left of the point i. Hence the argument at the beginning of the proof implies the
lemma. O

Example 13. There are six row strict tableaux in case # = 4, k = 2, hence six fixed
points wy, ws,. .., W, corresponding to the six weight sequences

AANVY, AVAV, VAAY, AVVA, VAVA VVAA.

The fixed point w is the standard flag. Now the component ¥gy contains w;,
i €1{2,3,4,5}, whereas Ygquy contains the w;, # € {1,2,5,6}.

2.2. The paving. If we choose a cocharacter C* <> T which has the same fixed
points as the whole torus, then we can consider the behavior of points as ¢ approaches
infinity. We will fix the choice of t = (r~!, 1), that is, subspaces are attracted toward
the ¢;’s as ¢ approaches oo and towards the p;’s as ¢ approaches 0.
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Definition. If #.(w) ¢ ¥ is a torus fixed point, then we denote the stable manifold
or attracting set by

Y ={y e ¥| lim -y = Fo(w)},
t—o00
and its closure Yw = Yw?.

For each flag ¥ in Y, we can obtain a flag 7 (with no longer necessarily distinct
spaces) in P by taking the intersections P; = F; N P, and similarly in V/P = Q
given by Q; = F;/(F; N P). We can define the new flag ¥’ by putting F, :=
P, +9Q; € Pa Q =V, which is obviously T-equivariant.

Proposition 14. A flag ¥ in Y is contained in Yw® if and only if the new flag ¥’
obtained from it by the procedure above is Fa(W).

Proof. Obviously, the new flag ¥’ does only depend on the orbit of ¥, in the sense
that it does not change if we move inside the torus orbit O containing #. Thus,
for any point % in the closure of O we have (F; N P) € (& M P) and hence
(F/ N P) < (§ N P)forany | =i < n, since containing a vector is a closed
condition on a subspace.

On the other hand, since P has minimal weight under C*, no vector not in P is
attracted to P as t — oo, so the size of the intersection with P can only stay the
same or decrease in that limit. Thus intersection with P must be fixed under the limit.
Since the image in O has complementary dimension, it must also be fixed. U

This makes it clear that Yw? is algebraically isomorphic to an affine space (in
particular, diffeomorphic to a disk), since the set of vector spaces projecting to a
given one under a linear map is an affine space.

The structure of these stable manifolds can be understood in terms of cup diagrams,
in much the same way as the structure of the components. To w we attach two (in
general different) cup diagrams, m{w) and C(w) as follows:

For each fixed point Fe(w), there is the diagram m{w) with the property that
wm(w) has the maximal number of cups amongst all cup diagrams C such that wC
is oriented and contains only counter-clockwise cups. This diagram willhave by, < &
cups, with equality &k, = k if and only if w is standard. One can build this diagram
inductively by adding an arc between any adjacent pair v A, and then continuing
the process for the sequence with these points excluded. We then add lines to the
remaining points. We call m(w) the cup diagram associated with w.

Rather than adding these lines, we could complete to an oriented cup diagram
C(w) with k& cups, by matching all the ¥/’s in the only possible way. Call the corre-
sponding standard tableau S{(w).
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Theorem 15. Let w be arow strict tableau. Then'Yw isthe subset of Yg() containing
exactly the flags which satisfy the additional property: if i € wa N S(W)y, then F;
coincides with the i-th subspace of the fixed point Fa(w).

In particular, for any standard tablean S, we have 4§ = Y.

Proof. First we confirm that these relations hold on Yw® (and thus on Yw, since they
are closed conditions).

Let 7 be apoint in Yw®. Let us first assume there is at least one cup in m(w), so
in particular a minimal one not containing any other cup. This means there is some
index i € wy with §() = 1. The result we desire is that F; .1 = N1 (F_1).

First, note that since the index ¢ + 1 is marked with an A in w, then we must have

Fi11 D Fi + NpY(F n P).

On the other hand, since { is marked with an A, we musthave F; N"P = F,_1 NP
and it follows that

NNF_) > F + Ny (Fi.i N P) = F; + N5 (F N P).

All of these spaces are of dimension i + 1, so we must have F; | = N*I(Fifl).

Let w' denote w with #,i + 1 removed. Applying N to all spaces of dimension
biggerthan i + | providesamap g; : Yw® — Y w'® which extendstoa mapg;: Yw —
Yw’ between the closures. The relation for a cup in S(w’) pulls back to that for the
corresponding cup of S{w).

Thus, by induction, we may reduce to the case where there are no cups in m{w)
(that is, w is a series of A’s followed by “/’s). In this case, our claim simply reduces
to the claim that Yw = {Fo(w)}. This is indeed the case, since for any index in Wy,
we must have F; C P, and N acts regularly on P so all N-invariant subspaces are
also T-equivariant. Similarly, for any ¢ € w.,, we must have F; © P, and N acts
regularly on V/ P == Q. Therefore # satisfies the required relations.

On the other hand #,(w) obviously satisfies the conditions coming from cups in
C(w), and our requirement on elements of w5 M.S (W), and any flag satisfying these
relations is in the closure of Yw?. O

Example 16. The cup diagrams m(w;) associated to the weights w;, 1 < i < 6,
from Example 13 are as follows:

* & @ & o @ * 4 & 0 * 4 & 2 * & B

R e R R R =

On the other hand, the cup diagrams C{(w;) for the weights w;, 1 <i < 6, are as
follows:
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s 0 [ BN BN BN J s S 0 s s 0 L 2R 2 BN J * & 89
W W vy Uy Uy )
There are the two irreducible components from Example 8,

Yuws = {Fo C F1 CN W (Fo) = (p.qn) CF C N I (F) =C* C Y,
Yus={FRp CFFCHCN Y F)c N3 F)=CcY

and the additional stable manifolds

Yws = {Fo C {p1) C (pr,q1) € F3 © C*} C Yuws,

Yws = {Fo C F1 C (p1.q1) € {p1. P2 1) C C*} C Yus,

Ywy, = {Fo C (p1) C B2 C {py, p2. 1) € ¥ C Yuss,

Yuwy = {Fo C (p1) C {p1,p2) C (1, p2.q1) € C* = {wn} < Yuwe.

2.3. The cohomology of stable manifolds. The proof of Theorem 15 with the result
of Theorem 9 enables us to calculate the cohomology of the stable manifolds Yw.
Let my(w) (resp. o(my (w))) be the set of indices of vertices which are at the left
(resp, right) end of a cup in m(w) (i.e. those at which we have a free choice, and are
not constrained to match the fixed point).

Theorem 17. The cohomology ring of Yw has a natural presentation of the form

H*(Jw; T == Tl Wemototl I T2 i emytioy)

with the surjective pullback map i} . H*(X) — H*(Yw) given in this presentation
by

Xi, P emy(w),
i) = —X,-1gy, & € o(my(w)), (2.1
0, otherwise.

Proof. Theorem 15 implies that the map in question is surjective and gives the last
case in (2.1). The second relation has to hold because of Theorem 15 together
with Theorem 9. Finally, the proof of Theorem 15 implies that the dimension of
H*(Yw; C) equals 2%, where a is the number of cups in m(w), hence there are not
more relations and the statement follows. [l
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Example 18. In the situation of Example 13 we have isomorphisms as follows:
H*(Yw) = C,
H*(Yws) = Clx2]/(x3) = R,
H*(Yws) = Clx1]/(x) = R,
H*(Ywy) = Clxs]/(x3) = R,
H*(Yws) =~ Clx1, x3)/(x?, x3) 2~ RQ R,
H*(Ywe) =~ Clxy, x2)/(x}, x3) 2RO R.

3. Pairwise intersections of stable manifolds

3.1. Fixed points of intersections. The first step in understanding the structure of
the intersection of stable manifolds is to calculate the torus fixed peoints which lie in
the intersection.

Let w and w’ be two row-strict tableaux of shape (# — k, k) with associated cup
diagrams C = m(w) and D = m(w’). Let DC be the diagram obtained by taking
D, reflecting it in the horizontal line containing the dots and putting it on top of
the diagram C, identifying the points with the same label. The result will be (up to
homotopy) a collection of lines and circles.

Definition. An orientation of DC or C D is arow strict tableau v such that v and
vC are oriented. In particular, this requires the weight sequence for v to match the

one for w at any unmatched points in C, and the one for w’ at any unmatched points
in D.

Lemma 19. Let Yw, Yw' be stable manifoids in ¥ with associated cup diagrams C
and D. Then the number of fixed points contained in'Yw N Yw' equals the number
of orientations of the diagram D C. In particulay, the number of fixed points is either

« zero (if there is at least one line where the orientations required by orphaned
points are incompatible),

« one (if all lines are oriented and there are no circles),

s or 2° (otherwise), where ¢ is the number of circles in DcC.

Proof. By Lemma 12 the mumber of fixed points in the intersection of two irreducible
components is the number of weight sequences which give rise to an orientation of
C and D at the same time, and hence to an orientation of DC. By Theorem 15 this
1s true more generally for intersections of two stable manifolds. For each circle there
are exactly two such choices of an orientation and for each line there is a unique
orientation. There is no orientation if the endpoints of some line are contained in the
same cup diagram. The statement follows. [l
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Corollary 20. The intersection Yw NYw' is
* non-empty if and only if DC has an orientation,

* a single point if and only if there is a unique such orientation.

Proof. The intersection Yw 1 Yw’ is projective, and so it is either empty or has a
fixed point by Borel’s fixed point theorem. Moreover, if Yw M Yw’ contains a point
x which is not a fixed point, then the limits lim; .o ¢ - x and lim;_, o f - X exist and
are different torus fixed points, since they have different moment map images. U

Example 21. Using the cup diagram in Example 16 one easily obtains the following
three sets telling when the intersection Yw; M Yw; is empty, contains exactly one
fixed point, or contains exactly two fixed points respectively:

(i, /) € 4(1,3).(1,4), (1,5},
(4, /) €{(1,2),(1,6).(2,3),(2,4).(2,5).(3,4),(3,6), (4, 6)},
(i, /) €{(2,6).(3,5),(4,5).(5.6)}.

3.2. Structure of intersections. To fully describe the structure of the intersections,
we will require a bit more machinery. We first restate once more the condition for
a flag #e © Y being contained in an irreducible component ¥s. We intraduce an
equivalence relation on the subspaces F; of 7 by grouping them into classes such that
fixing one element of a given class determines our choice of all the others. Consider
the cup diagram C associated to S, and let €(a) = o(a + 1).

Definition 22. Teti ~ j (or more precisely i ~¢ j) be the equivalence relation
on the set {1,2,...,n} obtained by taking the transitive closure of the reflexive and
symmetric relations § = j,or €(i) = j or €{j) = i (when ¢ is defined). Note that
the set of minimal representatives of the equivalence classes equals S+,

Forall i, j such that (i) = j or vice versa, we have F; = NU _i)/z(Fj) for any
flag 7 € Yg. Since this condition is transitive, we obtain that whenever i ~ j, we
have F; = NU—)/2 (#}), and along with attaching a fixed subspace to each orphaned
vertex, this is a full set of relations for ¥s.

Proposition 23. /f i =o(a), thenb ~a —1anda ~ b — 1.

Proof. 'The first relation is by definition. To get the second, note that €(a) < b (by
the non-crossing condition), and either €(a) = & — 1 (in which case we obtain the
desired equivalence), or ¢ < €(a) < €?(a) < b (again, by non-crossing). Since there

are finitely many indices between a and b, we must have # — 1 = ¢%(a) for some £,
andsoa ~ b —1. O
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Now we introduce distinguished representatives for each equivalence class:

Definition 24. Given two row strict tableaux w and w’ with associated cup diagrams
C and D, we leti =z j (or more precisely i /uc,p J ori /vy j) be the transitive
closure of the relations of the form i ~¢ j and those of the formi ~p j. We let
&(C, D) or &(w,w’) denote the set of minimal representatives for ~z¢ p with the
subset &,(C, D) = &.(w, w") given by all points lying on a circle in DC.

Example 25. The equivalence classes for our running example are

~swt 102,45 {1H 3 ~sy: 10,44 11,35 420

There are two equivalence classes for =25y sy, namely {0,2, 4} and {1, 3}. The
set of minimal representatives are

E(S(UL), S(W)) = {0,1} and &E.(S(UL), S(Wy) = {1}

Example 26. We denote by 51, S2,. .., S5 the five standard tableaux of Example 4.
The set of equivalence classes of ~g, are the following:

~spt {10,45{13L 21 {51 ~spr {{0,2,4),{1}, {3}, {5}},
~sst {025 {11 43,55 {41 ~syr {{01,41,3, 5}, {2}, {4]},
S5 {{O}! {1’ 5}’ {2! 4}’ {3}}

Now the equivalence classes for rsg, g, are for instance

{10, 4}, {1, 3,51, {2}}

with £(S1, S4) = 40.1,2} and §.(S1,S4) = {2}, since 1 labels a point on a line,
whereas 2 labels a peint on a circle. The flags contained in Y5, M Yg, are exactly the
flags in ¥ of the form

{0} CimN? C F, ¢ N™Y(F)) ¢ N™2({0}) ¢ N™3(F) = C°,

Theorem 27. The set &( D, C) of minimal representatives of the equivalence classes
contains, apart from zero, exactly the left most points in either a circle or line of DC.

Proof. Indeed, let a, b, ¢ be the labels of three points in D C such that @ and & are
connected via a cup and £ and ¢ via a cap. According to Proposition 23, we have
c~pb—1~¢a,s0c e pa.

Repeating this argument implies the following: If two points on a circle in DC
are joined by a path with an even number of arcs, then they are equivalent. Thus all
indices on any circle are equivalent either to its leftmost point p, or to a point adjacent
to p by a single arc. Applying Proposition 23 again, this shows that each point in
the circle is equivalent to p or p — 1, the latter of which must be equivalent to the
leftmost point in another circle or to 0, by induction. [l
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We note that the set £(D, C) can be equipped with a partial order defined by
a = b if the circle ¢ lies on is nested inside that b lies on. Hence outer circles are
minimal in this ordering. This poset has a natural rank function r: (D, C) — Z
given by O on all lines, 1 on all circles not nested inside any other, and thereafter
increasing with the depth of nesting. Recall that a flag indexed by a ranked poset is
a map of ranked posets from that poset to the ranked poset of subspaces of a given
vector space.

The equivalence relation ~2 allows us to prove Conjecture 7.1 of [Fun03]:

Theorem 28. The variety Yw N Yw' is canonically isomorphic to the space of flags
indexed by the ranked poset & (D, C) invariant under N. In particular,

(1) Yw NnYw’ is an iterated fiber bundle of base type ([PIL[PI, ..., [PYY where the
numbers of terms is the number ¢ of closed circles in DC (if ¢ = 0, the inter-
section is a point),

(2) Yw NYw' is smooth, and
) H*(Yw NnYw'y = R®¢ gs graded vector spaces.

Froof. 'The consequences are clear, hence we only prove the first statement. Since
any comparable circles are on the same side of each line, we can divide our poset
into subsets consisting of the circles between any adjacent lines. The space of flags
indexed by this sub-poset in V' is isomorphic to space of such flags in ¥/ Fy(,), where
fora € £(D, C), we let £(a) be the left-most point on the right-most line that a lies
on the right side of, and thus our claim is that our intersection is isomorphic to the
produet of these spaces of flags.

Consider the subspaces G, = N(afr(a)JrE(a))/z(Fa)/Fg(a). This is a subspace of
V/ Fg(a) of dimension r(a).

Ifa = b,and r{a) = r(b) + 1, then we have g — 1 ~ b, since eithera — 1 = &,
or a — 1 lies on a circle with leftmost point a’. Since ¢’ = b, we have r{(a’) = r(b),
soa # a’. Thus, we have a — | =~ ¢’ — 1, and by induction, our claim follows. Thus
G, D N(afr(a)Jrﬁ(a))/l(Fa_l)/Fg(a) = Gy, since

a—r{@y={a—-1)=0)+ (b—r(h))
and £(a) = £(b).

By induction, this establishes that G, is indeed a flag over our poset.

Conversely, we can define an element of our intersection, given such a flag, by
defining F; by N~C¢—"0D/2(G, 4 Fpy) where i’ isthe representative of i in £(D, C).

This variety is an iterated [P!-bundle, since forgetting the vector space attached to
a maximal element ¢ obviously defines a map to the set of flags indexed by a poset
with this point removed. This map is surjective, since the interval below ¢ is a chain,
so the space attached to it can be chosen in increasing order. On the other hand, the
fiber of this map is P(N ~1(G4)/ G for a’ the unique element that @ covers in this
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poset (the circle immediately containing it). This is a [P!, since G C im N, for any
a’ £ a for simple dimensional reasons (we must have r{a’) < r{a) < k since no
diagram can have more than k circles, and thus no more than 1 of rank k). This is

thus a general result for flags indexed by any poset where all intervals are chains, and
the rank is bounded by k. O

This theorem has a natural generalization to intersections of arbitrary finitely many
numbers of Yw;, given by a rank function on the set of equivalence classes of the
relation generated by ~y, forall{. Let &(wy, - , Wy ) be the set of minimal elements
of these equivalence classes. This can be defined inductively by the following rule:

« If an equivalence class contains a line, (i} = 0.

= Ifi € E(wy,...,wy),and j € E(w1,. .., wy) is the minimal representative of
i —1,then

) = rG—1)+1 ifi —1=j (mod2),
6= ifi —1% j (mod 2).

This rank function will be of great importance in the next section.

3.3. The cohomology of pairwise intersections asbimodules. Theorem 28 enables
us to calculate the cohomology H *(Yw MY w?’) of the intersection of two stable mani-
folds as a module over the cohomology of H®*(X),and thusasa (H*(Yw), H*(Yw"))-
bimodule.

Forany 1 <i,j < nwesete(i,j) = 0if i and j are not on the same circle in
m{w)m(w”), and € (i, j oy = €(i, j) = (=1)? if i and j lie on the same circle with
a being the number of arcs in a path between them. Note that, although a depends
on the chosen path, the number (—1)* does not.

Theorem 29. Assume the intersection Yw NYw' is non-empty. Then the cohomology
ring H*(Yw NYw') has the presentation

H*Yw nYw') = C [}/ (&7, (3.1)
where the index { runs through &.(m{(w), m(w’y). The pullback map

it HYX) - H*Mw nYw’)

w,w’
is surjective and given by
Lo e (Xi) = Z e(i, j)x;.
JE8s(w,w)

In particular, the image of x; is zero if and only if i does not lie on a closed circle.
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Proof. By Theorem 17 we know in particular ker i:)!w, > keriy, + keri),. Hence
there is a well-defined map

W HYX)/(keriy; + keriy,) — H*(Yw NYw').

By Theorem 28, ¥ is surjective since the cohomology of the intersection is generated
in degree two. Comparing dimensions (Theorem 17 provides the dimension of the
left hand side whereas Corollary 28 gives the dimension of the right hand side), we
see ¥ must be an isomorphism. Ol

Example 30. The only interesting cases for Yw; NYw; where i # j (notation as in
Example 13) are

H*(Yw, N Ywe) = Clxal/(x3),  H*Yws NYws) = Clxg]/(x]),
H*MYws NYws) = (E[Jc3]/(x§), H*(Yws NYuws) = (E[xl]/(xf),

since in all other cases where the intersection is non-trivial we get €.

Similar bimodules have appeared previously: first in work of Khovanov [KhoOO],
[KhoO2] in the case 2k = », for pairs of standard tableaux; then in the general case in
work of the first author [Str09] and [BS08a]. Our construction agrees with the latter
two, and so the cohomology rings of stable manifolds Yw are naturally isomorphic to
the endomorphism ring of the indecomposable projective module corresponding to
m{w) for the algebra denoted JC* %% of [Str09], [BSO8a]. The category of modules
over this algebra is equivalent to the category of perverse sheaves onthe Grassmannian
of k-planes in C” (see [Str09]) and related to the representation theory (the so-called
category ) of the general Lie algebra gl(n, ).

3.4. Background from category &@. Letusbriefly recall the construction of [Str(9]
and the connection to (parabolic) category . For details on and properties of category
@ and its parabolic version see for example [BGG76] and [Car80], or Chapter 9 in
the recent book [HumO8]).

The symmetric group S, acts (from the right) on the set W{n — k, k) of weight
diagrams with # — &k ~A’s and k ’s by permutation. The stabilizer of the weight
Wdom = A A - A V-V I8 the Young subgroup S,_p =< Sg of S,. Hence we get
a bijection between the set WKk of shortest coset representatives S,_r % Sgp\Sy
and the set W(n — k, k) under which wgom corresponds to the identity element in S,,.
On the other hand, the set W %+ labels in a natural way also the simple modules
in the principal block (93 R of the parabolic category @ %+ for the Lie algebra
glin, T).

These simple modules are exactly the simple highest weight modules L{x - 0)
in the principal block of & for gl(n, C)) which are locally finite with respect to the
parabolic p = b + [, where b is the standard Borel given by upper triangular matrices
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and [ = gl(n — k, Cyxql(k, C)is the subalgebra of gl(n, C) given by all (n — &, k)-
block matrices. Let P(x - 0) (ngk’k be the (indecomposable) projective cover of
1.(x-0). We have now set up a bijection between the indecomposable modules P(x-0)
and the stable manifolds Yw by mapping P(x-0)to its weight diagram in Wi{(n —k, k)
which then in turn is associated with some row strict tableau w = w(x) determin-
ing the stable manifold Y = Yw(x). Let Cup(x) be the corresponding cup diagram.

The endomorphism algebra JC" %% of a minimal projective generator &, P(x-0)
in ngk’k has the following description: Let x, y € W* ™% Then Homg(P(x -
0), P(y-0)) = {0} incase the diagram Cup(x) Cup(y) cannot be oriented. Otherwise
there is an isomorphism of vector spaces

Homg (P(x - 0), P(y - 0)) = R® ),

where ¢(x, y) is the number of circles in the diagram Cup(x) Cup(y) (with R®% = C
by definition). In particular, thanks to Theorem 28,

Homug(P(x - 0), P(y-0)) = H*Hw(x) nYw(y))

as vector spaces.

The endomorphism algebra can be equipped with a Koszul grading
([BGS96] or [BS10] (Theorem 5.6) and [BS08b] (Theorem 1.1) for a more e¢le-
mentary proof). Let P(x - 0) be the standard graded lift of P(x - 0). This is a graded
Kk _module whose head is concentrated in degree zero and which is isomorphic
to P(x - 0) after forgetting the grading. Since P(x - 0) is indecomposable, such a
standard graded lift is unique up to isomorphism ([BGS96], Lemma 2.5.3). Then the
space Homgn—r e (P (x -0), P(y - 0)) is a graded vector space isomorphic to

H*(Jw(x) N Yw(y)id(x, )}, (3.2)

J{nfk!k

where d(x, y) = k—c(x, y). (Since c(x, y)isthe dimension of Yw(x) NYw(y), the
shift encodes its codimension in a Lagrangian in which it is contained.) In particular,
EndJ{n_;c,k(fj(x -0)) = H*(Yw(x)). The nultiplication in K" *#* was defined
using a TQFT-procedure generalizing Khovanov’s (see [StrQ9], [BS08a], [Kho00]).
From the definitions it follows in particular,

End gen—ie.e (P (x < 0)) = H*(Yw(x))

as graded algebras.

Remark 31. There is an alternative description of the connection between category
@ and the geometry of the Slodowy slice. By work of the second author in [Web]|
and the localization theorem of Ginzburg [Gin0O8] and Dodd—Kremnitzer [DKO9],
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Theorem 7.4, a singular block @,,_ ¢ of category & with singularity type (n — &, k)
is equivalent to a subcategory of a category of sheaves for a quantization of the
structure sheaf on the Slodowy slice. These sheaves are easily seen to be supported
inside the closure of the set of points attracted to the Springer fiber under a particular
C*-action.

The connection to our picture is related to the already mentioned Koszul du-
ality. Recall that the endomorphism algebra of a minimal projective generator of
the parabolic category @"~%& turns into the Ext-algebra of simples in the singular
block @,_r x. Thus, the two-fold appearance (in the context of the geometry of the
Springer) of the algebra studied in our paper is not surprising. However, the precise
connection between this representation theoretic quantization construction and the
constructions of this paper has not been worked out yet.

3.5. An isomorphism of bimodules. In Conjecture 5.9.2 of [Str09], it was conjec-
tured that for any two standard tableaux S and $’, the cohemology H*(Ys M Ys/) is
isomorphic, as a bimodule (with the above identifications), to the Hom-space between
the corresponding indecomposable projective modules over the algebra & nkk We
have the following more general result:

Theorem 32. There are isomorphisms of graded algebras
W, Endgnii (P(x-0)) = H*(Yw(x)), xe W5k (3.3)
such that under these identifications one can find isomorphism of graded bimodules

Wyt Homgenx (P(x - 0), P(y - 0)) = H*Mw(x) N Yw(y)){d(x, ¥))

for any x,y € W5k,

Proof. Letx € W" %% Consider the circle diagram Cup(x) Cup(x) and pick some
odd vertex in each circle. If /(x) denotesthe set of these vertices, then H * (Yw(x)) =
Cl{xihereol /(4x Her)- This follows from Theorem 17 by mapping x; for j &
Wy to a;x;, where # lies on the same circle as j and a; = 1 if j is odd, whereas
a; = —1if j is even. On the other hand

Clixiiercol /(3 biercn) = R 2 End gene (P (x - 0))

by mapping the x; to the X associated with the circle where ¢ lies on. These iso-
morphisms define graded algebra isomorphisms W, of the form (3.3). Similarly we
define an isomorphism of vector spaces

Homn gon—iek (P (x - 0), P(y - 0)) = R®CP o Clxi e e/ (5 Hictten)
= H*(Yw(x) N Yw())d(x, y))
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by choosing a set f(x,y) of odd vertices, one for each circle in the diagram
Cup(x) Cup(y)}. Hence we have the family W, ; of isomorphisms of vector spaces,
which we claim are isomorphisms of bimodules.

Tosee thislet 1@+ @1 X ®1® @ 1 be the element in RF%¥) where the
X -factor corresponds to a circle C with leftmost vertex labeled by say m. It acts on
R®c(x:¥) by multiplication with X on the factor corresponding to the circle containing
the vertex m. Under the isomorphism Wy, it correspends to multiplication with @, x,,
where ¥ € I(x, ) is on the same circle as m.

Under the isomorphism Wy theelement 1 0 --- @1 QX ®1&®---@1 is mapped to
d; x;, where i € I(x)isthe chosen vertex onthe circle C, hence acts by multiplication
with ¢; x; on

H*Gw(x) N YwyNA, »)) = Clixibicroenl/ G ieren)-

Since all the elements in f(x) and I(x, y) are odd, this is the same (thanks to the
relations in H*(Yw(x) NYw(y)) as multiplication with ¢, x, where r € I(x, ¥) lies
on the same circle as .

Hence the isomorphisms Wy y are equivariant with respect to the left action. The
arguments for the right action are completely analogous. Ol

4. Convolution algebras

4.1. Definition of convolution. The purpose ofthis section is to introduce an algebra
structure on the direct sum of all bimodules H *(Yw MY w’) viaa convolution product
and compare it with the algebra e

Let 1}] be the disjoint union of the stable manifolds Yw over all weights w, and let
Y be the disjoint union of the components Y over all standard tableaux S, equipped
with the obvious maps Y — Y and ¥ — Y, s0

9::|_|yu;%y, }7::|_|YS%Y.
w S

Choose an element f € H*(g Xy 9 Xy g), that is, a cohomology class of the
intersection of each ordered triple of stable manifolds.
Both the cohomology groups

H (Y <y U) = € H* Ww 0w, (4.1)
H*Y xy ¥)= P H*(¥s NY¥s:) (4.2)

8,87
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have a natural product structure defined by a convolution product we denote #¢, given
by pulling back, cupping together with f and pushing forward on the diagram.

YxyY 4.3)

P12

Joy Sy § =G vy

YxrY
More explicitly, the product of two classes o € H*(MYwYwHand f € H*Hw'N
Yw'y is
wkp B=(p1a)elplr0 Upsaf U f) € H (Jw NYw"),

In essence, we do the usual convolution after replacing the usual fundamental class
on Y xy Y xy Y with its cap product with f, which one can think of as a “virtual
fundamental class.” Since any change of orientation can be absorbed into f, we will
always give these manifolds the complex orientation.

Obviously, if one is not very careful in one’s choice of £, this algebra will lack
many desirable properties; in particular, it will not be associative or graded. However,
for certain choices of f, it will have these properties. In the next section we will
describe a good choice for f which gives us our desired associative graded algebra. In
the section following that, we will describe the case f = 1, which gives an interesting
non-associative graded algebra.

A toric analogue of our situation yielding to interesting associative graded algebras
is studied in §4 of [BLPWOB8]. In that case, the choice of f was simply a careful
choice of orientations (so in that case, f is degree O, but not the identity).

Although our set up algebro-geometric, all the mentioned examples can be inter-
preted as collections of Lagrangians in ambient symplectic manifolds and hence the
following appears natural :

Question 33. What conditions on f must be satisfied to induce an associative prod-
uct? Can this be expressed in terms of symplectic geometry as a general property
of collections of Lagrangian submanifolds (as the components of the Springer fiber
are inside the resolved Slodowy slice), maybe together with the data of a certain
distinguished bundle on them?

Remark 34. While superficially similar, the convolution constructions in this paper
are quite different in flavor from those of Chriss—Ginzburg [CG97]. Our algebra is
modeled on the behavior of coherent sheaves (as we discuss later in this paper) or
the Fukaya category of a symplectic space in which the Springer fiber lies, not on



Vol. §7(2012) 2-block Springer fibers: convolution algebras and coherent sheaves 501

those of constructible sheaves. If one took the constant constructible sheaves on the
components and looked at their Ext-algebra, one could also interpret this in terms
of a convolution algebra on the same underlying vector space, but with a different
product structure and different grading.

We wish to emphasize that these techniques from [CG97] have no bearing on the
structure of coherent sheaves, and thus could not be applied to prove Conjecture 42
below; it seems to be something of a remarkable coincidence that cohomoelogy of
these varieties describe Ext-algebras in different categories.

4.2. An isomorphism

Theorem 35. There exists a class f € H'(g Xy 9 xy 9) such that the bimodule
isomorphisms Wy ,, from Theorem 32 define in fact an isomorphism of algebras

KR~ g %y YD),

where the latter is given the muitiplication .

With the additional grading shifts as in (3.2) this isomorphism is compatible with
the grading. In the case n = 2k, it induces an isomorphism of (graded) subalgebras
JoEKk ~ HYY x5y V).

Proof. For purposes of the proof, it will be convenient to use cohomology classes
z; = (—1)"x; as our generators, rather than x;.

Let w’, w, w” be row strict tableaux, with corresponding cup diagrams C' =
m{w’),C = m{w), C" = m(w"). The multiplication map

J{w’,w & J{w,w” = J{w’,w”

is described by a cobordism from C'C L CC” given by saddle moves on the pairs
of cups in C and connecting the “loose ends™ of €, with the result given by C’C"
(see [BS08a]). We view this cobordism as a movie of length n — ky, where we do
one saddle move or connection at a time (see (4.4) for an easy example). Of course,
this requires choosing a total order on the set of cups and rays in C compatible with
the nesting partial order on cups.

Then we construct a sequence Zo, Z1,. .., Zy g, of varieties Z; € Yw' x Yw”,
one to each stage in the movie, with equations corresponding to the state of the circle
diagram at that point in the cobordism. By definition, Z; consists of all tuples (Fe, F))
of flags such that for any index j € &(w)

« F; = F}’ and Fojy = Fé(j) if 7 lies on a cup and the corresponding saddle has
been done already,

“ B = N78UNF;_1) and Fé(j) = N_SU)(}G’_I) if j lies on a cup and the
corresponding saddle has not been done already,
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 F;and FJ,-’ coincide with the space for the fixed point if instead j lies on a line
segment and j has not been connected yet, and just

o Fy= F}’ if instead j lies on a line segment and j has been connected already.

Obviously, Zg 2= Yw’' NYw) x Yw NnYw") and Z, g, = Mw NYw)a, the
diagonal embedding of that variety in Yw’ =< Yuw".

Furthermore, one can easily check that at the f-th step of the cobordism, the
dimension of Z; is the number of circles in the diagram, and that there are seven
possibilities (analogous to [BS08a], Section 6), for the next move:

* two circles become one: the dimension drops by 1.

¢ one circle becomes two: the dimension jumps by 1.

« acircle and line segment become a line segment: the dimension drops by 1.
« aline segment “births™ a circle: the dimension jumps by 1.

+ there is a saddle between two line segments: the variety is unchanged.

* aline segment becomes a circle: the dimension jumps by 1.

* two line segments become one: the variety is unchanged.

In particular, for any i, we have either Z; © Z;y or Z; 2 Z;1, as smooth
subvarieties of Yw’ x Yw"”. The most important claim of this proof is that at each
step of the sequence of varieties, pushing forward or pulling back under this inclusion
induces (the first author’s reinterpretation of) Khovanov’s action of the cobordism up
to that point on the cohomology of Zo. when we inductively identify the cohomology
of Z; with the corresponding vector space in Khovanov’s construction (or rather the
extension of [Str09]) associated to the picture at the #-th place in the movie.

Throughout, we will implicitly use the fact that H*(Z;) is aquotient of H*(Yw' x
Yw"), and so use z;; and z}, to denote the image of z; in H*(Z;) coming from the
first and second factor respectwely We then identify H*(Z;) with the vector space
associated to the diagram of Z; by identifying the degree 2 class on a circle with z; ;
(resp. Z ;) if the circle passes through the j-th on the bottom (resp. top) row (see
again (4 4) for the obvious definition of first and second row). This class does not
depend on which point on the circle we choose (see Section 3.3).

In each case, the pullback or push-forward map is a map of H*(Yw' x Yw")-
modules, so we only have to calculate the image of the identity of H*(Z;) at each
step of the cobordism.

The claim is true for Zp by definition. So assume it to be true for Z;_; and
consider the next move.

If the variety is unchanged, the asserted statement is trivial, since the combinatorial
multiplication also does nothing in this case {[Str09], §5.4, or Theorem 6.1 (i) in
[BS08a]).
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Similarly when merging two circles, the pullback of 1 is sent to 1 and z;; and
Z},i are sent to the same class (since the two corresponding line bundles are isomor-
phic) which by our convention is z;;4 This is precisely Khovanov's
multiplication rule.

In the merging of a circle and line segment, the variable for the circle (z;; or Z}’i)
is sent to O, since the line bundle hecome trivialized. The same happens in the
combinatorial multiplication, [BS08a], (6.1).

Thus, the only tricky case is push-forward. If we do a saddle move on the cup
from j to o(f), then 1 is sent to X; — Xo(;y = (—1)(Zji41 + Zo(jy.i41), since Z;
is the vanishing set in Z; 1 of N Va¢jy — V; and this is the first Chern class of
Hom(V, (), V). This is precisely the extension of Khovanov’s rule (recall that z; ; is
Qif j lies on a line segment, as in [Str09]), (5.4.2), except for the difference of sign,
which we will deal with momentarily.

For closing a segment to a circle, we obtain (—l)j"‘lzj!l-_,_l, which again matches
the rule from §5.4 of [Str09] (up to sign), since this subvariety is given by the zero
set of a section of Hom(F, /F;_q, L).

Altogether, this proves that our geometric and the Khovanov—Stroppel algebraic
multiplications agree up to signs (not necessarily an overall sign); however, we know
exactly how the signs are off from the algebraic multiplication, and thus can correct
for them by choosing a different orientation of Z;. We change the orientation by

(71)22=1 ¢ where

et r
= g

J if the i-th step is a saddle creating a circle on the (7, (i) cup,
Ji = 3 J + 1 if the i-th step closes a circle at j,

0 otherwise.

This precisely corrects for the signs which appeared in the description of the multi-
plication and we arrive at the Khovanov—Stroppel formulas. B _ B

In order to describe this in terms of cohomology classes on Y =<y Y =y Y, we
need to use base change for clean intersections: if we have a diagram of cleanly

. X .
A B

AN B

intersecting submanifolds

then by standard algebraic topology (analogous to [CG97], Proposition 2.6.47), we
have that

ipia)xg = (a)x(e(E) U jpg)
where £ = iy jiTx/(jiT4 + jgTr)is the excess bundle of the intersection.
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This shows that if we have any chain of manifolds A7 2 A2 € A3 2 - € Ay,
such that the intersection of any subset of the A;’s is clean, we can always shorten
the chain by doing base change, at the cost of multiplying by the Euler class of a
bundle on one of the Aj’s. By induction, the iterated push-pull can be described as a
pulling back to (), 4;, multiplying the Euler class of a bundle on (), 4;, and pushing
forward to A;.

Applying this to the Z;’s, we get abundle on ), Z; = Yw' N Yw N Yw"” whose
Euler class is the desired f on that given component ofg Xy g Xy 9; the result
follows. U

Since this proof describes the cohomology class f in a somewhat implicit manner,
let us attempt to give a more intuitive description at the cost of some loss of precision.
We can write Khovanov’s cobordism in normal form, that means as union of 3 pieces:
one where circles just join together, one where we add some handles to the cobordism,
and one where the cobordism branches out to meet the circles of C’C".

Geometrically, each of these portions of the cobordism match up with parts of the
convolution procedure:

« The merging portion of the cobordism corresponds to pull-back to the triple
intersection Yw’' NYw N Yw”.

« The handles portion corresponds to multiplying by f on the triple intersection;
in particular, the degree of f is equal to twice the number of handles, i.e. the
genus of the cobordism.

« The branching portion corresponds to the push-forward to Yw’ M Yw".

In particular, if the cobordism has genus zero, than it only consists of merges and
branches. In this case it follows from the proof of Theorem 35 that the multiplication
map

H*Mw nYw) @ H*Mw NnYw")y - H*Yw NnYw™)

giving rise to our desired algebra is just pulling back to the triple intersection and
pushing forward, but with appropriate choices of orientations of the involved mani-
folds.

4.3. Comparison with the natural choice of orientation. For the sake of com-
pleteness we would like to indicate (without proof) in which sense the convolution
algebra with our choice of orientation differs from the convolution algebra obtained
when we choose the natural complex orientation. The difference will depend on a
parameter ¢, where we set @ = 1 in case we chose the natural complex orientation,
and @ = —1 for our choice of orientation.

Theorem 36. Let w', w, w" be standard tableaux, with the corresponding cup dia-
grams C' =m(w’), C = m(w), C" = m(w"). The image of

wiley @ wlyr € H*Yw NYw) @ H*(Yw M Yw")
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in H*(Yw' NYw'") under the convolution product (in either case) can be calculated
as follows: Place C'C over CC" and consider the minimal cobordism €' from this
collection of circles to the collection of circles given by C’'C" (see [KhoOO], [BSO08a]).

If we consider this cobordism as a union of saddle moves corresponding to the
set S\ with respect to w (with some fixed order compatible with the nesting) then
w'lw @ wlwr goes to the product ]_[l.esv @(i) where

1 if the saddle of i joins two circles,
(i) UX; + Xqy  if the saddle of i creates two circles, and yq ¢y contains y;,
Ey —

Xi +oxgy  ifthe saddle of i creates two circles, and y; contains Y,
AX; + WXy otherwise,

where ¥; denotes the created circle containing the vertex labeled by j for any j.
Proof. Left to the reader. Ll

Example 37. If, for instance, C’' = Cup(W) = C”, C = Cup(lJU) then we have the
following possible sequence of diagrams describing &’ (which is in this case a pair
of pants joining two circles to one circle followed by a pair of pants which splits this
one circle into two).

Zo Vo)
Z1

29
G

2

The element 1y & 1y~ is then mapped to (1 + ®xz2 )y Ly, since the only
place where a circle is split into two is at the cup/cap pair attached to the vertices 1
and 2 (from the left). Alternatively we could have chosen the sequence where we first
remove the cup/cap pair attached to the vertices 1 and 2, 5o that o 14 & 14 18 then
mapped to (X3 + ®X4 )y lwe which equals (x; + @X2)y 1ywr in H*(Hw' N Yw™).
The result will always be independent from the chosen sequence, since any such
sequence describes the convolution product. If we swap the roles of C” and C” then
wlw @ wlwr would be mapped to (cexq + @x3)w 1w~ in H*(Yw' N Yw™).

If « = —1, then the resulting algebra is not associative, if @ = 1 then this is
exactly Khovanov's arc algebra (with the extension from [Str09]). It seems natural
to search for a topological construction making transparent the difference between
these two algebra structures on the same vector space. Our suggestion is to use a
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TQFT-like procedure like Khovanov’s, but one which is sensitive to the embedding of
cobordisms in 3-space. This is what we propose to call an embedded 2-dimensional
TOFT.

Equivalently, one can say that our cobordisms keep track of the nestedness of the
circles. In particular, there will be two types of pair of pants cobordisms, namely one
which connects one circle with two disjoint, not nested circles in the usual embedding
for trousers and a second “unusual” one which connects one circle with two disjoint,
but nested circles, with one of the trouser legs pushed down the middle of the other,
see Figure 1.

Figure 1. Embedded pair of pants: The usual one for not nested circles, the unusual one for
nested circles.

For instance, the minimal cobordism displayed in the previous example would be
a composition of a usual pair of pants connecting two circles to one followed by a
generalized pair of pants splitting one circle into two nested circles. We now define
an embedded version of Khovanov’s algebra by assigning the following maps to the
pair of pants morphisms:

* 'To ausual pair of pants joining two (not-nested) circles to one circle, we associate
the multiplication m: R@ R - R, 1 @1 —= 1, X9l - X1 X — X,
XX =0

+ To the reverse cobordism, splitting one circle into two (not-nested) circles, we
associate the comultiplication A: R - R® R, 1 —»— X ®1 -1 X,
X—=--X®X.

(So far it is exactly the setup of [KhoO0], except that our —X is X there.)

« To the “unusual” pair of pants joining two nested circles to one circle, we as-
sociate themapm’: RQ@R - R, 1321~ 1, X1 = X,18X — —X,
X ® X +— 0, where the first tensor factor is associated with the outer circle and
the second with the inner circle.

« To the reverse cobordism, we associate the linear map A’ R - R® R, 1 —
X®l-1®X,X — —X @ X, where again the first tensor factor is outer and
the second is inner.
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Keeping track of the nestedness using the rules above describes exactly the (non-
associative) multiplication on the convolution algebra with the ordinary complex
orientation.

5. Coherent sheaves and cup functors

In this section, we want to connect our approach with the one of [CKO&], where
an alternative (geometric) categorification of the Jones polynomial was obtained. Tt
agrees on the Kg-group level with the Reshetikhin-—Turaev tangle invariant [RT90]
associated with U, (sl,), hence also with the decategorification of [StrO5] which in
turn restricts to Khovanov’s functorial invariant. The precise categorical or functorial
connection between the geometric and algebraic-representation theoretic picture is
however open at the moment. In the following, we give some partial results which
indicate that the geometric picture might differ slightly from the algebraic one. We
note that our results partially overlap with those obtained independently in [Ann].

5.1. Geometric background. Now, we consider the Springer fiber as a Lagrangian
subvariety inside a larger smooth space. This ambient space is best defined as the pre-
image under the Springer resolution of a normal slice to the nilpotent orbit through
N at N. We denote this space by 8,_g x. Our Springer fiber is included as the fiber
over N. The interested reader can consult [MV07] for details. For our purposes, the
only important fact about the varieties is that they are smooth, and each component
of the Springer fiber is a Lagrangian subvariety inside 8,_g . These spaces were for
instance used in the geometric construction of knot invariants via Floer homology in
the work of [SS06] and [Man0O7].

In the case where n = 2k, this variety has a more convenient description, which
played an important role in the work of Cautis and Kamnitzer [CKO8], who used
a compactification of it to define homological knot invariants. So from now on let
n = 2k. Let M be the nilpotent endomorphism of ©2" with two equally sized
Jordan blocks. Let {p1, p2,.... Pn. 41,42, .- . ,4n} be the basis of C2" guch that M
has Jordan Normal Form (with Mp; = p; 1 and Mg; = g; 1) with the C*-action
as before on V. Now define the space of flags

Zyn={Fo CF,CCFp1 CF, CC*" |dim¢c F; =i, MF; C F;_1}.

We can identify our original vector space V' with the span of the p;, ¢; for
1 < i < n, with the endomorphism M restricting to the nilpotent endomorphism
N. Thus, we can identify ¥ with the subset of Z, where F, = V. Furthermore,
Sk x can be identified with the subset of Z, where the projection of F, onto V' (by
forgetting the coordinates with higher indices) is an isomorphism.

In Section 4 of [CK08], the authors define functors between the bounded derived
categories D Z ) of (C*-equivariant) coherent sheaves on 7, (for varying r") which
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provide a categorified tangle/knot invariant, in the following sense: to each (#1, 12)-
tangle, there is an associated functor from D(Z,,) to D{Z,,) which is a tangle
invariant, up to isomorphism, and decategorifies to the Reshetikhin-Turaev tangle
invariant associated with (the quantum group of) sl on the level of the Kg-group.

In fact, for all k, the space 8, g x is embedded in Z, matching the obvious
inclusion of the Springer fiber (see [MVO07]). The compactification obtained by
closing this embedding seems to be a likely candidate for extending [CK08] beyond
the case of blocks of equal size. However, we will not pursue this idea further in this
paper.

Let Coh(Z,) be the category of coherent sheaves on Z,, with its bounded derived
category DP(Z,).

For our purposes, the C*-action carefully tracked in [CKO08] is unnecessary, so
we will ignore it. Since all the functors of concern are defined by Fourier-Mukai
transforms, they have non-equivariant analogues.

Note that, Zg is just a point, and so Coh(Zg) is the category of vector spaces
over €.

If C is a cup diagram corresponding to a standard tableau .S with two rows of size
k, we can view it as a (0, 2k)-tangle and consider the associated functor

vc: DY(Zo) = Db(Vect) = DY(Z,)

as defined in [CKO8] (the interested reader may note Equation (5.2) below serves
as an inductive definition of this functor). In general, the functors associated with
crossingless tangles are not exact in the standard z-structure on Coh(Z,) (though of
course, they are exact in the triangulated sense). Inthe special case of a (0, 2k)-tangle,
the situation is much easier: First of all, the functor maps a vector space to an actual
sheaf (i.e. is exact in the usual -structure), hence defines (or comes from) a functor

¢@c : Coh(Zy) = Vect — Coh(Z,,). (5.1

Secondly, as with any exact functor from vector spaces to any abelian category, ¢c
is already determined by its value on €.

5.2. Half-densities. We let 1/ 2(¥Ys) denote a square-root of the canonical bundle
on the component Yg. This sheaf exists by the theorem below (but more generally, it
exists at least as a twisted sheaf) and is unique, since the Picard group of any iterated
P!-bundle is torsion-free.

Lemma 38. Each component Ys carries a unique square-root of the canonical bun-
dle. In fact, QV2(Ys) = @5, V-

Proof. Abbreviate A = Ys. As in any bundle, one can always compute the canonical
bundle on the total space as the product of the canonical bundle on the base and the
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relative canonical bundle. Since each component is fibered over one for a smaller
diagram, to show the result by induction, we need only show that the relative canonical
bundle of that fibraticn has a square root.

Let i be an index such that o(i) = i + 1. In this case, our fibration is

qi: A — A,

where A’ is the component for our cup diagram with the cup from i to i + 1 deleted.
Since V;l is isomorphic to (1) on the fibers, we have that our fibration is the
projectivization of the bundle qi*Vi_l =~V & Vj_1 where j is the left end of the cup
immediately nested over . Thus, we have an exact sequence

0 — Q74 — Hom(q(V; & V; '), Vi) — Hom(Vi, Vi) — 0.
The multiplicativity of determinants in exact sequences shows that
Qajar = det(Qay4) = det (Hom(qf (V; @ V1), W) = V2.

Thus, Q;//i, = V;. On the other hand, ¢Sy == ®jeSv\{i} V;. Thus, the result

follows by induction. [l

In fact, these square roots are exactly the images of the 1-dimensional vector space
under the functors ¢¢ associated to cup diagrams:

Theorem 39. Let W be any finite dimensional vector space. Then
ec(W) = W ac Q2 (¥s).

Froof. Our proof is by induction. Assume that the result is true for all smaller #, in
particular for the corresponding cup diagrams with less than »# points. This set of
diagram include for instance the diagram €’ which is C with one of its minimal cups
removed. Denote by 8’ the corresponding standard tableau and let j and j + 1 be
the endpoints of this cup.

Then if i = i; is the inclusion of the locus where N(F; 1) = F;_1 holds, and
q = q/ is the projection defined on this locus to Z,_, given by forgetting F; and
F; 41 as well as applying N to all subspaces larger than F; 1, we have ([CKO08],
4.2.1) the equation

wc (W) = i(V; @ q*(gc/ (W)). (5.2)

By induction, our proposition holds for C’, so this equation becomes
¢c(W) =iV} @ " (W @¢ Q'2(Xs)).
On the other hand, we have the usual exact sequence of normal bundles

00— q*NYSf/Yn—z S NYS/YH — Vj*+1 & V}|YS — 0.
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Since V;";1|X},1: B VJ‘X;{’ we see that 2(Ys) = q*Q(¥s ) ® V}®2’ so QUY2(¥s) =

Q*QVY(Ys) ® V;. Applying this in equation (5.2), we obtain the desired result.
O

On the way of trying to connect the different categorifications of the Reshetikhin—
Turaev tangle invariants one could hope for an isomorphism of rings

BXteon(s,_s k)(i*ﬂlﬂ(“l),i*ﬂuz(fl)) = End(P(x - 0))

where P(x-0) is the indecomposable projective module associated with a component
A under the isomorphisms of (3.3), or more generally a formula like

Xt s, o) (622 (A), 1,2"(B)) 2= End(P (x - 0), P(y - 0)) (5.3)

as graded vector spaces (up to our usual shifts). On the other hand, based on work
such that of Leung ([Leu02]), one might expect that

Exitoncs, , o x0a:1x04) =2 H*(A), (5.4)
or, more generally,
EXton(s,_ i o) 1x0a,1x0p) =2 H* (AN B) (5.5)

as graded vector spaces (up to our usual shifts), where @ 4 denotes the structure sheaf
on A. In the following we will show that, in fact, all of the above statements are true,
except the last one (which might appear as a surprise).

The importance of these square roots of canonical bundles (the so-called Zalf
densities) in connection with derived categories of coherent sheaves and the failure
of (5.5) have previously been noticed by physicists in connection with the so-called
Freed—Witten anomaly, (see [FW29]).

A mathematical manifestation of this phenomenon appears when considering the
spectral sequences computing the Ext®-groups of the square roots of the canonical
sheaves in contrast to the ones computing the Ext®-groups of the structure sheaves of
these varieties, as carefully explained for instance in papers such as [KS02], [ShaO4].

The crucial point hereby is that by the adjunction formula for the canonical bundle
on asubvariety ([Huy05], Proposition 2.2.17), using half-densities instead of structure
sheaves compensates for the appearance of the normal bundle in the E;-term of the
spectral sequence of [KS02] which we use below.

Letnowrn = (s — k) + &k as usual. Let A, B be components in the corresponding
Springer fiber ¥ included in the resolution to the Slodowy slice 8, . Leti: 4 —
Sp_rk.and j: B — 8, j i be the natural inclusions. The formula (5.3) is by
Theorem 32 equivalent to the following result:

Theorem 40. There is an isomorphism of graded vector spaces

EXt& (s, ¢ 0 (22, juQ(B)2) = H(A N BYd(A, B)),
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Proof. First, note that since 8,_ ¢ is holomorphic symplectic and the components
of the Springer fiber are Lagrangian, so the symplectic form induces an isomorphism
between the normal bundle and cotangent bundle. Further, this shows that on an
intersection, the quotient

Ts, elane/(Talans + Tlans)

will be the cotangent bundle T/ 5.

Given these facts, the result follows almost immediately from Theorem A.1 of
[CKS03] (though the theorem appeared with a less complete proof in [KS02]). In
our case, this gives a spectral sequence

d(4,B) . .
HP(AN B, AITE )=~ HP9(AN B) = Extg;}?gk(k!k))(t*ﬂ(fl)uz, JLQ(BY?)

where H 9 denotes the usual Dolbeault cohomology. The first Chern classes of line
bundles (which lie in H1-1(A4 N B)) generate H79(A N B), so it has only (p, p)
Dolbeault cohomology. Thus, this spectral sequence has no non-trivial differentials,
and we obtain the desired isomorphism. Ol

Corollary 41. There is an isomorphism of graded vector spaces
EXtBOh(Snfk,k) (@ iA*Q(A)ID’@ 'iA*Q(A)I/z) — H(? Xy ?),
A A

where the sum runs over all irreducible components A.

Of course, both the left and right side of this isomorphism have natural ring struc-
tures given by Yoneda product and by convolution. The statement of the following
conjecture would give a very explicit description of the Ext-algebra of half-densities:

Conjecture 42. There is an isomorphism of algebras

EXt(.Zoh(E%n,k)k) (@ iax S22, @iA*Q(A)Uz) ~ H(Y xy ¥).
4 4

Remark 43. Of course, this Ext-algebra is, as a vector space, also isomorphic to
Khovanov’s arc algebra, and at the moment, the authors are unsure as to which product
on this vector space corresponds to Yoneda’s. Having clarified this conjecture it would
not be too difficult to extend it to (4.1).

An affirmative or negative answer to this conjecture would direct us toward further
questions on the correct geometric perspective on knot homology:

Question 44. Is it possible to construct a functorial tangle invariant and categorifi-
cation of the Jones polynomial using our new convolution algebras? If so what is
the relation to previous geometrical ones ([CKO8], [SS06], [Man(7]) and to alge-
braic/representation theoretic approaches ([Kho02], [Str03])?
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As was noted in [Ann], these half-densities are so-called exotic sheaves as intro-
duced by Bezrukavnikov [Bez06]. This suggests that the conjecture and questions
above could be investigated using the noncommutative Springer resolution and re-
lated techniques of algebraic geometry.

We can perform a partial verification of Conjecture 42, considering only a single
component at a time.

Theorem 45. Let A be an irreducible component of ¥ and i: A — S,_pp the
inclusion. Let ©O4 be the structure sheaf on A. Then there are isomorphisms of
graded rings

Extongs,_, (#2724 02V (A)) 22 Extls, (0604, ix04) = H™(A).

Remark 46. Note that thanks to (3.3) the rings appearing in the theorem can also
be identified with the endomorphism rings of indecomposable projective and at the
same time injective modules in the associated parabolic category & for ¢l,,. Based
on the results of this paper, the slight generalization from components to arbitrary
stable manifolds should not be too difficult by mimicking [BS10], Section 6.

Proof of Theorem 45. The first isomorphism follows from the fact that £ 1120 4) de-
forms to a global line bundle on §,,_g £, the pullback of [, _ ¢ V; from Z,,. (It’s worth
noting, this isomorphism does #not hold in general.)

To compute the Ext-algebra on the left hand side we first compute the Ext-sheaves
Ext*(ix®y4,ix04). The irreducible component A is smooth, hence a local complete
intersection ([Har77], Example 8.22.1). Since we can work locally, we might assume
that A is the zero locus of a regular section s € HY(E) for some bundle E on Z.

Then we have the Koszul resolution

G5 APE* 3 AP LE* svies N E* 5 BR s 0p il B5)

where the differential maps /i A fo A A fr € ANVE*to

STEDTUAGA A o A A fict A it A A

i=17"

The Koszul complex is exact, since s is a regular section (see [GH78], page 688).
The beginning of the resolution (5.6) defines a surjection

E¥ -1-0 (5.7)

where 7 is the ideal sheaf of A in Z. Tensoring with ix®4, we get a surjection
Ted® o TH? N;/Z' This map is an isomorphism for dimension reasons.
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Now &xt *(ix4, i+ 4) can be calculated as the cohomology sheaves of the com-
plex iy A® E. Since ixs = 0, the differentials in this complex are all zero, hence

Ext®(ix®4,ix04) = /\*JVA/Z (5.8)

as graded vector spaces.
We have to compare the ring structure. We first claim that there is a map of
differential graded algebras

e ANE — Ext®(ix04,i404)

sending § € A" E to the contraction with &, denoted ¢g. The differentials in the
Koszul complex (5.6) are given by contraction ¢, with the section 5, and cg and ¢y
super commute. Therefore ¢ (£) is achain map of degree k. Since contraction satisfies
CgoCy = Cepg, the map ¢ intertwines the wedge product on the source space with
the composition in the target space. Passing to cohomology, we obtain that (5.8) is
an isomorphism of algebras.

Since the component A4 is Lagrangian inside £, we have a canonical isomorphism
between the normal bundle of 4 in Z and the cotangent bundle of A, in formulas
NA[Z = Tj

It thus follows from the isomorphism of (5.8) that the cohomology of the Ext-
sheaf Ext®(i,(04,1,04) is canonically isomorphic to the Dolbeault cohomology
H*(A; A®T[) (here we abuse notation, and identify the vector bundle A?7 [ with
its sheaf of holomorphic sections) with its usual product induced by ~. By the Hodge
theorem, this is isomorphic to the de Rham cohomology H*(A; C) equipped with
the cup product.

Thus, we have the local-global spectral sequence

EPT HP(A; M IT*A) = HP (A, AT Ny z) = HPT(A; 6xt (0004, 1404))
= Extfils ) (:04.0:04).

This sequence collapses due to the Hodge diamond only having diagonal support, as
in the proof of Theorem 40, and thus induces a ring isomorphism from H*(A; ) to
the ring EXtE;oh(Sn,k E (44,i604). d

6. Exotic sheaves and highest weight categories

In fact, we would like to propose a correspondence between weight sequences and
certain sheaves on Z,, which extends that sending a full crossingless matching on »
points to half-densities on the corresponding component of the Springer fiber.
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Let w be a weight sequence of length #. We denote by r(w) be the number of
cups in C(w). Let

Ly ={FecZy | Fi1 = Na(i)FU(I-) for i and (i) connected in C{w)}

with its embedding j = jy: Ly — Zp [fr(w) = 1 we have the map g: £y —
Zp_pasin (5.1), and in general amap p: Zyy — Zp_2.(w) by taking compositions
of such maps, one for each cup.

Consider the line bundle ¥, = ®iewv Vi on Z, and set 8, = ji V. Inthe
setup of [CKO08], the latter has the following description: to the cup diagram C{w),
Cautis and Kamnitzer associated a functor F': Db(Zn_zr(w)) — D¥(Z,) and (by
comparing the definitions) we have j, Vi, = F(Vi3), where @ is the induced weight
sequence on the orphaned points of C{w).

We have the following two extreme cases:

e If r(w) = 0, then F is just the identity functor and we have §,, = V.
« If r(w) = k, then Zy, is just a peint and in fact, Sy = @ (L) as in Theo-
rem 39.
Let &, be the set of weight diagrams which differ from w by switching the signs

on opposite ends of any number of cups in Cup(w). For an object M € D?(Z,) we
denote by [M] its class in Ko(D?(Z,)). Then the following holds.

Proposition 47.
[Sul = Y (—DE-E0p,), (6.1)
weB@y
Inparticular, the classes of [y and [Vip] spanthe same sublattice of the Grothendieck
group.

Proof. We induct on the number of cups in C(w). If this is 0, we have reduced to
the fact that 8,y = Vi, in this case. Otherwise, we can write Sy = ¢;(8;) where §
is on the left end of a minimal cup in C(w) and v is the induced weight sequence on
S —{i,i +1}. Now, we can assume that [Sy]| = } /cq, (—DE@—E 7] Letpt
be v with the cup at 7, § + 1 added and marked with v A, and v~ be the same, but with
AN ati, i + 1 instead. Then, as we noted previously, we have an exact sequence

00— V- = Vyr = @i(1) =0 (6.2)
and thus in the Grothendieck group, [¢; (Vo) = [Vo+] — [Vo-1.
Note that @, = OF U O, and £(v) = £(vT) = £(v™) + 1 (med 2) so

[Sw] = i8] = 3 (=D O (1001 — Vi)

V' E@y

¥ nfe-tig 0

w' eBy
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Remark 48. Proposition 47 should be compared with [BS08a], (5.12), which implies
that [5,] = Zw’e@w dw aw (—1)[Vipr], where dyy o is a Kazhdan-Lusztig polyno-
mial (arising from perverse sheaves on Grassmannians).

By the Cellular Fibration Lemma ([CG97], Lemma 5.5.1) and Theorem 6.2 of
[CKO8], the V,,'s generate Db(Zn), and in fact are a basis of the Grothendieck

group. As a cansequence of Thearem 47 we have the following:

Corollary 49. The objects Sy, generate the category DP(Zy) and are a basis of its
Grothendieck group.

By Remark 48, the transformation matrix between the two bases is given by
Kazhdan—Lusztig polynomials.

Following ideas of Bezrukavnikov, we now define a #-structure on Db(Zn) {not
the standard one) for which the §,, form a complete set of simple objects in the heart.
This heart will then be equivalent to the category of finite dimensional modules over
our convolution algebra K,. The algebra K, is quasi-hereditary with the standard
modules given by the line bundles ¥,’s.

First, we define the necessary ordering on the set of weights. This is the standard
ordering on weights which can be explicitly given in this case by saying that w < v
if for each i, there are more Vv’s in the last i indices for v than w. Alternatively, it’s
the partial ordering generated by the basic relation that changing AV to v A is getting
smaller in the ordering.

Lemma 50. The full additive category generated by the S,,s is semisimple. Let still
be n = 2k. Let w, w' weights. Then Homps con(z,) (5w, Sw) = {0} for w # w’
and Hompa conz,y N Sw . Swr) = L otherwise.

Proof. Claim: let d(w,w’) be as in (3.2) then either Extéoh(zn)(Vw, Vi) is trivial
or its minimal nonzero degree is i = d(w, w’), and so the lemma follows directly.
Note that in case w, w’ correspond to standard tableaux, then the claim is clear by
Theorem 40. It of course also holds for » = 2.

Assume first w is minimal in the partial order =< and w' is arbitrary. If w = w’,
thenExtEDh(Zn)(Sw, Sw) = EXtJéoh(Zn)(Vw’ V) = HF (Vy@Vy) = H (Oz,) =C
and the statement follows. If w #£ w' then C(w’) has at least one minimal cup
connecting say { and { + 1. Using the adjunctions [CKO08], Lemma 4.4, for cup
and cap functors in we can remove this cup in expense of applying a cap functor
Fi[1] to V. Let a, b be the i-th and i + 1-st labels of w and denote by v the
weight which is obtained from w by removing these two points. Then by [CK08],
6.3, we have the following four cases: F;V,, = 0if ab = vv or ab = A A, and
then of course Extgoh(zn)(Vw, Vi) = {0} We have F; 15, = V1] if ab = Av,
in which case the claim follows by induction (note that we removed a clockwise



516 C. Stroppel and B. Webster CMH

cup/cap). We have F; 1V, = V, if ¢ = A, in which case the claim follows by
induction noting that we removed a counter-clockwise cup/cap. Hence the statement
is true for minimal w. Assume w is not minimal. Choose a minimal cup in C(w)
say at the vertices {,i + 1. Applying again adjunction properties, we can remove
this cup by the expense of a cap functor F;[—1]. If this cap creates a circle, we
have EXtEOh(Zn)(Vw’ V') = EXtE:oh(Zn)(Vv’ va)e}Exté;?(Zn)(Vv,LBUf)by [CK08],
Corollary 5.10. Since d{w,w’y = d(v, v'), the statement follows. If this cap does
not create a circle, and EXtE)oh(Zn)(Vw’ V) 7 10}, then using again Corollary 5.10
of [CKOZ] and adjointness properties we get
Extghiz (Vs V) @ ExtSonz,y (V. Vi
= EXtth(zn)(GiFi Vi Vi)

= Exteoh(zn)(vx o F']; Gj VIL)

= Bxtghiz \(Vuw, V2) @ Extigiz (Ve V2),

where z is obtained from w', and x is obtained from w, by swapping the labels at the
vertices f and £ + 1. In particular,

EXtth(Zn)(VX! Vt;) = EXtth(Zn)(Vw, Vz)v

On the other hand d(x, w’) = d{w,z). (To see this assume first vertex I and k are
connected to the vertices { and i + 1 via a cup diagram in C(w’)). O

The following is now a direct consequence of Lemma 3 in [Bez03]:

Theorem 51. There exists a unigue t-structure of D (Coh(Z,)), such that the $y,’s
form the simple objects.

Froof. We only have to verify the assumptions of [Bez03], Lemma 3. These are
however just Lemma 50 together with the observation that the $,,’s are sheaves (so
that Hompp (conez, n{(Sws Swr [f]) = {0} for any positive I). O

Following Bezrukavnikov, we call this the exotic ¢ -structure. We call the heart of
this z-structure the category of exotic sheaves x,,. The main result of this section is
the following:

Theorem 52. There is a highest weight structure on €x, such that the sheaves Vy,
are standard.

Lemma 53. The sheaf Vi, is exotic, and its composition factors are dall of the form
Sw for w' < w, with 8y, appearing exactly once.
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Proof. We induct on both the number of points, and the ordering given above. Our
base case is still that where C(w) is empty, where this is obvious.

As we noted before, we can write w as v for some sequence v on fewer points.
Recall the exact sequence (6.2). Now, by induction on the number of points @; (V) is
exotie, and has the desired composition series (since S, appears once in V,, we have
Sw = @i(Sy) appearing once), and by induction on the partial order, V,— is exotic,
and all its composition factors are strictly smaller than w. Ol

Lemma 54. The line bundles Vi form an exceptional sequence, that is, we have
EXtEDh(Zn)(Vw’ VTJ) = O,
forall v # w.

Proof. Asusual, we have Ext’ (V,,, V) 22 H{(V,} ® V). Thus our problem reduces
to computing the cohomology of certain line bundles.
Consider the map #: Z, — Z,_1 given by forgetting the top space. We note

that if € = (e1,...,€,—1) is a vector valued in {1,0, —1}, then
Ve © Sym™ (W), J =0,
(Ve @ V1) 22 50, i=l,

Ve ® Sym' 2(W)[-1], j =2,
where W =~ .V, is arank 2 vector bundle which is an extension
0=V, =W =V, >0
Thus, if a vector bundle is an extension of line bundles of the form V, ® V,;f [m], for
|j — 1| = k, then its push-forward is an extension of ones of the form V! @ -.- @
Vet @ Vi [m] where |7 — 1| <k + en_y.
Applying this inductively, we see that the £ — n-fold push-forward J'[ﬁ’n ViV

is an extension of line bundles of the form Ve @ V,{ [m] where |j — 1] < gn +1
where g, is the difference between the number of V’s in the last £ — n places of w

and those in those places in v. If this number is ever negative, then j = —1, so the
£ — n + 1-fold push-forward is trivial. Thus, if this push-forward is non-trivial, we
must have this number always non-negative, that is, we must have v > w. O

Proof of Theorem 52. Lemmata 53 and 54 show the line bundles V,,’s are standard
covers of the simple modules Sy,. This shows that an object has negative Ext vanishing
with all V,,, if and only if it does with S,, (since Ext*(S,,, X) = Ext’(V,,, X) fori < 0
if Ext'(5,,X) = Oforalli < 0and v < w), and the Serre subcategory generated by
{Vuli]}izo is the same as that generated by {54 [i] }im0. Thatis, the exotic ¢-structure is
exactly the one which Bezrukavnikov calls the ¢-structure of the exceptional sequence
{Vp}. By [Bez03], Proposition 2, the heart of this ¢-structure is highest weight, with
{Vu 1} as its standards. O
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